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1 Introduction

1.1 Why another report on QoS?

In the context of modern packet switching networks, the QoS topic has attracted
great attention over the last 20 years, both in the industrial and academical fora.
Historically, the QoS topic developed in the X.25 and ATM context, and then mi-
grated to the IP world.

Several approaches have been proposed to cope with QoS, and several mech-
anisms have been made available in commercial equipments in support of QoS
techniques. Despite the massive academical and commercial speculations on QoS,
to most network operators it is still not clear which is the best way to practically
inject QoS in their operational networks. This is partially due to the fact that there
is not a single solution universally optimal over all operators. Rather, the best strat-
egy among the available ones should be selected by evaluating the pros and cons
of each approach in the light of several operator-specific conditions.

A broad range of mechanisms have been defined to address the QoS com-
mitments, and there is a general trade-off between network capacity and system
complexity. And fatally, higher system complexity leads to lower scalability. The
optimal choice strictly depends on the relative cost of capacity vs. complexity /
scalability. In turn, these costs are related to factors like network size, level of
traffic aggregation, traffic variability, targeted services and so forth.

In this framework, the nature of this report is analytical rather than descriptive.
Beyond giving a brief, descriptive survey of QoS approaches, this report focuses on
the analytical evaluation of the advantages and costs of different QoS approaches,
enlightening the criticality along with the points of effectiveness. Our scope is
to provide guidelines to a network operator about the more convenient strategy to
implement QoS in a practical network. Note that due to the broad spectrum of
the topic, this report does not encompass all related aspects. The QoS topic is
discussed mainly at the layer 3, and not all the aspects are treated with the same
level of detail. For a report on QoS, a good starting point is the very fundamental
question: What is Quality of Service ? We will clarify this point in the rest of this
section.

1.2 Services and Quality

Before targeting the QoS dilemma, it is helpful to elaborate on the usage of word
service. We distinguish betweenApplication ServicesandTransport Services.
The Application Services deal with thenatureand theutilization of the informa-
tion carried by the network (e.g., telephony, web browsing, file transfer, video-
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conference, video streaming, remote gaming, database transactions, etc.). The
Transport Services define the characteristics of the connectivity service offered by
the network to its users (e.g., bounded delay, bounded loss, guaranteed throughput,
etc.). They can be characterized in terms of several metrics, for example

• transfer delay (mean, max)

• packet loss probability

• throughput

These characterize the performance of the transport service once it is in place,
implicitly assuming that the connectivity itself is available. Additionally, one might
include in the definition of transport service other metrics relevant to the degree
of availability of the service (or connectivity) itself. These other metrics can be
defined in different ways, depending on the particular context. For example, if the
service availability is impacted by failures, an appropriate metric is the percentage
of out-of-service time, or the probability of connectivity disruption, etc.

A transport service bounded to some performance requirements is said to de-
liver a certainquality of service(QoS).

1.3 Strict-sense-QoS and Availability

Historically, the proposals named after QoS architectures (Intserv, Diffserv, see
Sections 2.1, 2.2) have focused on per-flow parameters (packet delay and loss), im-
plicitly assuming that the connectivity is in place. We will say that these proposals
are oriented tostrict-sense QoS, and present them in Section 2.1–2.6. Indepen-
dently from such a track, several solutions were proposed to improve the degree of
serviceavailability, typically by improving the network reliability against failures
by means of schemes such as rerouting, restoration, protection, etc. An overview
of such schemes is given in Section 2.7.

Despite strict-sense-QoS and fault-recovery schemes were treated as orthogo-
nal components by the networking community, the design of a network architecture
must necessarily include both components, and take into account the mutual rela-
tionships between the solutions provided on the two sides.

Remarkably, MPLS might be considered as an exception to the orthogonal ap-
proach. In fact, the MPLS platform can be exploited to enforce QoS control and
differentiation along with fast fault-recovery scheme. Nevertheless, the MPLS fea-
tures that are oriented to strict-sense-QoS are rather independent from the MPLS
features addressing fault-recovery. Section 2.5 reports on possible combined sce-
narios based on MPLS.
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1.4 QoS assurances and QoS differentiation

Any application service involves certain requirements on the underlying transport
service, e.g., telephony and video-conference require bounded-delay transport ser-
vice, as well as a high degree of availability. In principle, the set of transport
services delivered by the network should somehow match the supported applica-
tion services. Therefore, one component in the QoS topic regards theassurance
of target quality levels for the most demanding flows, that is the support of trans-
port service with guaranteed delay / loss / throughput. On the other hand, in most
practical cases, the packet network shall not be dedicated to a single application
service, but rather support a multiplicity of application services with different per-
formance requirements. In this case, the network might support the full set of
applications on top of a single transport service, tailored to the most strict transport
requirements over the whole set. This approach in general requires a very large
volume of resources (bandwidth), and in most cases this is not an economically vi-
able approach. In such a case, one alternative solution would be todifferentiateon
the transport services, exploiting the difference in the performance requirements to
save network resources.

Therefore, any QoS architecture must deliver both QoS assurances and QoS
differentiation, and this applies on both sides of strict-sense-QoS an fault-recovery
schemes.

1.4.1 QoS assurances

In order to deliver some degree of QoS assurances (or QoS guarantees), the net-
work should somehow control the relative amount of traffic with respect to avail-
able resources. Depending on the relative abundance of resources (e.g., bandwidth)
such control can be more or less sophisticated, more or less accurate.

At one extreme, one might adopt theOver-provisioningapproach, i.e. over-
dimensioning the network capacity, and avoid any active control scheme. This ap-
proach is convenient when i) the cost of network capacity is low (or at least cheaper
than the cost of any other active control schemes); ii) the traffic dynamics and vol-
umes can be safely estimated; and iii) the risk of anomalous traffic concentration
is very low.

In order to save on network capacity with regard to the over-provisioning scheme,
one might adopt some active mechanism aimed at a better utilization of the given
network capacity, for example by injecting some degree of adaptivity into the rout-
ing (Traffic Engineeringschemes). Alternatively, instead of triggering a network
adaptation, one might implement schemes that trigger the sources adaptation (e.g.,
Active Queue Management (AQM)+rate adaptationand similar).
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The adaptation mechanisms (on the network or on the sources) can coexist
with some degree of over-provisioning. For example, in an intermediate scenario
the network is over-dimensioned with respect to nominal traffic condition, so that
in normal operation the adaptation mechanisms are silent. On the other hand, in
case of anomalous or unexpected traffic volume or concentration, the adaptation
mechanisms protect the system from collapse.

Since in such approaches there is no explicit blocking of traffic, their success
is limited to those scenarios where the risk of anomalous traffic concentration that
can not be absorbed by the adaptation mechanism is very low. If this is not the case,
one should include some mechanisms into the system to explicitly control traffic
access to the network. These typically means implementing someReservation
schemes, enforced through Admission Control. The granularity and the accuracy
of the reservation schemes depend again on the availability of network capacity,
and on the characteristics of the traffic.

1.4.2 QoS differentiation

Any QoS architecture designed for a multi-service network must cope with dif-
ferent kinds of traffic. In fact, every application generates traffic with different
characteristics in terms of, e.g.,

• source characteristics (CBR, VBR, adaptive),

• transport protocol (TCP, UDP),

• interactivity,

• flow and packet size.

Additionally, each application is associated to different QoS requirements.
The differences can be exploited to achieve effective sharing of the global net-

work capacity. For example, packets belonging to real-time traffic can be queued
in higher-priority buffers at the router interfaces, so that a larger amount of non-
real-time traffic can be sent through the link than were possible with a single buffer
for real-time and non-real-time packets. In fact, in the latter case the strict delay
requirements of real-time packets would impose a severe restriction on the amount
of total traffic on the link. In other words, packet prioritization at the scheduler
is helpful to preserve the strict delay requirements of real-time traffic, and at the
same time allows for a better use of the global bandwidth. Differentiation in packet
handling can be achieved by several scheduling and queue management schemes.
In any case it is important to remark thatpacket prioritization does not necessarily
imply service prioritization: to stay with the above example, real-time packets are
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prioritized because they are more sensible to delay, NOT because real-time users
are more important than non-real-time ones.

To this point, we suggested that differentiation in traffic handling can emerge
as a means to exploit differences in QoS requirements to achieve a better network
utilization. Additionally, packet-level differentiation mechanisms can be exploited
to enforce some level ofseparationbetween different traffic components. This is
useful whenever some traffic component may impact another one. As an example,
the separation of UDP from TCP aggregates (e.g., by weighted fair queuing (WFQ)
scheduling) prevents the first one to starve the latter, since UDP does not implement
congestion-control feedback. Analogously, differentiation of short-lived and long-
lived TCP connections may be considered a useful feature.

Despite differentiation is an attractive component of QoS architectures, it should
not be abused since it also has its cost. First, any differentiation implies that some
packet classification schemes are in place. Secondly, scheduling and queuing dif-
ferentiation are associated to parameters that are often difficult to tune.

1.5 Organization of the report

In line with the beforementioned aims, this QoS report is organized as follows. We
begin with Section 2, describing briefly the evolution of QoS architectural solutions
concerning both strict-sense-QoS and service availability aspects. Afterward, in
Section 3, the main part of this report, we discuss several timely issues, which
emerge in the context of how and where to achieve scalable QoS with today’s
networking technologies. Note that the focus of this report is put mainly on the
backbone network environment. Therefore, we do not go into the details of QoS
solutions in the access and wireless network environments. Finally, we provide our
conclusions in Section 4, stimulating further interesting, open discussions on the
QoS topic.

2 QoS solutions and aspects

In this section, we describe the state-of-the-art architectural solutions for QoS (in
a sense of both QoS assurances and QoS differentiation). In addition, we devote
special attention to the service availability aspect and its solutions.

2.1 Intserv

IntServ [1] was the first architectural approach developed by the Internet Engi-
neering Task Force (IETF) towards QoS provisioning in IP networks. The heart
principle of the IntServ architecture is to ensure per-flow based QoS guarantees by
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means of the signaling protocol RSVP (Resource Reservation Protocol). A new
flow with its QoS requirements is served only if the network side has enough avail-
able resources yielding the required QoS. This ensures that with RSVP the resource
reservation for the new flow is feasible, satisfying two following objects at once.
The strict QoS requirements of the new flow are guaranteed and the inclusion of
the new flow would not deteriorate the QoS of other, currently active flows in the
network. The resource availability is checked by performing admission control for
each entering traffic flow.

Services provided by IntServ are flexible and highly appealing in the sense that
strict QoS requirements are assured for each micro traffic flow crossing the net-
work domain. However, regarding the implementation, the whole concept seems
not to be scalable because of the necessity of per-flow signaling elaboration in
routers. Maintaining and processing per-flow control information it each router
might not be realistic and makes routers’ performance very poor, since the number
of flows the router accommodates may be extremely large in a core network. As
a consequence, the deployment of IntServ is only advisable in an access network
environment, where scalability is not the main issue due to the relatively small
number of traffic flows a router has to maintain.

2.2 DiffServ

Recognizing the strongly limited scaling properties of IntServ, the IETF has intro-
duced the Differentiated Services (DiffServ) architecture [2] to overcome this scal-
ability shortage. In the DiffServ architecture, a concept ofservice differentiation
has been worked out by defining a few number of traffic classes. QoS is rendered
to the classes or, in other words, to the aggregations of individual traffic flows. In
an early version, beyond best-effort services, DiffServ can offer premium services
and assured services. The premium service is treated with Expedited Forward-
ing per hop behavior (EF-PHB), while the assured service is treated with assured
forwarding per-hop behavior (AF-PHB). The assured service providesqualitative
differentiationbetween traffic classes by setting differentdrop precedence levels
for the traffic classes. In the last years, further refinements concerning the quali-
tative service models have been developed. For example, theproportional differ-
entiated servicemodel [3] defines a service model in which the ratios of loss rates
and packet delays between successive priority classes remain roughly constant.
Another example is thequantitative assured forwardingservice [4] that is able
to ensure both absolute guarantees for traffic classes and proportional guarantees
between them.

In the DiffServ architecture, per-flow states are maintained only at the edge
routers of the domain, while the core routers only have to treat with a few traffic
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classes by performing aggregate scheduling. As a consequence, QoS guarantees
are delivered only to the aggregate traffic (or classes). The main technical features
of Diffserv are the following (for a more complete description, we refer the readers
to our technical report [5]):

• Packet classification at the edge routers: When entering the network do-
main, a packet will first be classified. This is done by checking the DS
(Differentiated Service) byte in the packet header or checking this DS code-
point together with other header fields (source address, destination address,
protocol ID etc.).

• Packet conditioning at edge routers: after being classified, the entering
packet is subject to further conditioning actions, which depend on how the
packet conforms to the traffic profile (e.g., the peak rate, the burstiness of
the traffic) predefined for the class it belongs to. The conditioning actions
comprise marking and policing. It means, for example, that if the packet is
out of profile (i.e. it violates the given traffic constraints of the profile), it
may be a subject of shaping or dropping.

• Packet forwarding at core routers: Once the packet has been marked at the
edge router, it will receive the treatment associated with its class at each core
router in its path. For example, if the non-preemptive priority scheduling is
implemented in routers, a packet belonging to the high priority class will get
the EF PHB and will be directed to the high priority queue, meaning that it
will be served before packets of all other classes. In case WFQ scheduling is
implemented, a packet will be directed to the queue associated with its class
which has a predefined share of bandwidth.

Later, in Section 2.6 we argue that classifying and handling traffic in some
classes according to the DiffServ paradigm, coupled with over-provisioning the
bandwidth provides a highly reasonable QoS solution. In case over-provisioning
is not deployed (e.g., in a relatively small ISP’s network), DiffServ raises the con-
cern about per-flow and per-class QoS interrelation. In more detail, DiffServ has
resolved the scalability inside the network domain, but it does not assure strict
per-flow QoS, i.e. per-class QoS guarantees do not imply that a flow belonging
to the given class experiences the same level of QoS. In fact, various work (see
e.g., [6, 7]) have demonstrated that the per-flow QoS and per-class QoS may differ
from each other leading to cases in which per-class QoS is fulfilled but per-flow
QoS is not. This phenomenon has again necessitated the involvement of per-flow
admission control. Admission control in the DiffServ architecture is performed
mostly by an automated resource management entity called BB (Bandwidth Bro-
ker) that has a complete view on the actual resource usage in the network domain.
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An alternative way is a family of measurement based, end-point admission control,
in which edge routers of the domain are responsible for the decision of accepting
or rejecting the new flow with regard to the overall QoS picture in the network.
We refer the interested readers to [8] for the detailed overview of the applied CAC
mechanisms.

2.3 User-Network interaction based architecture

One of the plausible QoS solutions is to better exploit the QoS supporting fea-
tures of the current best-effort architecture. They are, for example, thecongestion
avoidancefeature or, more precisely, AQM mechanisms deployed at routers and
thesource rate controlfeature deployed at the traffic sources.

Generally speaking, the user-network interaction based architecture assures
QoS by combining the co-operation between the end-user side and the network
side. The principle is that the network side provides the users with the QoS evo-
lution picture inside the network, based on which the user side takes some certain
reactions in favor of QoS. In today’s practice, the first task is mostly realized by
performing (enhanced)congestion avoidance, which comprises smart packet drop-
ping (or packet marking) at routers and the notification of the dropping (marking)
rate to the end users. The second task is overwhelmingly done by implementing
strategies for the sending rate adaptivity. For voice applications, additional alterna-
tives of the second task may be the adaptation of the FEC (forward error correction)
functionalities, or dimensioning the jitter buffer size.

Packet dropping or marking at routers in fact represents the router ability on
congestion observability, which can be resolved by applying AQM mechanisms
such as RED (Random Early Detection) [9] and its enhanced versions (e.g., [10,
11]), or probably some other, newly envisaged mechanisms (e.g., BLUE [12], REM
[13], GREEN [14]). While in the traditional AQM mechanisms (RED and its ver-
sions), the congestion state is indicated by the packet loss or packet marking rate,
some recent solutions (e.g., GREEN or REM) use the arrival rate as a measures of
congestion severity. The deployment of GREEN or REM, for example, thus yields
very low queuing delay and negligible packet loss, hence is able to ensure the strict
QoS requirements of real-time applications.

The congestion state is signalled back to the sender. Basically, the feedback
can be arranged by two approaches. We can either exploit the acknowledgement
capability of the underlying transport protocol like TCP, or we can use the explicit
congestion notification (ECN) solution. In case of UDP traffic of voice and video
applications, since there is no such feedback information implemented at the UDP
level, we can rely on the Real-time Transport Control Protocol (RTCP) for sending
feedback from the receiver to the sender.
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Once the sender has obtained the information on the congestion state in the net-
work, it acts in his own interest to adjust the sending rate. In case TCP capability is
exploited, the sender simply reduces the congestion window by half, resulting ul-
timately in a decrease in sending rate. However, we can design more sophisticated
schemes, in which the basic principle that drives the adaptation of the sending rate
is to maximize thenet benefitof the user. Two fundamental functions must be
defined for the strict definition of the net benefit:

• Utility function U(x): this function gives the level of usefulness the users
could earn by having a sending ratex. In other words, the utility function
reflects the perceived QoS of the users. It is constructed based on the features
of the application.

• Congestion-price functionC(x): this function gives the price of an amount
bandwidthx with regards to the congestion level in the network. The price is
controlled by network operators. Intuitively, the more severe the congestion
state in the network, the higher the price assigned to the bandwidth units.

Given the above functions, the net benefit of a given user is defined asU(x)−
C(x). From the economic point of view, the whole phenomenon resembles to a
supply-demand pricing process. The network side has bandwidth to sell at the price
reflecting the congestion level inside the network. The user side has a freedom to
decide how much bandwidth it will buy, i.e. it controls its ownwillingness to pay
based on the net benefit at a given bandwidth price.

Since an individual user is always prone to maximize its net benefit indepen-
dently of other users, the phenomenon is akin to game theory at the network scale,
where many users are simultaneously present. Because each user can react in an
individual manner to the congestion feedback, i.e. the users can employ differ-
ent rate adaptation strategies, the differentiation between users’ perceived QoS is
implicitly achieved. As a simplest example, consider the case where some users,
who really have a willingness to pay the price, continue their transmission. Other
users, who find the transmission unworthy will stop themselves, leaving the band-
width for other contenders. In this way, QoS assurance is granted to the first group
of users, and this QoS assurance is better than that the latter user group can get,
leading to QoS differentiation.

Certainly, the most important design issue in this architecture is the proper
choice of the functionsU(x), C(x). If we rely purely in the features of the cur-
rently used TCP without any (enhanced) design, then what we get is exactly the
current best-effort paradigm1. Thus, a step toward QoS is a careful application-

1The well-known inverse square root relation between the sending ratex and the packet loss rate
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oriented specification ofU(x) and resource-oriented specification ofC(x), as well
as manager entities accomplishing rate controller actions.

As a specific example of this user-network based architecture, let’s take a closer
look on how it is realized in case of voice transmissions, widely known as voice
over IP (VoIP) applications. With regard to the network architecture, the perceptual
QoS of VoIP applications can be improved by facilitating receiver feedback on the
QoS parameters of the IP network. The structure of the signal processing parts of
a VoIP system is depicted in Figure 1.
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Figure 1: Application layer focused VoIP network structure

Network parameters can be monitored by the sender using RTCP receiver re-

p of a TCP connection (x ∼ 1/
√

p) will maximize the objective functionU(x) − C(x) with the
choiceU(x) = K − 2/T 2x, (K is an arbitrary constant,T is the round trip time of the connec-
tion), andC(x) = px. In other words, TCP defines a priori the functionsU(x) andC(x) for all
TCP connections. Consequently, the chance for QoS differentiation is really limited, because TCP
connections with the same RTT sharing a bottleneck link are expected to have the same sending rate.
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ports [15] or extended reports [16] are intended to provide information on packet
loss and discard metrics, delay metrics, signal related metrics, call quality or trans-
mission quality metrics, configuration metrics, and jitter buffer parameters. Such
a mechanism allows for the sender to adapt the technical properties of the connec-
tion. The following parameters can be tuned:

• Codec selection.If provided by both terminals, the speech coding algo-
rithm may be changed during the connection according to the available bi-
trate (e.g., G.711 (64 kbps) and G.729 (8 kpbs)), and according to the packet
loss robustness. The Internet Low Bitrate Codec iLBC [17] takes a band-
width of 15.2 kbps, but provides more graceful speech quality degradation
in case of packet losses than G.729. The iLBC is about to get an IETF Pro-
posed Standard (see Issue 1 in Section 3 of this report).

• FEC.Redundant packets may be added using forward error correction (FEC,
[18, 19, 20].

• Packet Marking.Apply some kind of packet marking algorithm at the sender
side, e.g., perceptual packet marking (see below).

Packet marking may be used in different ways. Aside from using some arbi-
trary marking pattern like tagging every second packet to potentially improve the
performance in case of burst losses, speech properties can be used to distinguish
levels of perceptual importance. Not every voice packet is equal with regard to
the impact of its loss on the perceptual speech quality. This is due to the effect
of “phonemic restauration” on which, from a linguistic point of view, the codec’s
packet loss concealment methods are based on. Some parts of the speech can be
concealed well, but others can not. A discrimination of importance levels can, e.g.,
be used in combination with DiffServ, marking voice packets on two or more lev-
els, and handling them in different ways like dropping unimportant packets or for-
warding important packets corresponding to their mark. In such a way, the speech
quality would degrade more graceful than by ignoring the perceptual importance.
Related work on this topic has been done by Sanneck [21], De Martin [22], and
Hőne [23].

2.4 Flow-aware architecture

Flow-aware architecture is a research QoS proposal in which all the associated
mechanisms are carried out on the abstraction of flows [24]. Briefly speaking, the
building blocks of the flow-aware architecture are

• the flow-level, bufferless multiplexing concept, and
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• on-the-fly flow-level admission control.

The proposal advocates flow-level resource dimensioning with respect to QoS,
since traffic analysis performed at the packet level is very complicated due to the
manifestation of long range dependence. Furthermore, in order to derive the neces-
sary resource (i.e. bandwidth) for a target quality criteria, the bufferless multiplex-
ing concept is adopted. That means that no buffer is provided for the exceeding
traffic in rate overload situations, i.e. situations when the input traffic rate is larger
than the output rate of the multiplexing stage. The criterion for resource dimen-
sioning is thus to keep the rate overload probability below a predefined threshold.
This bufferless multiplexing scheme, naturally, reduces somewhat the achievable
resource utilization compared to the case of using the buffered scheme, where a
buffer is used to absorb the exceeding traffic. Fortunately, this reduction has been
shown not to be significant. Moreover, another important argument why not to
use the buffered multiplexing scheme is that the buffer size (or the buffer overflow
probability) very much depends on the variation structure of the incoming rate, and
is therefore hardly controllable.

In parallel to having a good flow-level resource dimensioning, admission con-
trol is performed at flow level to prevent overload congestions. A new flow could
be blocked if there is not sufficient resource. Expressing this more precisely, in
case we deal with streaming and elastic traffic, an integrated admission control
mechanism would only accept a new flow if two following conditions hold at once
[24]

• the current load is less than a given threshold. This is to ensure the quality
for streaming (e.g., voice) traffic flows,

• the available bandwidth (the bandwidth a new flow would attain assuming
fair sharing) is greater than another threshold. This is to ensure the through-
put guarantee for elastic flows.

To obtain knowledge about the current load and the available bandwidth, load mea-
surement and bandwidth estimation are to be employed, i.e. measurement based
admission control needs to be achieved.

From the practical point of view, this architecture would require flow-awareness
at each router in the network. Routers have to keep track of the number of active
flows, and to make admissibility decisions. To exclude the need of signaling, flows
are identified in an ”on-the-fly” manner, meaning that the flow ID in each packet
header is compared with the list of flows in progress. If the flow exists, the packet
is forwarded, otherwise admission control test must be performed. In case the ad-
missibility is affirmative, the new flow ID is added to the list, and the packet is
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forwarded. In case of rejection, the packet will be dropped, which the user gener-
ating this flow should interpret as flow rejection. An active flow is deleted from the
list if a preset time-out elapses from the registration of its last packet.

Up to date, we are not aware of any prototype or testing environment of this
architecture. We also see some hurdles of this architecture. As mentioned earlier,
in order to deliver QoS and at the same time to avoid elaborations in the basic
of per-flow states, ”on-the-fly” admission control has to be deployed. The admis-
sion control, as being done ”on-the-fly”, requires flow identification matchingfor
each packetin routers. In backbone routers, despite that the number of active flows
might remain in a range of some hundreds thousands, per-packet elaboration would
mean significant processing overhead. Another issue is that for services like VoIP,
QoS is often construed at the packet level, i.e. is expressed in packet loss, packet
delay and jitter. Until now, we are not aware of a good mapping between flow
level QoS (e.g., flow blocking probability, throughput) and packet level QoS (i.e.
packet loss, delay and jitter). A preliminary investigation in this topic is available,
e.g., from [25], but the results therein are only valid with a quite special approxima-
tion of assimilated Poisson traffic, which does not hold for the general cases. In our
opinion, to derive the packet level QoS from the abstraction of flow-level bufferless
multiplexing is still an open issue. In overall, more research and practical valida-
tions are required to appraise the feasibility and practicality of this flow-aware QoS
solution.

2.5 MPLS

2.5.1 Introduction to MPLS

Several providers have already injected MPLS technology into their networks. This
was done primarily because MPLS provides an easy and scalable support of Virtual
Private Networks (VPN) with minimal management overhead.

In the most simple scenario, labels are dynamically allocated through the do-
main along the default IGP (Interior Gateway Protocol) paths, in such a way that a
full mesh of LSPs (Label Switched Paths) is installed between edge routers. The
attractiveness of this capability is that the label allocation process is based on a
standard protocol LDP [26], it is fully distributed (LDP message exchange only
applies between IGP neighbors), scalable, and most importantly it is completely
dynamic. The labels allocated in this way are often referred to as ”hop-by-hop
LSP”. Noticeably, since such labels arenot associated to ingress-/egress-router
pair, but rather to egress-router only, the number of allocated labels scales only as
N (= number of edge routers).

The full mesh of hop-by-hop LSPs offer a packet forwarding platform which
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is independent from IP addresses. This features is exploited by the so called
BGP/MPLS (Border Gateway Protocol/Multi Protocol Label Switching) architec-
ture [27], which integrates it with a fully dynamic mechanism for distribution of
private routes based on BGP. In summary, both functionality - namely the IPaddress-
free forwarding based on MPLS, and route-distribution based on BGP - are achieved
in a fully dynamic manner, which allows for an easy and fast deployment of large
VPNs with minimal manual configuration.

The success of the BGP/MPLS VPN model has driven the success of MPLS,
and is deployed by many ISPs. From a strictly technical perspective, in such VPN
model the necessary component is not MPLS itself, but rather the IPaddress-free
forwarding mechanism. MPLS is a possible way to implement it, but other alter-
native schemes might be used in conjunction with BGP to achieve dynamic VPN
model, for instance IP-over-IP encapsulation. The point of VPN is further covered
in Issue 7 in Section 3 of this report.

The rest of the traffic (i.e. public, non-VPN traffic) can be either carried with
native IP forwarding, or encapsulated in MPLS headers as well. In the latter case,
all the traffic is carried in MPLS LSP, so that the routing decision is concentrated at
the ingress edge router. A potential advantage of this scheme is that it is possible to
switch-off the BGP processes at the internal routers. On the other hand, the main
disadvantage is that a full mesh of LSPs has to be created betweenall edge routers
- not only the PEs (Provider Edges) - and that also non-VPN edge routers must be
MPLS-capable.

At the first stage of MPLS deployment, LDP is activated and a full mesh
of hop-by-hop LSPs are dynamically established. Physical paths do not depart
from default IGP routing, and no bandwidth reservation is enforced. Once de-
ployed, MPLS can be further exploited to improve network resilience by means
of Fast Restoration capabilities. This can be achieved by local-protection or path-
protection, as discussed in Section 2.7. Additionally, MPLS can offer support to
traffic engineering and strict-sense-QoS: in the rest of this section we discuss how
this can be achieved.

It is just important to mention here that in order to implement path-based pro-
tection and/or traffic engineering schemes, one needs to route LSPs onto non-
default paths. This can be achieved by installing the so called ”Explicitly Routed
LSP” (ER-LSP). This requires a more sophisticated signaling protocol than LDP,
namely RSVP-TE (Resource Reservation Protocol- Traffic Engineering) [28]. With
ER-LSP labels are allocated on a per ingress-/egress-node pair basis. For those ap-
plications involving an exchange of traffic between any pair of PEs this would
require a full mesh of ER-LSP, which would lead to a number of labels and sig-
naling sessions scaling asN2, whereN is the number of PEs. It is questionable
whether this scenario is scalable to realistic values ofN , today in the order of
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several hundreds.
On the other hand it is possible to envisage some practical scenarios where ER-

LSP only applies to selected PEs pairs, without requirin a full mesh of ER-LPSs.
For instance, in some application scenarios ER-LSP are used only for some se-
lected traffic collected at a reduced number of PEs (e.g., telephony traffic collected
at ToIP gateways). Also, some applications would not involve any-to-any traffic
exchange between all PEs, as for example VPNs involving a reduced number of
sites. Additionally, for traffic engineering purposes it is possible to envisage mixed
scenarios where the usage of ER-LSP is restricted to a small number of traffic
streams - tipically those between dominant POPs (Point of Presence), which are
likely to carry a large portion of the global traffic - leaving the rest of the traffic
being supported by hop-by-hop LSPs.

As a last remark, in current architectures the LSPs that are seen by the net-
work are always associated to Provider-Edge routers (PE, in the terminology of
RFC2547 [27], not to single Customer-Edge routers (CE) nor customer interfaces.
In fact, CE-to-CE LSPs are always tunneled into PE-to-PE LSP. Any model ori-
ented to exploit direct CE-to-CE LSP through the network, each with an associ-
ated RSVP-TE signaling session, might rise serious scalability concerns, similar to
those recognized for IntServ.

As an example for an MPLS architecture allowing CE-CE LSPs, an ISP can
be mentioned that allows a national wide company having sites in various cities to
interconnect these sites with a full mesh of LSPs.

2.5.2 MPLS and QoS

There are at least two points of contacts between MPLS and QoS:

• Packet prioritization

• Traffic Engineering

Diffserv over MPLS
The first point regards the mechanisms that are related to traffic prioritization /

differentiation at the packet level, namely scheduling, queue management, classifi-
cation, policing etc. Basically, these mechanism are the same for Diffserv, the only
difference being in that MPLS packets are handled in place of native IP packets.
Therefore, the specification of such mechanisms is usually referred to as ”Diffserv
over MPLS” techniques. The packet marking must be done in the MPLS shim
header rather than in the IP header (i.e. DSCP field) as in the original Diffserv
model, and two possibilities exist: mark the LABEL field (L-LSP) or the EXP
field (E-LSP). In both cases it is possible to separate different types of traffic into
separate LSPs and handle them independently.
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There exist two options to implement QoS enabled MPLS LSPs using WFQ
scheduling in routers and DiffServ. Either an MPLS LSP can be mapped to a ded-
icated WFQ queue and differentiation between EF, AF, and best effort traffic is
performed ”inside” the LSP. Such an implementation would run into severe prob-
lems of scalability and management complexity as the numbers of LSPs and thus
WFQ queues to be scheduled would be high. Thus we do not recommend such a
solution. Alternatively, each router can have one WFQ queue per traffic class (e.g.,
a total of three queues for EF, AF, and best effort). An LSP solely transports pack-
ets of a single traffic class and is mapped into the corresponding WFQ queue. Edge
routers classify arriving packets into LSPs according to their DiffServ codepoints,
perform traffic policing, and are connected to other edge routers via a full mesh of
LSPs per traffic class. Such an architecture would exhibit less problems in terms
of scalability.

MPLS and Traffic Engineering
At the first stage of its deployment, MPLS is used with so called hop-by-hop

LSPs. A full mesh of hop-by-hop LSPs can be automatically created with simple
LDP message exchange between neighboring routers. These LSPs always map the
default paths determined by the running IGP (OSPF or IS-IS).

In a second deployment stage, RSVP-TE protocol is activated in the routers.
RSVP-TE is basically a signaling protocol to install the so called ”Explicitly-
Routed LSPs” (ER-LSP). Remarkably, an ER-LSP can be i) source-routed over
a non-default path, and ii) associated to a bandwidth reservation. These two ca-
pabilities are independent from each other. For example, one can use ER-LSP
to optimize the routing and pursue better load balancing, without any associated
bandwidth reservation. In fact, with RSVP-TE it is possible to route ER-LSPs over
non-default paths which have been selected according to some bandwidth availabil-
ity constraints (constraint based routing) and/or according to some load-balancing
and optimization criteria. If only bandwidth optimization objectives are pursued,
bandwidth reservation can be avoided at all. Bandwidth reservation associated to
ER-LSPs is required in the first case, while is optional in the latter one.

Such techniques are collectively called ”MPLS Traffic Engineering” (TE). MPLS-
TE can be done statically or dynamically, depending on whether non-default paths
are determined by human operators - eventually with support of some external tool
- or by the network elements themselves. In turn, dynamic TE can be implemented
in a centralized or distributed fashion.

It is clear that TE techniques are not needed if a generous over-provisioning
scheme is adopted. On the other hand, the adoption of more or less sophisticated
TE strategies might be helpful to mitigate the level of over-provisioning. First,
by introducing the possibility to exploit alternative non-shortest paths, TE intrin-
sically increases the potential network capacity that is available between remote
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node pairs. Second, dynamic TE provides the network with an additional degree of
adaptivity to absorb peaks in the spatial traffic distribution (hot-spots), allowing for
less conservative capacity provisioning. Additionally, dynamic TE can be helpful
in absorbing unanticipated changes in the traffic volume or distribution. In other
words, MPLS-TE can provide the network with an additional degree ofelasticity,
thus mitigating the level of required over-provisioning.

In practice, the potential benefit of such elasticity versus rigid over-provisioning
largely depends on the characteristics of the traffic at the macroscopic level – spa-
tial distribution, variability in time – and on its predictability. Clearly, the potential
benefit of MPLS-TE techniques must be compared with the cost of such techniques
in terms of system complexity.

A major concern of network operators regarding network operation in the core
section is aboutscalability. RSVP-TE definitely improved over RSVP with re-
spect to scalability in the number of traffic flows: in fact RSVP-TE aggregates all
reservations between a pair of PEs onto a single reservation. On the other hand
RSVP-TE might still suffer problems of scalability in the number of edge routers.
This is the case in those applications involving any-to-any exchange of traffic be-
tween all PEs pair, since full mesh of RSVP-TE sessions in support of a full mesh
of ER-LSPs might not be sustainable by current equipments.

On the other hand, for such applications it might be expected that in practice
it is possible to achieve quasi-optimal TE performances by diverting only a minor
part of LSPs to non-default paths, for example the ones carrying more traffic. This
is consistent with recent results in [29] about the characteristics of the traffic, that
show that very few POP-to-POP flows account for a large portion of the global
traffic. Alternatively, traffic engineering techniques might be restricted to those
selected traffic components that do not involve full mesh of connectivity between
all PE pairs.

MPLS traffic engineering and packet differentiation - or MPLS-TE and MPLS-
Diffserv to stay with the popular jargon - should be regarded as orthogonal. In
fact, TE can be used without packet differentiation to improve the performances of
legacy best-effort traffic. In turn, packet differentiation can be adopted to protect
QoS traffic in a pure ”Diffserv over MPLS” fashion. There are also several poten-
tial mixed scenarios: in a MPLS/Diffserv domain, TE techniques might be applied
to QoS traffic only, while best-effort traffic is handled in hop-by-hop LSPs or sim-
ply as native IP. Again, the decision about the more appropriate scenario must be
taken considering the particular profile of the network operator.
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2.6 Over-provisioning and service differentiation

According to the best-effort nature of today’s Internet, user applications can start
their data transmission whenever they want, independently of the current network
state. Evidently, in such a scenario there is no way to assure hard guarantees for the
quality of the started connections. On the other hand, most of the QoS solutions
(e.g., IntServ, DiffServ) we have surveyed so far are equipped with add-on traffic
control mechanisms, particularly with CAC to ensure QoS. In these architectures,
therefore, a user application might get blocked against his/her willingness while
trying to enter the network domain.

In today’s practice of backbone QoS assurance, the feature that users have a
total freedom for the decision whether they should start the connection or not, is
retained. That means that there is no connection rejection from the network side.
Instead, the users can start the transmission whenever they want. The issue of QoS
assurance is resolved by the service providers who are committed to provide suf-
ficient bandwidth by applying over-provisioning coupled with the use of proper,
class-based scheduling in routers. Note that traffic classification can be done ac-
cording to the DiffServ paradigm, i.e. packets carry a header codepoint indicating
their traffic class. In effect, it leads to a QoS architecture with the following main
entities:

• over-provision of the link bandwidth,

• deploying class-based scheduling to achieve service differentiation and pro-
tection for the high priority, QoS-critical traffic class,

• updating the link bandwidth in response of the traffic dynamics.

ISPs often deploy a certain range of over-dimensioning, meaning that the band-
width utilization in any given link is always kept below a safe threshold (e.g., 50%).
By doing this, the network get transparent to the users, i.e. the QoS in the strict
sense is highly assured.

In addition, service differentiation can be achieved by traffic classification and
by exploiting the scheduling capability in routers. Output ports of today’s routers
can support more traffic classes, by using proper schedulers. The simplest case is
when two queues are implemented, supporting two traffic classes. A non-preemptive,
priority queue for the high priority, real time (voice and video) traffic, and another
queue for the best effort traffic. Another scheduler type that can support three traf-
fic classes comprises a priority queue for the high priority (e.g., voice) traffic, and
a queue managed by the RIO (RED with In and Out) algorithm supporting further
two traffic classes. This RIO queue is shared by the best effort traffic and the as-
sured (e.g., premium web-surfing) traffic. Lower dropping thresholds are assigned
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to the best effort traffic and the out-of-profile assured traffic, while the in-profile
assured traffic has higher RIO dropping thresholds. More sophisticated schedulers
can support more than 3 traffic classes by implementing, e.g., an absolute non-
preemptive priority queue for the high priority traffic and weighted fair queues for
the rest of traffic classes.

A remaining issue of this architecture is the question of resilience, where anoma-
lous events, e.g., link failures might induce QoS degradations. We argue that this
architecture efficiently protects the high priority, QoS-critical traffic class from any
degradations. Later, in Section 3 we will discuss this issue in more detail.

To accommodate the overwhelming growth of traffic, or more precisely, to
follow closely the dynamics of customer traffic, ISPs should have an ability to
update the link bandwidth over time scales if necessary. From the technical point
of view, the decision on bandwidth updates is a result of two consecutive tasks as
described below.

• Task 1: measuring and monitoring the traffic load and/or packet losses, and
delay in the link. This measurement task should be continually performed as
informally indicated in Figure 2.

• Task 2: based on the analysis of the collected measurement data, to define
the bandwidth amount needed to keep the pre-desired link utilization. The
relation between this bandwidth amount and the currently deployed band-
width will dictate the update decision. This task should periodically take
place at an adequately chosen time scale.

The first task can be achieved by exploiting and/or extending the monitoring ca-
pability of routers (e.g., using add-on monitoring tools like Cisco Netflow [30],
MRTG (Multi Router Traffic Grapher) [31], MRTG++ [32] or using SNMP (Sim-
ple Network Management Protocol) to get the traffic load samples in router ports).
The preliminary purpose of the second task is to get an as detailed picture as
possible about the dynamics of the traffic, enabling a reasonable forecast for di-
mensioning. To this end, several statistical techniques, e.g., time series, Wavelet
multiresolution analysis, forecasting methods etc., can be involved, see e.g., [33].
Concerning physical capacity dimensioning, the relevant timescale of updates is
normally in the order of several months. This update time scale is much smaller
(in the order of hours or minutes) in case of logical links like MPLS and VPN
pipes. In the next subsection we detail one possible provisioning scheme, which
derives explicitly the required link utilization based on the traffic dynamics and
QoS requirements.
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Figure 2: Dynamic resource provisioning procedure

2.6.1 Provisioning schemes

Recall that the simple, but at the same time, quite rough way of provisioning is to
adjust the link bandwidth so that the safe link utilization threshold is kept. Never-
theless, when more explicit respect should be paid to QoS, we need a provisioning
strategy clarifying the relation between the required QoS and the corresponding
link utilization. It will help the providers to have a practical view on the necessary
degree of over-provisioning.

To be more specific, suppose that the target QoS we have to keep is the packet
level constraintP (delay > D) < ε, whereD andε are the given delay bound and
violation probability bound, respectively. The question is what is the correspond-
ing link utilization threshold assuring this QoS requirement? A tangible solution
is to keep the link utilization at a quite low level (e.g., below 50%). With some en-
gineering considerations, however, we can definitely achieve much better resource
usage as our recent work [34] has pointed out.

The main contribution of the before-mentioned work is an efficient bandwidth
update algorithm used in the analysis module (referred to Figure 2). The approach
is based on an adequate traffic model providing a fair mapping between the desir-
able QoS and the associated link bandwidth, thus specifying explicitly the required
link utilization threshold.

Being in the backbone network environment, where the link accommodates
traffic with high degree of aggregation, the Gaussian process appears to be a suit-
able model for traffic description as proposed in several research work [35, 36].
The parameters of the Gaussian model can be deduced from measurement data.
Specifically, the aggregate rate of the incoming traffic is periodically collected in
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consecutive time slots with fixed length. The dynamics of this trace (mean and
covariance functions) are used to define the Gaussian process’ parameters.

Exploiting some features of the Gaussian traffic model, we can estimate the
evolution of statistical performance parameters like packet delay and packet loss.
Based on this estimation, with a simple binary search, we can determine a band-
width yielding the required statistical QoS with high precision. Thus, with a non-
significant add-on analysis, we can perform more efficiently the provisioning task.

As an illustration, trace driven simulation results in Figure 3 show the QoS
achieved by different provisioning schemes. In this figure, PS1, PS1*, PS1** are
the versions of the Gaussian traffic model based provisioning approach with the
increasing enhancements for the involved traffic prediction. The utilization based
scheme is the provisioning approach keeping the link utilization at 80%. The Cisco
scheme allocates the bandwidth identical to the maximum traffic rate measured in
the last period of time. The traffic aggregate is the Ethernet traffic trace [37] and
the target QoS isPr(delay > 10ms) < 10−4. It is clearly discernible that the
Gaussian model based approach provides QoS closest to the desirable value, while
other approaches do not. This is because in case of the utilization based and Cisco
schemes we do not have a way to control the QoS, or in other words, there is no
explicit relation between the target QoS and the allocated bandwidth, which can
be exploited. Also note that the better QoS achievement of the Gaussian model
based schemes are not at the expense of significant over provisioning. We refer the
readers to [34] for the complete investigations.
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Figure 3: Achieved QoS of different provisioning schemes
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An appealing feature of this provisioning approach is that its application is not
limited only to the high priority traffic class (e.g., streaming traffic). In fact, we
can also use it for the bandwidth allocation of the lower traffic classes (e.g., elastic
traffic) as well. Note that for elastic traffic, the perceived quality of service is often
construed as the mean file transfer time (or equivalently the mean throughput), and
not as the packet level QoS we use in our provisioning scheme. However, note that
elastic traffic is mostly carried by TCP protocol stack and there is an explicit rela-
tion between the packet loss probabilityp and the achievable throughputB, such
thatB(p) = K/RTT

√
p, whereK is the constant depending on the second-order

statistics of the loss process (e.g.,K =
√

3/2 for periodic losses). This means that
the throughput-related QoS can easily be conducted from the original packet level
target QoS we use for dimensioning. When different packet loss targets are defined
for allocations, we can in fact achieve a throughput differentiation between traffic
classes.

We can even use the provisioning approach for the mixture of all traffic classes2

and perform bandwidth provisioning with regard to the most stringent QoS class.
At the first sight, such provisioning might cause poor resource utilization, because
not all the classes need such a strict QoS. Fortunately, byexploiting the high degree
of multiplexing, it seems that a quite high utilization can still be reached, thus there
are no disadvantages of doing in this way.

A prerequisite for the adequate operation of this provisioning approach is that
traffic load measurements must be done at fine granularity (less than 100ms). The
standard 5 minute SNMP data is thus not suitable and other measurement proce-
dures should be deployed in routers.

If we would like to apply the provisioning scheme to adaptive resizing of log-
ical pipes (like LSP in MPLS networks), i.e. to achievedynamic provisioning, we
need to signal the bandwidth reassignment to the routers along the logical pipe of
interest. Each router along this logical pipe should deploy per-pipe based weighted
fair queuing scheduling in order to assure the per-pipe bandwidth reservation. Note
that if each pipe conveys one certain traffic class or a proper aggregation of some
traffic classes then the number of queues is low and remains completely in ac-
cordance with today’s router facility. Achieving a bandwidth reassignment thus
practically means that the scheduling weights assigned to each pipe-queue is cor-
respondingly changed.

In case of MPLS, for the signaling purpose we can exploit the refresh messages
in the soft-state RSVP-TE [28], the current signaling protocol of MPLS3. There-
fore, we do not need additional signaling overhead compared to the current MPLS

2In this case, traffic classification and priority-based scheduling become superfluous.
3The default period between refreshing messages is 30s but this value can be configurable.
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architecture to achieve QoS-aware adaptive provisioning.
It may happen that the bandwidth re-assignment is not possible, i.e. the re-

quired bandwidth volume can not be granted due to the lack of link capacity at one
or more routers along the logical pipe. In this case, we have to resort to additional
solutions in order to keep the QoS of the pipe at the desired level. We can either
perform blocking all the new traffic flows that would joint this logical pipe, or we
can perform rerouting to find another path with enough bandwidth. Note that the
rerouting may concerned only to the newly incoming, and a properly chosen part
of existing traffic in the logical pipe.

The application of the proposed provisioning scheme can also be extended to
the case of physical capacity planning. With the knowledge about the network
topology, the traffic matrix, and the underlying routing procedure, we can dimen-
sion each physical link inside the network such that the end-to-end statistical delay
requirements that are targeted between each pair of edge nodes are fulfilled. Cur-
rently, work is being in progress in this direction.

2.7 Service availability

Network equipment failures or outages caused by maintenance activities usually
cause interruptions in connectivity between individual pairs of hosts for a cer-
tain period of time. These interruptions are mostly not critical for elastic traffic
like TCP, but they prove to be vitally important for services with stringent QoS
and availability requirements, e.g., Voice over IP (VoIP), video conferencing, e-
commerce, etc. Therefore, irrespective of the paradigm used for achievingQoS in
the strict sense(refer to the Introduction section), ISPs should implement a compre-
hensive resilience strategy in order to ensure that all QoS requirements concerning
network availability (i.e.QoS in the wide sense) can be met.

When deciding on failure recovery strategies and on the concrete mechanisms,
ISPs must first choose in which layer these mechanisms should be implemented.
The choice here is following [38]:

• Implementation of resilience mechanisms only in layers below IP.

With this strategy very short network recovery times can be achieved, as con-
nection oriented networks usually have sophisticated network management
which allows a fast and efficient detection and isolation of failures. The
drawback of lower layer resilience mechanisms is that they can only operate
at a very coarse granularity: it is not possible to protect individual IP-layer
services, but rather only individual links, which inadvertently results in high
costs of resilience. Additionally, lower layer mechanisms cannot cover IP
layer equipment failures, like e.g., router outages.
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• Implementation of resilience mechanisms only in the IP layer.

In the IP layer, resilience is usually assured by routing protocols, the main
task of which is keeping all routers in the network up to date with the current
network topology. Forwarding tables in individual routers are derived from
the available topology information, and therefore it is straightforward that
the performance of recovery mechanisms will mostly depend on the propa-
gation speed of topology changes throughout the network, as well as on the
timely processing of this information. Additional technologies like MPLS
enable very low recovery times, which are comparable to those of lower
layer mechanisms, and they also enable selective protection of individual
(critical) services, leading to a cost advantage compared to lower layer tech-
nologies. In a scenario of selective protection, unprotected services with
lower resilience requirements are rerouted by standard routing protocols. A
drawback of all IP layer solutions is that even in the case of single link fail-
ure, a large number of individual IP flows must be recovered, whereas the
lower layers could handle such simple failures much more easily.

• Combined multilayer approach.

Resilience mechanisms may also operate in multiple layers, i.e. both in the
IP layer and in the lower layers. The presence of resilience mechanisms in
multiple layers may lead to race conditions, meaning that multiple mech-
anisms may simultaneously attempt to solve the same network fault. This
might lead to transient network-wide instabilities in the presence of failures,
which may significantly prolong overall network convergence. Furthermore,
implementing resilience mechanisms in multiple layers usually also leads
to inefficient ”overprovisioning” of backup capacity. Multilayer resilience
strategies therefore require interactions between the layers, or at least, aware-
ness of the different resilience mechanisms present in multiple layers.

Apart from delegating the issue of resilience to a particular layer, the efficiency
of network recovery in the presence of network faults or maintenance activities
also heavily depends on the ISP’s choice of resilience strategies. Basically, there
are two different types of strategies: protection and restoration. Protection assumes
pre-computing the network’s reactions to individual failures, and usually also as-
sumes making reservations of spare capacity for the diverted traffic in advance.
Protection may therefore be seen as ana priori resilience strategy. On the other
hand, restoration only assumesa posteriori reactions to failures, i.e. after that a
failure has occurred, without making explicit reservations of spare capacity in ad-
vance.
The proactive nature of the protection approach brings some potential advantages
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over restoration, which is purely reactive. For instance, it can be expected that pro-
tection schemes generally involve shorter recovery delay. On the other hand, some
recent works [39] suggest that a well-designed restoration scheme might reach sat-
isfactory recovery delay. The main drawback of any protection approach - admit-
tedly also those introduced in next section 2.7.2 - is that they all rely on thea priori
knowledge of the full set of potential failures that may occur at the IP layer. In turn,
this knowledge should be based on the accurate information about of the deploy-
ment at the physical layer, and of the mapping between packet- and physical-layer
connectivity. Unfortunately, in some practical cases such knowledge is not assured.
This might be due for instance to lack of coordination between different depart-
ments within the ISP company (typically, packet-layer and physical-layer staff), or
to the fact that lower layer connectivity is provided by a different carrier. In these
cases, it is not possible to anticipate the full set of potential failures, therefore it
makes no sense to apply proactive strategies (i.e. protection), and purely reactive
mechanisms are the only viable solution (i.e. restoration).

In the following subsection we will discuss restoration mechanism at the IP
layer, then we will expand on protection mechanisms which are being proposed
for MPLS.

2.7.1 Enhanced resilience mechanisms with native IP

In the rest of this chapter we will focus on resilience mechanisms in the IP layer,
and we will first examine the standard IP routing protocols. The most widely used
routing protocols today like OSPF and IS-IS belong to the group of ”link-state”
protocols, meaning that each router conveys information about its ”local piece”
of the global topology (i.e. all links attached to the router) to all other routers
in the network using a message flooding mechanism [40, 41]. After receiving
partial topology information from all routers in the network, each router has got
information about the entire global topology. In the case of OSPF and IS-IS, failure
recovery (or more precise,failure restoration) is basically a three stage process
consisting of:

• Failure detection– After a link or a node failure has occurred, the router
must first detect the failure in order to react to it. If there is no interworking
between the IP layer and the lower layers such that the IP layer is immedi-
ately notified by the lower layers about the failure, the IP layer will have to
rely on the very slow mechanism of HELLO messages exchange between
neighbor routers. In the case of OSPF, failure detection usually lasts around
40 seconds.
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• Failure advertisement– As mentioned above, after failure detection, routers
use the message flooding mechanism to convey this information to all other
routers in the network. If the routing protocol is implemented well this pro-
cess should be completed very fast, i.e. in the order of tens of milliseconds.

• Recomputation of forwarding tables– After receiving topology information
updates, routers recompute their forwarding tables using theDijkstra short-
est path algorithm [42].

In [43], it has been demonstrated that for large ISP networks running the IS-IS
routing protocols with standard parameter settings (i.e. IS-IS specific timer inter-
vals), the re-computation of forwarding tables takes 5.1 to 5.9 seconds, provided
that fast failure notification from lower layers is implemented. Around 1.5 seconds
should further be added to this convergence time, which corresponds to the time re-
quired for entering the recalculated routing information into the router’s line-cards,
meaning that IS-IS routing is typically restored in 6.6 to 7.4 seconds in the Sprint
backbone network. It is important to stress that the largest part of the forwarding
tables’ recovery is consumed neither by failure communication through message
flooding, nor by the re-computation of the forwarding tables, but rather by IS-IS
specific timers which delay individual steps of the recovery process. The main
reason these timers have been introduced is dampening the frequency of routing
event generation, as originally the processing power of routers was very scarce,
such that it was crucial not to overload the routers with too much signaling over-
head. Overall, we can conclude that 6 or 7 seconds is definitely a too long period
of outage time for services like VoIP or video conferencing, where a large num-
ber of calls may be lost due to a single link failure. Better resilience mechanisms
for IP networks are therefore needed if very stringent VoIP-enabling Service Level
Agreements (SLAs) must be supported. Recently, a very attractive solution for im-
proving native IP routing protocol’s resilience mechanisms has been implemented
in the Sprint backbone IP network [44]. Essentially, the IS-ISnotification timer,
LSP generation timer, and shortest path computation timerare set to minimal pur-
poseful values (1-10ms), which dramatically reduces network convergence times.
It has been shown that with such parameter settings less than one second is needed
for full routing recovery in the Sprint IP backbone network after a fault has oc-
curred.

In [45], a local restoration technique which operates within the framework of
the standard IP routing is introduced. The fundamental idea is to exploit the pres-
ence of multiple viable paths in each node by reacting strictly locally to individual
links outages instead of launching the slow and resource consuming global rout-
ing recovery. Note that such a recovery process only requires the deletion of one
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next hop per destination in the router’s forwarding table, which can be performed
practically instantaneously upon the detection of the failure. In order to enable
the operation of such a scheme for all possible cases of individual link failure, the
network topology (i.e. the network graph including link weights) must provide the
following property:in each node, at least two different next hops must be available
for reaching each destination in the network.It has been shown that this property
can easily be fulfilled if at least two paths of equal hop-lengths exist between all in-
dividual pairs of nodes in the network, provided that very simple rules are followed
when setting link weights [45]. It is well known that ISP networks are normally
built with a very high degree of redundancy, such that all mentioned criteria can
easily be fulfilled in most networks. This raises the attractiveness of this approach
compared to the standard IP re-routing, and its efficiency in terms of reaction time
and signaling further make it a strong competitor to more complicated solutions,
which will be presented in the following paragraphs.

2.7.2 Resilience mechanisms with MPLS

An alternative solution would be to offload the IGP protocol from the task of re-
covering failure. This can be done for example in IP/MPLS network, by exploiting
the MPLS Fast Restoration capabilities. The easiest way to implement MPLS Fast
Restoration is in the form of link-protection (also called local-protection). Consider
a generic link from router A to B. A detour backup LSP is preliminarily installed
between A and B. Upon failure of this link, node A changes its forwarding tables
and sends the packets into the backup LSP. This method is already operatively used
by some operators in their MPLS networks. The recovery delays are reported to
be in the order of few hundreds of milliseconds. The exact value depends on the
size of the forwarding table, which is roughly proportional to the number of LSP
sharing the physical interface.

The advantages of this scheme are following:

• Accuracy– The operator can decide which link to protect at the MPLS layer,
and which not (as for example some links might already be protected at lower
layer).

• Simplicity– It does not require far-end failure notification, since the switch-
ing node is local to the failure.

• Scalability– The number of backup LSP scales as the number of physical
links.

The disadvantage is mainly that this scheme does not protect against router
failures, since the link end points are in common with its backup LSP. Another
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point of weakness is that it is not possible to deliver resilience differentiation in a
simple manner. Resilience differentiation means that only a subset of LSPs access
strict survivability guarantees through the FR mechanism, while other LSPs are left
unprotected or depend on other mechanisms for restoration.

In order to achieve fast recovery in presence of router failure, more sophisti-
cated techniques such as segment-based or path-based protection are required.

With path-based an end-to-end disjoint LSP is associated to each working LSP.
Upon occurrence of a failure, the detecting node must notify the event to the ingress
edge nodes, which switch packets from the interrupted working LSP onto the as-
sociated backup one.

The main advantages of path-based protection are: i) protection against node-
failures, ii) Fine-grained resilience differentiation on a LSP-by-LSP basis [46, 47],
iii) potential bandwidth saving by means of sharing backup bandwidth.

On the other hand, path-based protection requires notification mechanism to
notify the head-end node about the failure, since the switching node in general
differ from the detecting node. Additionally, more advanced route-selection capa-
bilities are required for setting up disjoint LSPs. In fact, working and backup LSP
must meet complex fault-disjointedness requirements that generally do not reduce
to link-disjointedness due to the presence of Shared Risk Link Groups (SRLG). A
SRLG is a set of links that can be potentially interrupted by a single failure event.
This might be due for esample to non-complete spatial diversity in the underlying
physical deployment. Most critically, since the working and the backup LSP can
not share a same path, they can not be built hop-by-hop with LDP, but rather must
be explicitly routed and installed by RSVP-TE. As discussed above, in those ap-
plications involving any-to-any traffic exchange between all PE pairs this requires
a full mesh of ER-LSP and associated signaling sessions. This scenario, as stated
above, might raise scalability concerns.

An intermediate solution between link- and path-based protection has also
been considered, namely segment-based protection [48, 49]. Such techniques have
gained considerable interest by the research community and by IETF, particularly
path-based protection, but to the best of our knowledge only link-based protection
has been operatively deployed in commercial networks to date.

3 Analytical discussions on the QoS solutions

Given the QoS solutions described in the preceding sections, we discuss now some
emerging issues concerning their scope, deployability and vision. Without stating
that the completeness is covered, we strive here to tackle some most frequently
raising issues and arguments.
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Issue 1: Today’s Internet as a sufficient QoS architecture for voice com-
munications

Today’s Internet structure exhibits deficiencies at the packet level. Packet loss and
jitter hamper the delivery of decent QoS of VoIP at the user levelin an Interdomain
structure. Still, these deficiencies can be concealed by employing appropriate sig-
nal processing of the data to be delivered and the data that is received.

Global IP Sound (http://www.globalipsound.com) has developed an integrated
solution to deal with lost information and varying delay. Their codecs provide
graceful degradation in case of packet losses and the NetEQ system adapts the jitter
buffer constantly in order to reduce the number of lost late packets and reduce the
end-to-end delay.

Figure 4: Perceived Quality of GIPS VoIP signal processing solutions (Source:
Lockheed Martin Global Telecommunication (GIPS/COMSAT)).

The performance of such a system for random packet loss is depicted in Fig-
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ure 4. The perceived quality of the G.711 codec (64 kbps, deployed in our digital,
circuit-switched telephone network) without any packet loss concealment is com-
pared with a low bitrate codec (G.729, 8 kbps) and with variations incorporating
signal processing for receiver-based loss concealment (and play-out buffering).

These results clearly show that high speech quality can be gained even at very
high packet loss rates up to 30%. The perception of end-to-end delay highly de-
pends on the level of echo, either resulting from acoustic coupling at the user ter-
minal or electric coupling at a potential IP/PSTN gateway. Echo cancellers are able
to suppress these artifacts and thus may reduce the impact of the end-to-end delay.

For low bit-rate IP-links exhibiting packet losses, the Internet Low Bit-rate
Codec (iLBC), working at 13.3 kpbs and 15.2 kbps for 30ms and 20ms speech
frames, respectively, has been developed and is about to get a proposed standard of
the IETF [17]. Code Excited Linear Prediction (CELP)-like speech codecs working
at low bit-rates usually maintain an internal state that results in an interdependency
of consecutive speech packets. The iLBC uses block-independent linear predictive
coding, so the impact of a lost packet is greatly reduced. Thus, this codec enables
graceful degradation of the speech quality in case of packet losses. A performance
comparison of low bit-rate codecs used for VoIP is presented in Figure 5.

Figure 5: Comparison of the perceived speech quality of low bit-rate VoIP codecs
(Source: GIPS/DYNASTAT).

34



An issue that has to be clarified is the proper working of signaling at high
packet loss rates. It is expected that the call-establishment would take longer at
such conditions, which would influence the quality perceived by the user to a cer-
tain extent. Furthermore, signaling translation at IP-PSTN gateways may become
troublesome if the protocols do not provide robust mechanisms. The impact of
signaling problems on the perceived quality needs to be determined in subjective
conversational tests.

In conclusion, we can say that the technology for the deployment of good VoIP
QoS in an Inter-domain Internet structure is at hand.

Issue 2: Should over-provisioning be a more viable and more preferable
QoS solution than other alternatives?

If the cost for having abundance of resources is negligible, then the answer is defi-
nitely yes. With this solution no significant router-upgrades and router-developments
concerning both control plane (e.g., admission control) and data plane (e.g., so-
phisticated scheduling schemes) are needed as in the case of resorting to IntServ
or DiffServ. With the developments of new transmission technologies (e.g., Dense
Wavelength Division Multiplexing), it might be expected that the bandwidth will
become cheaper, encouraging the use of this architecture. Another advantage is
that for the specific case of QoS sensitive, voice traffic, the over-provisioning de-
gree assuring a target QoS is relatively easy to be planned, because the traffic char-
acteristics of voice applications have been quite well-understood and analyzed.

Over-provisioning is the simplest option for QoS provisioning. This is well
reflected in today’s practice that most of large-scale ISPs vote for over-provisioning
solution (see for example the Sprint’s network [50]). To see that QoS is indeed well
achieved, let’s consider the case of the QoS-critical real time traffic (e.g., voice and
interactive video) class. This traffic class is often treated as the high priority class
because it requires very low packet delay, jitter and packet loss rate. It is well know
that this traffic class constitutes only a small (around 10% or even less) fraction of
the total traffic. Thus, if the total over-provisioning degree in a given link is less
than 50%, the over-provisioning degree for the real time traffic class is much higher.
Even in case sudden congestion events take place because of, e.g., hot spots or link
failures, such a high over-provisioning degree is far sufficient to deliver strict QoS
assurances. In fact, many studies in the operating network, e.g., [51, 36], show that
the end-to-end quality requirements are excellently fulfilled if the link load along
the path does not exceed a well-defined level. Extensive measurement results have
also shown that the per-node packet delay at an OC3 link is about only 1-2ms
when the link utilization is kept under 50% [52]. In case of connectivity outages
due to link or node failure, efficient resilience mechanisms will assure the QoS
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satisfaction of QoS sensitive traffic as discussed in Issue 5 in this section.
Naturally, from the perspective of providers, it is better to keep the degree of

over-provisioning under control. Therefore, there is a scope for developing efficient
bandwidth provisioning schemes, helping ISPs to economize better their resource
treatment. The scope has a broad vision and embodies a lot of open issues. Our
provisioning concept presented earlier in Section 2.6.1 is in fact one step toward the
solutions of the emerging issues of such efficient resource management framework.

Issue 3: QoS solutions in the access environment

In some situations, the incentive for having bandwidth over-provisioning is limited.
This is typically true for the access network environment and for small ISPs. In the
former case, the customers may own the access link connecting its premises with
the edge router of the core network. Clearly, although they would like to get QoS,
they don’t want to pay for the over-provisioned link. In the latter case, the small
ISPs may have to buy the bandwidth from the larger ISP partners and thus, for
the profitable operation, these small ISPs still have to think about the bandwidth
investment they can afford.

When an access link is not over-provisioned, class based scheduling itself in
routers is not enough for providing QoS. For example, even with the strict non-
preemptive scheduling, lower priority traffic has considerably detrimental effects
on the quality of high priority traffic (see e.g., [53]). This in turn means that in order
to deliver QoS assurances with non-plentiful network resources, addition network-
ing mechanisms are needed. IntServ, for example, with its resource reservation
and explicit admission control mechanisms, offers a good QoS solution in a small
network scale. For larger network scales, DiffServ means an alternative solution,
including not only traffic classification and class based scheduling, but also traffic
policing and admission control.

Issue 4: Do we really need MPLS for QoS and TE?

Before trying to answering to this issue, one should clearly have in mind that dif-
ferent flavors of MPLS can be envisaged as discussed in Section 2.5. For instance,
it is possible to exploit MPLS just as a means of encapsulation in support of VPN,
with a full mesh of hop-by-hop LSP between all PEs (Provider Edges, i.e. edge
routers with VPN capabilities and VPN customers attached), or eventually between
all edge routers. Such a full-mesh can be dynamically created by LDP message
exchange between neighbor routers, and does not involve RSVP-TE signaling ses-
sions. On top of such platform, one can apply packet-level prioritization in a pretty
similar manner as it can be done with pure DiffServ. More precisely, one is ap-
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plying the Diffserv approach on top of a MPLS cloud - or more likely on top of
a mixed native IP / MPLS cloud in case that public traffic keeps to be carried as
native IP. It is clear that in this simple scenario, MPLS was not at all introduced
becauseof QoS.

While in the scenario depicted above MPLS has an ancillary role in support
of VPN, there are more sophisticated scenarios in which MPLS absorbs more and
more functionality, and assumes a central role in the network operation. For in-
stance, one can introduce Explicitely-Routed LSPs (ER-LSP) in support of some
smart Traffic Engineering scheme and / or bandwidth reservation capability. This
approach comes along with some potential advantages and drawbacks. The draw-
backs are that ER-LSP are point-to-point in nature and scale asN2 (N is the num-
ber of involved edge routers), while hop-by-hop LSPs created by LDP are instead
destination-oriented and scale asN . Also, ER-LSPs require RSVP-TE signaling,
which is a far more complex protocol than LDP: it introduces more state in the
routers, and has a more complex state-machine. Concerning LSPs with bandwidth
reservation capability the loss of statistical multiplexing can be mentioned as an
additional drawback. Today’s connectionless Internet multiplexes all flows shar-
ing a link, in other words there exists no fine grained division of a link’s capacity
into small edge-to-edge or customer pipes. As many flows are multiplexed on high
capacity links, and as the temporal characteristics of the flows are stochastic in na-
ture, bursty Internet traffic is accommodated minimizing the probability of packet
loss. This important advantage of a connectionless Internet is clearly lost in case
of an MPLS architecture employing LSPs with bandwidth reservation.

In front of such drawbacks, the introduction of ER-LSP brings in somepo-
tential advantages. Case by case, depending on the particular conditions of the
network operator, these advantages may or may not be important. If not, they
probably do not pay off the loss of scalability and additional complexity.

Among such potential advantages there is the possibility to introduce some ad-
vanced forms of end-to-end protection to contrast failures. This point is discussed
in Issue 5.

A QoS-related potential advantage is the possibility to optimize routing, so as
to achieve some savings of bandwidth with respect to overprovisioning schemes.
This point may be important for those operators that find bandwidth in the net-
work core expensive, typically because they buy it from third-parties, but this is
unlikely to be the case for bigger carrier and ex-incumbent. And even in that
case, some alternative solutions based on the connection-less paradigm that are
being recently developed might become fierce competitors of MPLS-based solu-
tions (e.g., tweaking IGP weights [54, 55], or perform adaptive load balancing
[56, 57]). In fact, the connection-less approaches to traffic engineering might be
recognized more scalable than traditional connection-oriented schemes, while at
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the same time equally perform [58]. On the other hand, as a matter of fact, these
proposals for connection-less traffic engineering (denote by cl-TE) are rather novel
to the networking community, and network operators are definitely more familiar
with connection-oriented optimization techniques (denote by co-TE). At a more
abstract level, the know-how for co-TE has been inherited from the past, since
c.o. technology has been long dominating in the core network (Sonet/SDH, ATM),
while know-how for cl-TE is growing up in the very last days [54].

Issue 5: Which paradigm for network resilience should ISPs pursue?

Several different strategies for resilience have been presented in Section 2.7. In
the IP layer, which is in the focus of this paper, we can subdivide the available
restoration and protection approaches into two major groups:

• Traditional pure-IP restoration.These approaches are based upon the tra-
ditional IP network architecture, i.e. upon path calculation based on link
weights and routing protocols for the distribution of topology information
throughout the network domain. The standard IP re-routing approach and
approaches which focus on local restoration of IP routing are representative
of this group.

• MPLS-based protection.Many different mechanisms have been developed,
like e.g.,link-, path-, and segment-protection.All these approaches have in
common that concrete network reactions to expected failure events have to
be pre-computed in advance.

In recent years, MPLS based solutions have been strongly pushed by equip-
ment vendors. One of their main arguments was that MPLS offers the potential for
immediate and optimal protection in case of failures. This has lead to extensive re-
search and the development of various MPLS-based protection mechanisms, shift-
ing the focus of research and engineering away from traditional pure-IP based so-
lutions. However, recently in [39, 43] the potential of achieving restoration on the
time-scale of milliseconds by employing only pure-IP techniques has been opened,
which again moves the traditional technologies into the spotlight of interest. Addi-
tionally, [45] has demonstrated that for many realistic IP networks novel schemes
are feasible, which enable a local restoration of routing within the framework of
the traditional IP architecture. The proposed local restoration scheme is especially
well suited for the case of transient link failures, as it does not necessitate a global
re-computation of routing tables twice (i.e. in the event of failure, and after the
repair), but instead keeps the reaction local, i.e. in proximity of the failure.

In general, we identify following arguments in favor of pure IP-based solutions:
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• It is impossible to pre-compute network reactions to all realistic faults sce-
narios for MPLS-based solutions, as the underlying problem is combina-
torial, and therefore NP-hard. For example, a commonly occurring event
like a single fiber cut may cause multiple link failures in layer 3, which
might correspond to thousand os LSPs. Such problems can normally not
be addressed by protection schemes, as the topology of the layer 2 network
might change dynamically, making the computation of network reactions to
all possible combinations of correlated link failures impossible. Therefore,
most deployed MPLS-based protection schemes do not provide a consistent
solution for resilience.

• Protection schemes introduce a significant state-increase in the network. This
makes the network more prone to errors and inconsistencies, and it signifi-
cantly increases efforts required for network management.

• IP-based schemes do not require the deployment of any new protocols and
technologies which might become additional sources of errors and failures.
Instead, they only require a smart tuning of current routing protocols and/or
link weights.

When considering different solutions for resilience, a very important metric is also
the amount of spare capacity required. Advocates of MPLS-based solutions, like
e.g., path-protection switching, claim that typically only around 20% extra capacity
is needed for ensuring resilience against all single link or node failures [59]. Being
able to re-route the traffic far ahead of the point of failure, i.e. at the entry into
the MPLS cloud, path protection switching certainly has got more potential for
minimizing the amount of spare capacity than link protection or local re-routing
- but as previously explained, this of course only applies to a small number of
tractable failure scenarios.

We believe that the importance of ensuring full bandwidth availability in the
presence of failures is not the critical requirement in today’s networks. In our view,
the most important performance metric is the network recovery time, and possible
degradations of available bandwidth are only a secondary issue. The main ratio-
nale behind this is that the vast majority of Internet users currently requires only
best effort Internet service (today’s Internet traffic is mostly comprised of TCP
flows), such that it is very unlikely that they will be annoyed by slight bandwidth
degradations - in most cases users will just observe slightly longer Web page or
file download times. In contrast to that, the same users might become irritated if
they experience long outages of Internet service of, e.g., 40 seconds or even longer.
This advances network recovery time to become the most important metric for re-
silience, and increases the attractiveness of local resilience schemes, because they
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offer the greatest potential for ensuring fast network recovery. Furthermore, it is
well known that links are usually loaded less than 30% in typical ISP networks,
which means that in the case of single link failure we should never observe link
utilizations exceeding 60% in these networks. Supporters of MPLS often argue
that, in contrast to plain IP routing, MPLS opens the potential of protecting only
individual, high-priority services, like e.g.,Virtual Private Networks (VPNs), VoIP
calls, video-conferences, e-commerce applications,etc. In contrast to that, we be-
lieve that IP routing offers an even more simple strategy for service differentiation:
basically it suffices to introduce only twoDiffServclasses of service: high priority
and best effort. The high priority class should include real-time sensitive services,
while the best effort class should encompass the rest of the traffic which is elastic.

If we consider realistic scenarios in which the high priority traffic class com-
prises only a fraction of the total traffic, it is clear that high priority traffic will
retain a very high degree of over-provisioning even for extremely malicious cases
of correlated network faults.

Issue 6: Mechanisms and applications of internet traffic monitoring

Provisioning Internet connectivity with assured QoS is recognized as an attractive
source of revenue by many ISPs. However, irrespective of the QoS paradigm em-
ployed,precise evidence of compliance with active SLAsis required in order to
charge customers for QoS. SLAs usually specify QoS in terms of technical con-
straints like end-to-end delay, delay jitter (i.e. delay variation), and packet loss
probability. On the other hand, activities liketraffic engineering and network ca-
pacity planningalso require very detailed knowledge about the current traffic. For
example, the majority of traffic engineering approaches require information about
link utilization and packet loss probability on individual links and paths. Overall,
we can conclude that extensive measurements of different traffic parameters are
required in order to manage modern ISP networks.

There are many different methodologies for measuring Internet traffic. They
can basically be subdivided into the following three groups:

• Passive, hardware-based measurements.With this type of measurements,
optical splitters are usually installed on OC-48 or OC-192 links (2.5 and 10
Gbit/s, respectively) between individual POPs, and traffic is traced such that
each packet’s headers (in the case of native IP networks usually IP + transport
layer) and the first few bytes of application data are stored on a hard disk.
Traffic traces are then collected from different measurement points in the
network, after which they are evaluated using sophisticated post-processing
procedures. The following data can be precisely derived from such traffic
measurements:
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– Multi time-scale load information for the measured link,

– Spatial and temporal distribution of traffic.Please note that in order
to obtain information about the spatial distribution of traffic, measure-
ment data must be processed together with routing data. Normally, this
has to be performed manually, as hardly any generic software solutions
are available [29].

– Consistency of IP traffic.Precise information about the absolute and
relative volumes of traffic can be derived by protocol type and applica-
tions.

• Software measurements in native IP networks.An alternative to passive mea-
surements is to measure traffic using software solutions integrated into net-
work equipment, like e.g.,SNMP link utilization dataor NetFlowin Cisco’s
IP routers [60]. However, these solutions usually provide only coarse grained
analyses, as processing power in routers limits the possibilities for real-time
traffic evaluation. For example, Cisco NetFlow can only derive statistics of
IP traffic on a per flow basis. Nevertheless, it has been shown that if used
with care, NetFlow can be a valuable tool for network measurement [61].

• Software measurements in MPLS networks.Unfortunately, it is a common
belief that deploying a full mesh of Label Switched Paths (LSPs) in MPLS
networks increases the computational efficiency of real-time software mea-
surement compared to native IP networks. In contrast to that, we believe that
software traffic measurements of LSPs are just as (in)efficient as measure-
ments of native IP traffic. Arguments in support of this are:

– In both approaches, routers basically have to update a minimum of one
traffic counter per egress POP for each incoming packet. The source
address of packets should additionally be checked in the native IP ap-
proach in order to discriminate between traffic originated locally from
the POP, and the transit traffic.

– Similarly, both native IP and MPLS routing require that the IP address
of each packet is matched to an egress POP. In the native IP approach
this procedure is necessary for choosing the next hop of the packet,
whereas in the MPLS approach it is required for placing the IP packet
into the appropriate LSP.

In contrast to this, we do believe that it is easier to derive traffic matrices with
MPLS when passive measurements are performed, as POP to POP traffic can easily
be identified by the packet label. This is of course only true if LSP labels remain
static (or at least tractable) during the entire measurement period.
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Issue 7: Virtual Private Networks (VPNs)

Several operators are interested in MPLS mainly as a means to provide VPNs for
their customers. The reasons for this are:

• MPLS-based VPNs are highly scalable, as they do not necessitate the estab-
lishment of site-to-site peering. Additionally, emerging LAN branches can
easily be integrated into existing VPNs.

• VPN management can be outsourced from customers to ISPs, which is par-
ticularly attractive for service providers, as it might increase their revenues.
It might also be interesting for customers with low in-house IT resources or
skills.

• Precise intra-domain QoS and bandwidth configurations can be provisioned,
which opens the potential of service and pricing differentiation.

However, there are attractive alternatives to using MPLS for VPNs, like e.g.,
native IP solutions based on the IPsec technology. The basic difference to MPLS
is that IPsec VPN-related activities are usually not outsourced to ISPs. Instead,
traffic is encapsulated into additional IP headers and encrypted at the customer’s
site, after which it is forwarded in native IP tunnels across the network to another
site of the same customer. There it is decapsulated, decrypted, and forwarded into
the remote LAN [62, 63]. IPsec-based VPNs have the following properties:

• Modern IPsec-based VPNs are very scalable. Originally, IPsec tunnels had
to be manually configured between different customer sites, which required
extensive planning and coordination for large scale IPsec-based VPN de-
ployment. In recent years, many solutions have appeared which automate
the process of VPN establishment and maintenance, enabling this type of
VPN to scale more easily. However, due to management overhead and the
requirements imposed on customer premises equipment, there might still be
practical limitations concerning the deployment of fully meshed IPsec VPNs
with over 1000 sites [63, 64].

• Authentication and confidentiality is left up to the customers.No special trust
relationship between the customers and the ISPs is required, as all security
related issues are resolved at the customer’s site. The ISP’s role is limited to
the provisioning of Internet connectivity.

• Customers can easily change ISPs, as their VPN system is ISP independent.
Additionally, they can also employ multi-homing to multiple ISPs in order to
increase redundancy and network performance. In the case of MPLS VPNs,
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customers are firmly bound to their ISPs, as their VPN system is outsourced
to the ISP. This means that the entire VPN would have to be re-engineered
if the ISP is changed. Even more importantly, for global companies with
branches scattered across many different countries around the world it should
be almost impossible to find an ISP with such a global reach. Therefore,
companies with large scale global operations cannot employ MPLS for con-
structing their VPNs, as inter-domain MPLS solutions are not yet available.

• In most realistic cases, IPsec-based VPNs offer QoS which is just as good as
that of MPLS VPNs.If we consider today’s ISPs, whose networks are usually
overprovisioned, it is clear that switching LSPs with bandwidth reservations
will not lead to an increase of QoS. Hence, in those networks intra-domain
VPN solutions based on MPLS will not be able to offer higher QoS than
IPsec-based VPNs. Furthermore, as there are still no standardized solutions
for establishing inter-domain MPLS networks with QoS guarantees, the use
of best effort IPsec tunnels is practically obligatory for inter-domain VPNs.

Issue 8: How could the inter-domain, end-to-end QoS be achieved?

So far we have mainly dealt with intra-domain QoS, i.e. QoS inside a single admin-
istrative system AS. Within one AS, all the resource management rules, actions are
in charge and under control of one concerted operator. In today’s Internet, however,
user applications are often materialized in an inter-domain manner, i.e. their traffic
traverses through several AS-es. As a consequence, inter-domain QoS provision-
ing becomes a challenge because resources are handled by diverse management
systems. Thus, making the question how could end-to-end QoS be assured in such
a multi-AS scenario is really pertinent.

Up to date, it is technically envisaged that end-to-end QoS would be offered by
using either one of the two following architectural solutions:

• the peer-to-peer concept, or

• the overlay network concept.

The peer-to-peer concept exploits the cooperation between the peer AS-es crossed
by the application connection. It introduces a two tier management paradigm as
follows (see e.g., [65]). Within a given AS, QoS assurances are in charge of its
own operator. The way a given operator achieves QoS guarantees in his AS is
independent of that other operators do in their AS-es. This means that the QoS
solution may change from AS to AS. For example, the operator in one domain can
choose the DiffServ architecture as a scalable QoS solution and deploy in addition
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a bandwidth broker entity for further resource management tasks. Another operator
in another domain, however, can choose over-provisioning to achieve QoS inside
his network.

In order to exert control over the inter-domain QoS evolution, there is a need
for the service agreement between the peer AS-es’ operators. This agreement is
made with regard to the QoS and is usually specified in the form of bilateral SLAs
between neighbor domains. Staying with the example that each domain deploys
DiffServ, then each autonomous domain has its own Bandwidth Broker (BB). The
bandwidth brokers keep the SLA negotiated a priori between their AS-es and peers.
In this way, the bandwidth brokers can collaborate in resource management tasks.
Namely, they can perform admission control for traffic flows crossing the AS-es.
Each BB checks the resource availability in its domain and contacts the neigh-
bor BB to checks the acceptance based on the preset service agreement contract
between the two domains.

The cooperation between AS-es for QoS-aware inter-domain resource control
can also be resolved with specific scalable solutions, rather than that based on BB
involvements described above. An example is the BGRP-P (Border Gateway Re-
source Protocol Plus) framework [66]. In this architecture, resource management
is made in a scalable manner relied on the destination based aggregation principle,
i.e. the so called sink tree concept. The operation makes use of the route aggrega-
tion property of the inter-domain routing protocol BGP. Scalability is obtained by
the beforementioned aggregation strategy and is further enhanced by the mecha-
nism called Quiet Grafting, which enables an early completion of resource request
processing [66].

The main technical challenges of the peer-to-peer concept stem from the het-
erogeneity and scalability. In fact, heterogeneous management rules of distinct
providers make the coordination and cooperation hard. As always expected when
dealing with a large network and traffic scale, scalability emerges as one of the most
important perspective in the inter-domain administrative framework. These aspects
mean hurdles on the specification of peer-to-peer SLAs. To overcome these hur-
dles needs certainly more time and efforts, which is the main reason slowing down
the end-to-end QoS materialization in the worldwide Internet.

An alternative way for end-to-end QoS relies on the concept ofservice overlay
network, SON(see e.g., [67, 68]). The main idea is that there is an additional ISP
on top of several existing network domains. The SON is a network ofservice gate-
wayswhich perform service-specific data forwarding and control functions. The
SON purchases resources ensuring certain QoS guarantees from the underlying do-
mains to form its ownvirtual links between the service gateways. This is done by
specifying bilateral SLAs between the SON and the underlying domains. Users
now have a direct contract with the SON to obtain services with QoS guarantees.

44



Note that one advantage of SON is that it bypasses the peering points between the
network domains, and thus avoids the beforementioned heterogeneity problems.

The principle of having a SON network, however, necessities further work
items. Among others are how to determine the optimal topology of the SON, what
is the proper bandwidth the SON should purchase from the underlying networks
to make its operation profitable, what about implementation and technical feasibil-
ity of the SON (e.g., its gateways), how to perform efficient routing in the SON
etc. All of these issues have not been completely well elaborated and standardized,
keeping the development process going on.

Ultimately, the goal of having end-to-end QoS seems to be still far from the
current stage. The complexity of this task, understood in both technical and eco-
nomic senses, only allows progress to take place in a step-by-step manner. General
guidelines and practical specifications of technical solutions for inter-domain QoS
and the related inter-domain traffic engineering task are basically work in progress,
see for example [69, 70]. Within this process, we are optimistic that we can con-
tribute our efforts to surmount certain emerging difficult subtleties. For example,
we are extensively discussing the role of the inter-domain routing protocol BGP in
optimal traffic engineering.

4 Conclusions

The deployment of quality of service is clearly not a technical problem anymore. A
rich set of QoS mechanisms like advanced scheduling, packet marking and drop-
ping, signaling protocols like RSVP-TE are implemented in commercially avail-
able routers. So given this technical feasibility, why are network QoS mechanisms
still rarely activated?

As a partial answer to this question one should mention that due to the global
nature of Internet traffic and because a QoS deployment’s value increases with its
scale any local deployment of QoS is of limited interest. Global QoS, however,
suffers from a deadlock situation: for any single ISP it is of limited interest to
start implementing QoS because other ISPs don’t have QoS as well. So how can
a critical mass of ISPs be convinced to offer service differentiation and QoS? The
last years have shown that the peer-to-peer model (see Issue 8 in Section 3) has
failed in giving ISPs an incentive for QoS. On the other hand, given the success
of current peer-to-peer overlay networks, one might be slightly more optimistic for
the overlay model for future implementations of global QoS services.

Another answer may be based on the fact that ISPs have consider issues like
availability and resilience in the presence of link or node failures as more impor-
tant than guaranteeing end-to-end QoS parameters like delay. This point has been
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reasonable in the past given the asynchronous nature of major Internet Applica-
tions like WWW or file sharing. Today VoIP becomes more and more deployed,
thus both, resilience and QoS guarantees are important. In Section 2.7, this re-
port provides an overview on various techniques towards fast network convergence.
Among those connectionless approaches based on tweaking of IGP parameters and
connection-oriented approaches like MPLS local and global protection and restora-
tion can be mentioned. Both approaches are approximately equally balanced con-
cerning their pros and cons, as explained in Issue 5, of Section 3. Obviously, their
state in deployment is different. In recent years a lot of research has been devoted
to MPLS resilience resulting in commercially available solutions. Pure IP based
solutions have been neglected and are thus currently an important topic in research.

A third answer to the above question is based on the fact that bandwidth is
extremely cheap in the core network. So why implement sophisticated QoS mech-
anisms in the core implying high costs in terms of management, more failures
due to higher system complexity, and higher load on core routers which are the
real bottlenecks in optical networks? Measurement studies have shown that edge-
to-edge QoS can indeed be achieved by pure overprovisioning based on concise
measurements and network planning (see Issue 2 in Section 3). This argument is
additionally supported by the tremendous advances made in the area of enhanced
codecs for VoIP (see Issue 1 in Section 3). If there exist codecs which are ca-
pable of handling 30% packet loss without significantly degrading the perceived
quality of voice, the most QoS demanding application, why then bother about QoS
mechanisms in the core network?

Combing the problem of QoS provisioning with the problem of availability
might give an answer to the latter question. Pure overprovisioning without any ad-
ditional mechanisms might indeed be a sufficient solution in case the network oper-
ates in its normal state. However, link and router failures occur frequently. In such
cases QoS sensitive applications demand most importantly fast re-convergence of
the network to ensure minimum outages in connectivity (see Section 2.7 and above
paragraph). A second order, but still very important issue, is the guarantee of
SLAs (for instance packet loss probability per time window) during periods of
non-recovery from link or node failures. In such cases, a combination of DiffServ-
like packet marking, overprovisioning, high degree of statistical multiplexing, and
priority scheduling for QoS sensitive traffic offers a simple, but yet effective solu-
tion. Given the fact that QoS sensitive traffic only accounts for a small percentage
of a link’s total traffic during normal state, it can be expected that the link’s load
due to QoS sensitive traffic in times of failure is still smaller than its capacity. Thus
simple priority queuing suffices to make SLAs hold and hide the failure from the
perspective of QoS sensitive traffic. Additionally, SLAs (and thus traffic character-
istics of QoS sensitive traffic) are known in advance. Thus, on the contrary to best
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effort traffic, it is possible to engineer networks for the transport of QoS sensitive
data even in the presence of link failures. How this engineering is done in an op-
timum and connectionless manner is currently a hot topic in Internet research. We
refer to Section 2.6 and Issue 2 in Section 3 for further details.

Based on IP and Tag switching proposals, MPLS was originally intended to of-
fload core routers by replacing forwarding table lookups by label swapping. How-
ever, successful research on efficient algorithms for table lookups has dropped this
argument in favor of MPLS. Subsequently, several myths concerning the abilities of
MPLS to support QoS and traffic engineering arise, which have been de-mystified
to the biggest extent. It is widely known today that MPLS per-se is not a sufficient
QoS architecture as edge-to-edge pipes by no means guarantee per end-to-end flow
SLAs. Only a combination of MPLS with QoS technologies like DiffServ and pro-
visioning based on concise measurements can guarantee per flow QoS. Such an
architecture could be implemented with MPLS only in support of load balancing
due to explicitly routed LSPs or with MPLS in support of QoS by assigning fixed
capacities to LSPs. In both cases, RSVP-TE is required, raising concerns on scal-
ability. As explained in Section 3, Issue 4 identifying a few high capacity LSPs to
be re-routed in order to solve this scalability problem seems to be a promising field
of research in the domain of MPLS in support of load balancing. In any case, as-
signing bandwidth guarantees to LSPs imposes severe headaches concerning loss
of statistical multiplexing, one of the most desirable features of today’s best effort
Internet. Additionally, bandwidth guaranteed LSPs might have problems in hold-
ing their guarantee in the presence of interdomain link failures, often requiring to
change the egress POP. For reasons of non-scalability and management complexity
we clearly do not recommend any flavor of MPLS allowing numerous per customer
LSPs.

As a consequence of arguments as summarized in the above paragraph, the
research community has always been sceptical concerning MPLS. So what is the
case for the success of MPLS in terms of deployment in Autonomous Systems? To
some extent major equipment manufacturers did a good job in exploiting MPLS
myths to the benefit of their own income. Another reason may be based on the
mentality of engineers in European Telcos, who might still prefer to think in terms
of ”strings” (or in the connection oriented paradigm as well known from PSTN)
instead of ”clouds” (or in the connection-less paradigm as advertised by pure IP).
A third argument often raised in favor of MPLS is the need for VPNs. Scalable
MPLS VPNs supporting Security and intra-domain QoS have been on the market
very early and have definitely created a strong impulse for ISPs to go for MPLS.
In the meantime, as shown in Issue 7, Section 3, scalable IPSec-based VPNs have
been successfully commercialized and compete against MPLS-based VPNs. The
main difference in the two approaches lies in the assignment of responsibilities. In
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case of MPLS-based VPNs, the first tier ISP is responsible for the security and QoS
of pipes rented to a large customer owning several sites at various locations. In case
of IPSec-based VPNs, the customer itself manages its VPN. Thus, the provider can
easily be changed without having to re-configure the VPN, and no trust relation-
ship with the ISP is required, which might be considered as advantages. IPSec
based VPNs traditionally do not care too much about QoS. However, for multi-
national companies this is not an issue because MPLS based inter-domain QoS has
not standardized anyway. For national companies with several sites, an ISP offer-
ing full meshes of customer edge LSPs with bandwidth assignments for creating
VPNs would run into the scalability and loss of statistical multiplexing problems
explained above.

Although the topic of QoS has been researched for many years, network sup-
port for QoS sensitive applications and services is still rather the exception than the
rule. Undoubtedly, a major part of QoS-related research has been too far off the
practical requirements of ISPs, as demonstrated by the failure of ATM and IntServ.
Some important research directions might have failed in reflecting real customer
needs. For instance, it is questionable whether VoIP customers would prefer to be
denied service in case of overload by some admission control algorithms or rather
get connected and experience a somewhat degraded speech quality. In any case,
there still exist many promising topics in QoS research, among which the com-
bination of QoS with resilience, the evaluation of user perceived QoS, and QoS
provisioning in capacity restricted domains like wireless networks should be em-
phasized.
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