Location of the Pupil-Iris Border in Slit-Lamp Images of the Cornea

Nicola Ritter
Centre for Ophthalmology and Visual Science
The University of Western Australia
Nedlands, W.A., Australia, 6907
nritter@cyllene.uwa.edu.au

Robyn Owens
Department of Computer Science
The University of Western Australia
Nedlands, W.A., Australia, 6907
robyn@cs.uwa.edu.au

Abstract

We present results for an active contour that finds the
pupil-iris border in slit lamp images of the eye. Preprocess-
ing involves producing a variance image from the original
image and then locating the annulus, of a given size, which
has the lowest mean variance. The centre of this annulus
falls inside the pupil, giving a starting position for a discrete
circular active contour (DCAC). The DCAC is moved under
the influence of two forces—external and internal. The ex-
ternal force is based on the grey-scales immediately inside
and outside of the contour, at each vertex, in both the orig-
inal and variance images and pushes the vertices inwards.
The internal force acts to move the contour towards a per-
fect polygon, 0 larger than the current polygon. Repeated
trials with decreasing values of § are performed until equi-
librium is reached between the two forces and the pupil/iris
border has been found.

1. Introduction

Slit lamp images such as those shown in Fig. 1 are used
to study conditions and diseases of the cornea, iris and lens
of the eye. They can be used to judge the relative thick-
ness of the cornea and the size of the anterior chamber, and
they can assist in diagnosis of such problems as edemas,
precipitates, tumours, foreign bodies and perforations [11].
Multiple images need to be registered to allow the creation
of a three dimensional picture of a problem area. In addi-
tion, photographs taken over time need to be registered to
allow clinicians to investigate changes.

This report presents a method for locating the pupil-iris
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border in slit lamp images—a first step in registration. A
point interior to the pupil is located from a variance image
and then a discrete circular active contour (DCAC) is cre-
ated with this point as its centre. The DCAC is then moved
under the influence of internal and external forces until it
reaches equilibrium.

2. Registration

Registration of slit lamp images of the eye, such as those
in Fig. 1, is complicated by the different movements that
affect the images, the reflections on the cornea and iris and
the nature of the eye itself.

There are several movements that affect a series of
corneal images. Although subjects rest their head on a chin
support and against a forehead support, this cannot pre-
vent small movements of the head, which result in move-
ment of the entire eye from image to image. The eye also
moves relative to the surrounding skin and eyelashes. This
movement (which is approximately that of a ball-and-socket
joint) takes the form of apparent x and y translations of the
pupil and iris as well as rotation of these around the cen-
tre of the pupil. A third movement within the image oc-
curs when subjects move their eyelids—at its extreme this
movement results in a blink that will form an image that
must be removed from any sequence. Fourthly, changes in
light intensity affect the size of the pupil, causing the inter-
nal dimension of the iris to change. Finally the slit lamp
reflections themselves move as the eye is scanned.

Further problems are caused by specular reflections,
both those that are being used to illuminate the eye for
the purpose of photography, and those of incidental light
sources. The slit-lamp reflections —of which there are gen-



(a) Image of an eye showing the three light stripes
formed by reflections of the iris (brightest) and front
and back of the cornea. Images such as these can
help diagnose diseases of the cornea, iris and lens.

(b) In this image the slit-lamp reflection from the iris
has been ‘interrupted’ by the pupil and lens. There
is also reflected light from the front and rear of the
cornea obscuring the pupil-iris border.

Figure 1: Images of an eye taken with a Zeiss 40SLP
photo slit lamp bio-microscope on to colour slides. The
slides were then digitized using a Polaroid Sprint Scan
35 into grey-scale images of size 512 x 239 pixels.
Registration of these images is made difficult by specu-
lar reflections, the indeterminate nature of the pupil-iris
border, changes in the size of the pupil between images,
the eyelashes and the slit-lamp reflections themselves.

The ‘fuzziness’ at the rear of each reflection—most no-
ticeable on that of the iris—is caused by scatter due to

imperfections in the cornea and is a major diagnostic
tool for locating disease in the eye.

erally three: off the front of the cornea, the rear of the cornea
and the iris (the brightest)—also cause problems as they
‘wash-out’ the image data of the iris where they cross it and
cause apparent distortions to the pupil-iris border. A second
source of distortion is caused by eyelashes that hang down
over the eye—whilst it is possible to tape eyelashes out of
the way, to do so is unpleasant and intrusive for the subject.

The required registration needs to be based on the pupil
and iris, not that of the surroundings of the eye. Tradi-
tional techniques involving template matching have diffi-
culties with the automated selection of an ‘interesting’ tem-
plate. Whole image techniques such as phase-based meth-

ods and mutual information can become ‘confused’ by fea-
tures such as the eyelids and eyelashes, which move relative
to the pupil.

Eye-tracking techniques either require complicated
physical hardware setups [3], or are based on the use of
infra-red image differencing methods [5] which are not ap-
propriate for slit-lamp images as all details of the pupil sur-
roundings, including the slit lamp reflections, are lost.

Other researchers (such as Moore et al. [14]) use a
“centre-of-mass” method to find the pupil. First the image
is thresholded so that the pupil appears as a black disc in a
mostly white background and then the centroid of the black
pixels is calculated to find an estimate of the centre of the
pupil. This method fails when applied to slit lamp images
because the light from the slit lamp causes some reflection
from the lens, resulting in the pupil appearing less black
than normal.

Ivins et al. [7] develop a method that uses a deformable
model of the iris to measure movements of the eye using
cross-correlation of iris signatures found in 3 arcs around
the centre of the pupil. Unfortunately the results presented
in the paper of Ivins et al. are only for a single image of
an eye warped to produce a second image—this type of
test registration will generally give spurious levels of suc-
cess. This is particularly true in the case of the iris which
is made up of muscles that are used to contract and dilate
the pupil.The patterns on the iris are caused by light catch-
ing these muscles and will deform when the muscles move.
This deformation will be local to the iris rather than global
as produced by warping an entire image.

A further disadvantage of the method proposed by Ivins
et al. is that it requires manual selection of the centre of the
pupil in the first image: the repeatability of this may vary
and it prevents full automation of the process. Finally, with
slit lamp images, the light stripe itself will overlap parts of
the iris, making it difficult to align the semi-circles of iris
signature.

We propose a new method in which the inside of the
pupil is roughly located by searching for the least variable
part of the image. A discrete circular active contour is then
applied to a combination of the intensity and variance im-
ages to find the pupil-iris border.

3. Active Contours

Active contours (or ‘snakes’) are used to find features
in images. They are models that are defined by a spline
[8, 18], a b-spline [13, 4], connected line segments [10] or
nodes connected by ‘springs’ [12]. In response to internal
and external forces defined by the researcher, they can de-
form internally as well as move across the image. The ac-
tual minimization of the energies can be accomplished in
several ways such as an iterative approach using the calcu-



lus of variations combined with the solving of Euler equa-
tions [8, 13], dynamic programming [2] or greedy algo-
rithms [17, 9].

The vertices of a contour are pushed around under the
influence of two opposing forces, one of these formed from
constraints internal to the contour and the other from con-
straints external to the contour, that is from the image.
Therefore each vertex is moved between time ¢ and time
t+1by

vi(t +1) = v;(t) + Fi(t) + Gi(2), (D)

where F} is the internal force, GG; is the external force and
v; is the position of vertex ¢.

The internal forces are dependent on the characteristics
that the researcher wishes to balance for the active con-
tour. These include balance between the contour acting as
a membrane as opposed to a thin plate [8, 2, 18], the curva-
ture of the contour versus its continuity [17, 9], and the use
of prior information about the object shape [6]. The exter-
nal forces are generally found using either edge information
[13, 2, 4] or statistics/probabilities about regions within the
image [16, 15, 1].

Since we are searching for a round object (the pupil-iris
border) we use this prior information to describe our active
contour with an internal force pushing it to form a globally
expanding discrete circle, in other words a perfect poly-
gon. For the external force we cannot use edge detection,
(see Fig. 2(a)) as edge-detection ‘picks up’ shading within
the pupil producing edges that incorrectly attract the con-
tour. An alternative is the variance image shown in Fig. 2(b)
which does not have this limitation whilst still clearly defin-
ing the boundary between the pupil and iris. This external
force pushes the contour inwards towards the current cen-
troid. We call this contour a discrete circular active contour
(DCACQ).

4. Preprocessing—Finding the Approximate
Location of the Pupil

Active contours will only find nearby objects and closed
contours need either to enclose or be contained by the ob-
ject. For corneal images this necessitates finding a point
interior to the pupil. As previously mentioned, averaging of
the dark pixels will not necessarily find a point within the
pupil because of the light reflected off the lens behind the
pupil. However even where the pupil is lit there is still a
‘smoothness’ of texture differentiating it from the rest of
the image. For this reason we chose to process the im-
age with a variance filter—each pixel in the image is re-
placed with a grey-scale value calculated from the variance
of a 5 x 5 square surrounding the pixel. The image is then
rescaled to have 256 grey-scales and histogram equaliza-
tion performed. An example of such an image can be seen

(a) A gradient or edge detection image (sobel) calcu-
lated from the image shown in Fig. 1(b) after his-
togram equalization has been performed. The edge
detection has created contours within the pupil that
‘distract’ the DCAC from finding the pupil/iris bor-
der.

(b) A variance image calculated from the image of 1(b).
Each pixel is the variance of a 5 X 5 window sur-
rounding it. The image is then rescaled and his-
togram equalization is performed. The pupil ap-
pears as a smooth dark portion of the image.

Figure 2: These images are formed from processing the
image shown in Fig. 1(b). The variance image gives a
far more clearly defined border between the pupil and
iris.

in Fig. 2(b). A point interior to the pupil is then found by
searching for the annulus that has the lowest mean variance
of pixel grey-levels.

5. Discrete Circular Active Contour for Loca-
tion of the Pupil-Iris Boundary

The DCAC is defined as a set of n vertices, connected
by line segments. The n vertices are then positioned so as
to form a perfect polygon within a circle with centre p =
(r, ¢) and radius R. The initial centre is that found with
the algorithm of Section 4 and the initial radius is chosen to
be less than any possible pupil size.

Each vertex v; of the contour is then moved from time ¢



to ¢t 4+ 1 using

vi(t+1) =v(t) + AF;(t) + (1 — ) Gy(?)
2

foralle=1...n,

where F'; is the force formed from the internal structure of
the contour, G; is that force produced by the information
external to the contour—information from the grey-levels
of the pixels in the images—and n is the number of vertices.
The constant A is used to balance the values and depends on
the level of contrast in the images.

The internal force works to expand the contour from its
current position into one with the same centroid but formed
as a perfect polygon with a radius increased by § from the
current average radius. Therefore the internal force for each
vertex is found with

Fi=v;— vy 3)

where v; is the position of this vertex in the perfect polygon.
If R is the average radius of the current contour and p =
(r, c) is the current centroid, then

_ [ r—(R+0)xsin (),

V’_< c+ (R+6)xcos () )~ @
where § is the increase in the radius at each iteration, the
centroid p is defined by

1 n
p=(r, 0= Vi 5)
i=1
the radius R is defined by
1 n
R:EZHW—PHa (6)
i=1

and n is the number of vertices in the contour.

The external force pushes each vertex inwards towards
the current centroid of the contour with a magnitude deter-
mined by both the original corneal image and the variance
image. This ensures that both the darkness of the pupil and
its even texture, as compared to the iris, are used to find the
pupil-iris border.

However, problems with this external force are caused
by the slit from the slit-lamp, specular reflections from other
light sources and the high variance due to eyelashes; these
all create forces with large magnitudes in places that do not
correspond to the pupil-iris border. To prevent this from
happening, the variance image is thresholded and inverted
and the force at each vertex is multiplied by the resulting
black (0) or white (1) pixel value for that vertex. This means
that vertices affected by these problems have an external
force of magnitude zero and react only to the influence of

the internal force. Given that I; represents the original
corneal image, I> the variance image and I3 the thresholded
and inverted variance image, then the external force is given
by

Gi(vi) = I(vi) (VGi(I1,vi) + (1 = 9)Gi(I2, Vi) ,(7)

where @ is a constant that balances the contribution of
the original and variance images, and I;(v;) represents the
nearest neighbour grey-scale value to the vertex v; in image
I;. The external force G at a vertex v; in an image I;, is
calculated from the grey-scale value of its current nearest
neighbour and that of the nearest neighbour closest to the
position it would take if moved one pixel inwards towards
the current centroid of the contour. That is

Gi(lj,vi) = di(L;(vi) — I;(vi + dy)), (8)
where d; is a unit vector given by
—v;
= 2T, ©)
lp—vill

p being the centroid of the current contour, found with 5.

The movement of the contour continues for M iterations
or until it reaches one of the edges of the image. This pro-
cess is repeated with decreasing values of § until equilib-
rium occurs. This equilibrium is considered to have been
reached if the average centre row, centre column and radius
of the last IV iterations are less than € different from that of
the previous NN iterations.

Algorithm
DO
WorkingContour = StartingContour
WHILE count < M
AND WorkingContour is within the image
Move WorkingContour
Increment count by 1
ENDWHILE
Test for equilibrium
Decrement § by 4,
UNTIL equilibrium is reached OR § < 0

6. Results

The variables and constants that are required for our
method are summarized in table 1, along with the values
used.

Figure 4 shows graphs of the values of the centre row,
centre column and radius of the contour over the M it-
erations as a search is made for the pupil-iris border
of Fig. 1(b). The graphs show decreasing values of § and
the reaching of equilibrium.



The size of the square for producing the 5
variance image

The internal radius of the annulus 17
The external radius of the annulus 20
The threshold for the variance image 150
The radius of the starting contour 10
n The number of vertices in the contour 24
1) The initial value for the increment of the 2.0
radius

dc  The amount by which ¢ is reduced if equi- 0.1
librium was not reached,

A The constant balancing the internal and 0.5
external forces
1»  The constant balancing the contribution 0.9

of the original and variance images to the

magnitude of the external force

The number of iterations 1500

The number of iterations used to calculate 250

the averages for testing for equilibrium

€ The maximum allowed difference be- 1.0
tween these averages

=S

Table 1: The variables required for implementation of
our algorithm for finding the border between the pupil
and the iris in slit-lamp images of the eye.

Nine images of the same cornea were processed to find
the pupil-iris border. Figure 3(a) shows the final contour for
the image shown in Fig. 1(b) when § = 0.8—the value at
which equilibrium is reached, as can be seen in Fig. 4. The
success of the algorithm can be seen from the closeness of
fit of the average circle calculated from this contour, and the
actual pupil as shown in Fig. 3(b).

7. Conclusion

We describe a method of locating the pupil-iris border
in slit-lamp images of the cornea. A Discrete Circular Ac-
tive Contour is created, which moves under the influence of
external and internal forces. The external force has a mag-
nitude of either zero, where there is specular reflection, or
is proportional to the difference between the grey-scales im-
mediately inside and outside the contour at each vertex, in
both the original and variance images. The internal force
acts to move the contour to form a perfect polygon of ra-
dius & more than the current average radius. The size of §
controls the magnitude of this force. If § is too large the
internal forces will ‘overwhelm’ the external forces and the
border will not be found. If § is too small the contour will
never grow large enough. The ‘perfect’ value for § varies
from image to image, therefore a large value is chosen and
reduced until there forms a stable equilibrium between the

(a) The final contour for Fig. 1(b) after the process
reached equilibrium, which occurred when § =
0.8, as can be seen in Fig. 4(c).

(b) The final circle found from averaging the contour
shown in (a). This shows the accuracy of the algo-
rithm.

Figure 3: The results of processing the image shown in Fig. 1(b).

two forces.

The method is fully automated and deals with specular
reflections, problems from eyelashes obscuring part of the
pupil and the reflection from the slit-lamp itself.

Further work should enable the refinement of the result
and the calculation of the rotation of the eye.
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(a) A graph showing the changing val-
ues of the centre and radius of the
contour as the iterations progress,
when § = 1.0. The algorithm halts
when the contour reaches the edge
of the image.
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(b) When § = 0.9, the contour does
not reach the edge of the image
within the 1500 iterations, however
it is clear that equilibrium has not
been reached.
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(c) 6 is now 0.8 and the equilibrium
of the contour is obvious from the
graph. The accuracy of the circle
found for the pupil-iris border can
be seen in Fig. 3(b).

Figure 4: These graphs show the values of the centre
of the contour (row and column) and its radius for each
inner iteration of the algorithm. The three graphs show
the changes that occur as § is decreased the outer it-
eration of the algorithm. As § decreases there is an
increase in the number of inner iterations completed
before the contour reaches the edge of the image, with
equilibrium reached when é = 0.8.



