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Composed Computational Verb Similarities
Tao Yang

Abstract— Computational verb similarities are used to measure
the degree of similarities between two waveforms. Since the
similarities of waveforms might be measured based on their
distance, trends, frequencies and many other factors, it is easy to
consider the contributions of these factors to computational verb
similarities separately and then combine them into composed
computational verb similarities. In this paper, different ways
of calculating composed computational verb similarities are
presented. Copyright c© 2009 Yang’s Scientific Research Institute,
LLC. All rights reserved.

Index Terms— Computational verb, computational verb simi-
larity.

I. INTRODUCTION

COMPUTATIONAL verb similarities(CVS’s) play very
important roles in computational verb reasoning, com-

putational verb clustering and computational verb knowledge
representation. Although there were many ways of defining
CVS’s, so far, there is no CVS that can be used to fit
universally well into all applications. To design a good CVS,
the following factors must be taken into account.

1) Local and global trends, and derivatives of waveforms.
2) Local and global shapes of waveforms.
3) Frequency and spectrum of waveforms.
4) Amplitudes, range, minimum, maximum, average value,

and other statistical measurements of waveforms.

It is difficult to design a verb similarity which can com-
prehensively consider all aspects listed in above. In this
paper, I will provide a divide-and-conquer method of mak-
ing composed computational verb similarities based on the
considerations of these factors individually.

The organization of this paper is as follows. In Section II,
the brief history of computational verb theory will be given.
In Section III, the principles of calculating composed com-
putational verb similarities will be presented. In Section IV,
composed computational verbs for two-sampled computational
verbs will be presented. In Section V, composed computational
verbs for three-sampled computational verbs will be presented.
In Section VI, some concluding remarks will be included.
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II. A BRIEF HISTORY OF COMPUTATIONAL VERB THEORY

As the first paradigm shift for solving engineering prob-
lems by using verbs, the computational verb theory[31] and
physical linguistics[34], [51], [25] have undergone a rapid
growth since the birth of computational verb in the De-
partment of Electrical Engineering and Computer Sciences,
University of California at Berkeley in 1997[16], [17]. The
paradigm of implementing verbs in machines was coined
as computational verb theory[31]. The building blocks of
computational theory are computational verbs[26], [20], [18],
[27], [32]. The relation between verbs and adverbs was math-
ematically defined in [19]. The logic operations between verb
statements were studied in [21]. The applications of verb
logic to verb reasoning were addressed in [22] and further
studied in [31]. A logic paradox was solved based on verb
logic[28]. The mathematical concept of set was generalized
into verb set in[24]. Similarly, for measurable attributes, the
number systems can be generalized into verb numbers[29].
The applications of computational verbs to predictions were
studied in [23]. In [33] fuzzy dynamic systems were used
to model a special kind of computational verb that evolves
in fuzzy spaces. The relation between computational verb
theory and traditional linguistics was studied in [31], [34]. The
theoretical basis of developing computational cognition from
a unified theory of fuzzy and computational verb theory is the
theory of the UNICOGSE that was studied in [34], [39]. The
issues of simulating cognition using computational verbs were
studied in [35]. In [62] the correlation between computational
verbs was studied. A method of implementing feelings in
machines was proposed based on grounded computational
verbs and computational nouns in [41]. In [48] a theory
of how to design stable computational verb controllers was
given. In [42] the rule-wise linear computational verb systems
and their applications to the design of stable computational
verb controllers and chaos in computational verb systems
were presented. In [46] the concept of computational verb
entropy was used to construct computational verb decision
tree for data-mining applications. In [45] the relation between
computational verbs and fuzzy sets was studied by using com-
putational verb collapses and computational verb extension
principles. In [47] the distances and similarities of saturated
computational verbs were defined as normalized measures of
the distances and similarities between computational verbs.
Based on saturated computational verbs, the verb distances
and similarities are related to each other with a simple relation.
The distances and similarities between verbs with different life
spans can be defined based on saturated computational verbs
as well. In [49] the methods of using computational verbs to
cluster trajectories and curves were presented. To cluster a
bank of trajectories into a few representative computational
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verbs is to discover knowledge from database of time series.
We use cluster centers to represent complex waveforms at
symbolic levels. In [14] computational verb controllers were
used to control a chaotic circuit model known as Chua’s
circuit. Computational verb controllers were designed based
on verb control rules for different dynamics of the region-
wise linear model of the control plant. In [13] computational
verb controllers were used to synchronize discrete-time chaotic
systems known as Hénon maps. Different verb control rules
are designed for synchronizing different kinds of dynamics. In
[53], how can computational verb theory functions as the most
essential building block of cognitive engineering and cognitive
industries was addressed. Computational verb theory will play
a critical important role in personalizing services in the next
fifty years. In [50], [52] computational verb theory was used
to design an accurate flame-detecting systems based on CCTV
signal. In [56] the learning algorithms were presented for
learning computational verb rules from training data. In [54]
the structures and learning algorithms of computational verb
neural networks were presented. In [61] the ambiguities of
the states and dynamics of computational verbs were studied.
In [55] the history and milestones in the first ten years of
the studies of computational verb theory were given. In [4] a
case study of modeling adverbs as modifiers of computational
verbs was presented. In [15] computational verb rules were
used to improve the training processes of neural networks. In
[57] the classifications and interactions between computational
verb rule bases were presented. In [58] the simplest verb rules
and their verb reasoning were connected to many intuitive ap-
plications of verb rules before the invention of computational
verbs. In [59] the interactions between computational verbs
were used as a powerful tools to understand the merging and
splitting effects of verbs. In [3] computational verb rules were
trained by using prescribed training samples of functions. In
[60] the trend-based computational verb similarity was given
as a way to decrease the computational complexities of verb
similarities. In [5] computational verb PID controller was used
to control linear motors. In [12] computational verb controller
was used to control an auto-focusing system.

The theory of computational verb has been taught in some
university classrooms since 20051. The latest active applica-
tions of computational verb theory are listed as follows.

1) Computational Verb Controllers. The applications of
computational verbs to different kinds of control prob-
lems were studied on different occassions[30], [31].
For the advanced applications of computational verbs
to control problems, a few papers reporting the latest
advances had been published[37], [36], [48], [42], [63].

1Some computational verb theory related college courses are
• Dr. G. R. Chen, EE 64152 - Introduction to Fuzzy Informatics and Intel-

ligent Systems, Department of Electronic Engineering, City University
of Hong Kong.

• Dr. D. H. Guo, Artificial Intelligence, Department of Electronic Engi-
neering, Xiamen University.

• Prof. T. Yang, Computational Methodologies in Intelligent Systems,
Department of Electronic Engineering, Xiamen University.

• Dr. Mahir Sabra, EELE 6306: Intelligent Control, Electrical and Com-
puter Engineering Department, The Islamic University of Gaza.

The design of computational verb controllers was also
presented in a textbook in 2005[1].

2) Computational Verb Image Processing and Image Un-
derstanding. The recent results of image processing by
using computational verbs can be found in[38]. The
applications of computational verbs to image under-
standing can be found in [40]. The authors of [2]
applied computational verb image processing to design
the vision systems of RoboCup small-size robots.

3) Stock Market Modeling and Prediction based on compu-
tational verbs. The product of Cognitive Stock Charts[8]
was based on the advanced modeling and computing
reported in [43]. Computational verb theory was used
to study the trends of stock markets known as Russell
reconstruction patterns [44].

Computational verb theory has been successfully applied
to many industrial and commercial products. Some of these
products are listed as follows.

1) Visual Card Counters. The YangSky-MAGIC card
counter[10], developed by Yang’s Scientific Research
Institute and Wuxi Xingcard Technology Co. Ltd., was
the first visual card counter to use computational verb
image processing technology to achieve high accuracy of
card and paper board counting based on cheap webcams.

2) CCTV Automatic Driver Qualify Test System. The
DriveQfy CCTV automatic driver qualify test system[11]
was the first vehicle trajectory reconstruction and stop
time measuring system using computational verb image
processing technology.

3) Visual Flame Detecting System. The FireEye visual
flame detecting system[6] was the first CCTV or we-
bcam based flame detecting system, which works under
color and black & white conditions, for surveillance and
security monitoring system.

4) Smart Pornographic Image and Video Detection Sys-
tems. The PornSeer[9] pornographic image and video
detection systems are the first cognitive feature based
smart porno detection and removal software.

5) Webcam Barcode Scanner. The BarSeer[7] webcam bar-
code scanner took advantage of the computational verb
image processing to make the scan of barcode by using
cheap webcam possible.

6) Cognitive Stock Charts. By applying computational
verbs to the modeling of trends and cognitive behaviors
of stock trading activities, cognitive stock charts can
provide the traders with the “feelings” of stock markets
by using simple and intuitive indexes.

7) TrafGo ITS SDK. Computational verbs were applied to
model vehicle trajectories and dynamics of optical field
and many other aspects of dynamics in complex en-
vironments for applications in intelligent transportation
systems (ITS).

III. PRINCIPLES OF CALCULATING COMPOSED
COMPUTATIONAL VERB SIMILARITIES

Given two computational verbs V1 and V2, then the CVS
between V1 and V2 is calculated based on the combination
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of similarities between different properties of computational
verbs as follow.

S(V1, V2) = σ(γd(V1,V2), γt(V1,V2), γf (V1, V2), . . .) (1)

where σ(· · · ) is a function to compose different aspects of
measuring CVS’s such as
• γd(·, ·) to measure CVS in the term of distance between

two computational verbs;
• γt(·, ·) to measure CVS in the term of comparing trends

of two computational verbs;
• γf (·, ·) to measure CVS in the term of comparing fre-

quencies of two computational verbs;
• others.

Let γX(·, ·) denotes any of the γ-functions in Eq. (1) and
assume that γX(·, ·) satisfies the following conditions
• γX(V1, V2) ∈ [0, 1],
• γX(V1, V2) = 1 if and only if V1 and V2 are the same,
• γX(V1, V2) = 0 if and only if V1 and V2 are mostly

different,
then the function σ(· · · ) is chosen as the following t-norm
function

S(V1, V2) = γd(V1,V2) ∧ γt(V1, V2) ∧ γf (V1, V2) ∧ . . .

,
∧

X
γX(V1, V2). (2)

Observe that different kinds of CVS’s might be defined based
on different choices of t-norms and γ-functions.

A. Distances
Let d(V1, V2) be a measure proportional to the distance

between V1 and V2, then γd(V1,V2) satisfies the following
conditions.
• If d(V1,V2) = 0, then γd(V1, V2) = 1.
• If d(V1,V2) = ∞, then γd(V1, V2) = 0.
• γd(V1, V2) is monotonically decreasing with respect to

d(V1,V2).
Some examples of γd(V1, V2) are listed as follows.

γd(V1, V2) =
2

1 + ed(V1,V2)

γd(V1, V2) =
1

1 + [d(V1,V2)]p
, p ∈ N, p ≥ 1,

γd(V1, V2) = max(1− [d(V1, V2)]p, 0),
γd(V1, V2) = e−d(V1,V2). (3)

d(V1, V2) is a function that might have the following forms.

d(V1, V2) = |E1(t0)− E2(t0)|, t0 ∈ [0, T ],

d(V1, V2) =
1
T

∣∣∣∣∣
∫ T

t=0

E1(t)dt−
∫ T

t=0

E2(t)dt

∣∣∣∣∣ ,

d(V1, V2) =
∫ t

t=0

|E1(t)− E2(t)|dt,

d(V1, V2) =
∫ t

t=0

[E1(t)− E2(t)]2dt,

d(V1, V2) =
(∫ t

t=0

|E1(t)− E2(t)|pdt

)1/p

, p ≥ 1.

(4)

B. Trends

The contribution to similarity from the trends might be
calculated based on the distance of the derivatives of the
evolving functions as follow.

dt(V1, V2) = d

(
dE1(t)

dt
,
dE2(t)

dt

)
(5)

where the function d(·, ·) is the same as those defined in
Eq. (4); namely,

dt(V1, V2) = |Ė1(t0)− Ė2(t0)|, t0 ∈ [0, T ],

dt(V1, V2) =
1
T

∣∣∣∣∣
∫ T

t=0

Ė1(t)dt−
∫ T

t=0

Ė2(t)dt

∣∣∣∣∣ ,

dt(V1, V2) =
∫ t

t=0

|Ė1(t)− Ė2(t)|dt,

dt(V1, V2) =
∫ t

t=0

[Ė1(t)− Ė2(t)]2dt,

dt(V1, V2) =
(∫ t

t=0

|Ė1(t)− Ė2(t)|pdt

)1/p

, p ≥ 1.

(6)

Based on dt(V1, V2), γt(V1, V2) must satisfy the following
conditions.
• If dt(V1, V2) = 0, then γt(V1, V2) = 1.
• If dt(V1, V2) = ∞, then γt(V1, V2) = 0.
• γt(V1,V2) is monotonically decreasing with respect to

dt(V1,V2).
Some examples of γt(V1, V2) are listed as follows.

γt(V1, V2) =
2

1 + edt(V1,V2)

γt(V1, V2) =
1

1 + [dt(V1, V2)]p
, p ∈ N, p ≥ 1,

γt(V1, V2) = max(1− [dt(V1,V2)]p, 0),
γt(V1, V2) = e−dt(V1,V2). (7)

C. Frequencies

The contribution to similarity from the frequency domain
might be calculated based on the distance of the Fourier
transforms of the evolving functions as follow.

df (V1, V2) = dft(E1, E2) (8)

where E1 and E2 are Fourier transforms of E1 and E2,
respectively. dft(·, ·) is a function used to measure the distance
between two Fourier transforms. We assume that E1 and E2

satisfy
∫ ∞

−∞
|E1(t)|dt < ∞,

∫ ∞

−∞
|E2(t)|dt < ∞ (9)

then

E1(ω) =
∫ ∞

−∞
E1(t)e−ωtdt,

E2(ω) =
∫ ∞

−∞
E2(t)e−ωtdt. (10)
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For example, dft(·, ·) might be

dft(E1, E2) =∫ ∞

−∞
[E1(ω)− E2(ω)]E1(ω)− E2(ω)dω. (11)

Based on df (V1,V2), γf (V1,V2) must satisfy the following
conditions.
• If df (V1, V2) = 0, then γf (V1, V2) = 1.
• If df (V1, V2) = ∞, then γf (V1, V2) = 0.
• γf (V1, V2) is monotonically decreasing with respect to

df (V1, V2).
Some examples of γf (V1, V2) are listed as follows.

γf (V1, V2) =
2

1 + edf (V1,V2)

γf (V1, V2) =
1

1 + [df (V1, V2)]p
,

γf (V1, V2) = max(1− [df (V1, V2)]p, 0),

γf (V1, V2) = e−df (V1,V2), p ∈ N, p ≥ 1. (12)

D. Discrete-time Cases

Let V1 and V2 are two n-sampled discrete-time evolving
sequence represented as

V1 , {x1(k)}n
k=1,V2 , {x2(k)}n

k=1 (13)

where x1(k) and x2(k), k = 1, . . . , n, denote the kth samples
of the evolving functions of V1 and V2, respectively.

1) Distances: The discrete-time cases corresponding to
those listed in Eq. (4) are given as follows.

d(V1,V2) = |x1(k)− x2(k)|, k ∈ {1, . . . , n},

d(V1,V2) =
1
n

∣∣∣∣∣
n∑

k=1

x1(k)−
n∑

k=1

x2(k)

∣∣∣∣∣ ,

d(V1,V2) =
n∑

k=1

|x1(k)− x2(k)|,

d(V1,V2) =
n∑

k=1

[x1(k)− x2(k)]2,

d(V1,V2) =

(
n∑

k=1

|x1(k)− x2(k)|p
)1/p

, p ≥ 1.

(14)

For the discrete-time cases, we have an additional dis-
tance measurement. Assume that the evolving function of
two computational verbs are two random vectors x and y of
the same distribution with the covariance matrix Γ, then the
Mahalanobis distance is defined as

d(x, y) =
√

(x− y)>Γ−1(x− y). (15)

If the covariance matrix is diagonal, then the Mahalanobis
distance is called the normalized Euclidean distance given by

d(x, y) =

√√√√
n∑

i=1

(xi − yi)2

σ2
i

, (16)

where σi is the standard deviation of xi.

2) Trends: We have the following examples of γt(V1,V2)
as

dt(V1,V2) =
n∑

k=1

|x1(k)− x1(1)− x2(k) + x2(1)|,

dt(V1,V2)

=
n∑

k=2

|x1(k)− x1(k − 1)− x2(k) + x2(k − 1)|,

dt(V1,V2)

=

(
n∑

k=1

|x1(k)− x1(1)− x2(k) + x2(1)|p
)1/p

,

dt(V1,V2)

=

(
n∑

k=2

|x1(k)− x1(k − 1)− x2(k) + x2(k − 1)|p
)1/p

,

p ≥ 1. (17)

3) Frequencies: In discrete-time cases, we change the
Fourier transforms in Section III-C into discrete-time Fourier
transforms in order to calculate CVS’s.

IV. COMPOSED COMPUTATIONAL VERB SIMILARITIES OF
TWO-SAMPLED COMPUTATIONAL VERBS

When a computational verb consists of only two sample
points, we call it a two-sampled computational verb. Let us
assume two two-sampled computational verbs to be

V1 , {x1(1), x1(2)}, V2 , {x2(1), x2(2)}. (18)

Then the γ-functions for calculating CVS can be explicitly
listed as follows.

A. γd

One of the simplest choices of d(V1, V2) in Eq. (3) is

d(V1,V2) = |x1(1)− x2(1)|. (19)

In this case, Eq. (3) leads to the follows.

γd(V1,V2) =
2

1 + e|x1(1)−x2(1)| ,

γd(V1,V2) =
1

1 + |x1(1)− x2(1)|p ,

γd(V1,V2) = max(1− |x1(1)− x2(1)|p, 0),
γd(V1,V2) = e−|x1(1)−x2(1)|p , p ∈ N, p ≥ 1. (20)

Furthermore, for γd in Eq. (3), we can choose different ways
to reflect the distance between V1 and V2 as follows.

d(V1, V2) =
√

(x1(1)− x2(1))2 + (x1(2)− x2(2))2,

d(V1, V2) =
(∣∣∣∣
|x1(1) + x1(2)|

2
− |x2(1) + x2(2)|

2

∣∣∣∣
p)1/p

,

p ∈ N, p ≥ 1. (21)
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B. γt

The distance related to the trends between two two-sampled
computational verbs is calculated as

dt(V1, V2) = (|[x1(2)− x1(1)]− [x2(2)− x2(1)]|p)1/p
.

(22)

And the function γt can be chosen as those in Eq. (7).

C. Exponential Forms

Assume that exponential forms are used to calculate dis-
tances and trends, then we have

γd(V1, V2) =
2

1 + eκ1|x1(1)−x2(1)| ,

γt(V1, V2) =
2

1 + eκ2|(x1(2)−x1(1))−(x2(2)−x2(1))| (23)

where κ1 > 0 and κ2 > 0 are two constants.
Example 1: Consider the following four two-sampled com-

putational verbs

V1 = (0, 1),V2 = (1, 0), V3 = (0, 0), V4 = (1, 1). (24)

Let the observing verb be

Vx = (0.5, 0.5), (25)

and choose κ1 = κ2 = 1, then the composed CVS’s are given
by

Sc(V1, Vx) =
2

1 + e0.5

2
1 + e1

= 0.4061,

Sc(V2, Vx) =
2

1 + e0.5

2
1 + e1

= 0.4061,

Sc(V3, Vx) =
2

1 + e0.5

2
1 + e0

= 0.7551,

Sc(V4, Vx) =
2

1 + e0.5

2
1 + e0

= 0.7551. (26)

In this case, we put the same weight to the contributions of
trends and distances to CVS.

D. Bell-shaped Functions

Assume that bell-shaped functions are used to calculate
distances and trends, then we have

γd(V1,V2) =
1

1 + κ1[x1(1)− x2(1)]2
,

γt(V1,V2) =
1

1 + κ2[(x1(2)− x1(1))− (x2(2)− x2(1))]2
.

(27)

where κ1 > 0 and κ2 > 0 are two constants.
Example 2: Consider the following four two-sample com-

putational verbs

V1 = (0, 1),V2 = (1, 0), V3 = (0, 0), V4 = (1, 1). (28)

Let the observing verb be

Vx = (0.5, 0.5), (29)

and choose κ1 = κ2 = 1, then the composed CVS’s are given
by

Sc(V1, Vx) =
1

1 + 0.52

1
1 + 12

= 0.4,

Sc(V2, Vx) =
1

1 + 0.52

1
1 + 12

= 0.4,

Sc(V3, Vx) =
1

1 + 0.52

1
1 + 02

= 0.8,

Sc(V4, Vx) =
1

1 + 0.52

1
1 + 02

= 0.8. (30)

In this case, we put the same weight to the contributions of
trends and distances to CVS.

V. COMPOSED COMPUTATIONAL VERB SIMILARITIES OF
THREE-SAMPLED COMPUTATIONAL VERBS

Assume that a computational verb has three sampling points
in its evolving function, then its evolving function has the
following two forms

V(t) = (x(1), x(1) + ∆0, x(1) + ∆1) (31)

and

V(t) = (x(1), x(1) + ∆0, x(1) + ∆0 + ∆1). (32)

The parameters ∆0 and ∆1 in the three-sample evolving func-
tions in Eqs. (31) and (32) reflects two ways of representing
the trends. In Eq. (31) the trends are represented based on a
common reference point, which is a global reference point. In
Eq. (32) the trends are represented based on local reference
points. There are many ways to calculate the CVS between
two three-sampled computational verbs. In this section, only
a few examples will be presented.

A. Case of Eq. (31)

Let the evolving functions of two three-sampled computa-
tional verbs be

V1(t) = (x1(1), x1(2), x1(3))
= (x1(1), x1(1) + ∆10, x1(1) + ∆11),

V2(t) = (x2(1), x2(2), x2(3))
= (x2(1), x2(1) + ∆20, x2(1) + ∆21). (33)

1) γd: For γd in Eq. (3), we can choose different ways to
reflect the distance between V1 and V2 as follows.

d(V1, V2) =√
(x1(1)− x2(1))2 + (x1(2)− x2(2))2 + (x1(3)− x2(3))2,

d(V1, V2) =
(∣∣∣∣
|x1(1) + x1(2) + x1(3)|

3
− |x2(1) + x2(2) + x2(3)|

3

∣∣∣∣
p)1/p

,

p ∈ N, p ≥ 1. (34)

2) γt: The distance related to the trends between two three-
sampled computational verbs is calculated as

dt(V1, V2) = (|∆10 −∆20|p + |∆11 −∆21|p)1/p
,

p ≥ 1. (35)

And the γt can be calculated as those in Eq. (7).
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B. Case of Eq. (32)

In this case, the evolving functions of two three-sampled
computational verbs are

V1(t) = (x1(1), x1(2), x1(3))
= (x1(1), x1(1) + ∆10, x1(1) + ∆10 + ∆11),

V2(t) = (x2(1), x2(2), x2(3))
= (x2(1), x2(1) + ∆20, x2(1) + ∆20 + ∆21).(36)

The CVS has the same form as those presented in Sec. V-A.
However, the ∆ parameters have different reference points.

VI. CONCLUDING REMARKS

Since computational verb similarities play important roles in
computational verb reasoning and knowledge representation, it
is important to find efficient ways of calculating them. Here,
the author only presented a few examples to show different
ways of dividing the measurements of verb similarities into
a few simple aspects and computing the contributions to verb
similarities from these aspects. By putting different weights to
mix these aspects of computational verb similarities, composed
computational verb similarities provide a flexible way to reflect
different aspects of computational verb similarities.
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