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Achieving Network Optima Using StackelbergRouting StrategiesYannis A. Korilis, Aurel A. Lazar Ariel OrdaDepartment of Electrical Engineering Department of Electrical EngineeringColumbia University TechnionNew York, NY 10027-6699 Haifa 32000, Israelfjohn,aurelg@ctr.columbia.edu ariel@ee.technion.ac.il1. IntroductionControl decisions in large scale networks are often made by each user independently, ac-cording to its own individual performance objectives.1 Such networks are henceforth callednoncooperative, and game theory [MYE91, FUD92] provides the systematic framework tostudy and understand their behavior. The operating points of a noncooperative networkare the Nash equilibria of the underlying game, that is, the points where unilateral devia-tion does not help any user to improve its performance. Game theoretic models have beenemployed in the context of ow control [BOV87, HSIA91, ZHA92, ALT94, KOR95], rout-ing [ECO91, ALT93, ORD93] and virtual path bandwidth allocation [LAZ95] in modernnetworking. These studies mainly investigate the structure of the Nash equilibria and pro-vide valuable insight into the nature of networking under decentralized and noncooperativecontrol.Nash equilibria are inherently ine�cient [DUB86] and exhibit, in general, suboptimalnetwork performance. This de�ciency can be overcome with the intervention of a networkagent, namely the network designer or manager, that architects the network so that theresulting equilibria are e�cient according to some systemwide criterion. In essence, thedesigner/manager architects the Nash equilibria by setting the rules of the networking game.Seen under this light, the idea is related to the economic theory of implementation in Nashequilibrium [HUR85]. In the context of computer networking, various methods have beenproposed for architecting Nash equilibria:� Through pricing mechanisms. This method has been studied extensively in the context1The term \user" is purposely left ambiguous. It may refer to a network user itself or, in case that theuser's tra�c consists of multiple connections, to individual connections that are controlled independently.1



Achieving Network Optima Using Stackelberg Routing Strategies 2of queueing systems [KLE67, NAO69, ADI74, MEN90], where it was observed that,by levying tolls, a system can regulate the decisions made by its noncooperative users.Its applicability to the future Internet is discussed in [COC93].� By regulating service disciplines. In [SHE94] it is shown that a proper queue schedulingdiscipline can guarantee an equilibrium point with desirable properties.� Through proper network design. In [KOR94] it is shown that, by making appropriatetopology design and capacity allocation decisions, the network designer can choose asystemwide e�cient equilibrium.The above approaches demand either the addition of a new component to the networkingstructure, such as prices, or else a priori design decisions on the resource con�gurationand/or the service disciplines of the network. In the present study, we propose a method forarchitecting noncooperative equilibria in the run time phase, i.e., during the actual operationof the network. This approach is based on the observation that, apart from the ow generatedby the self-optimizing users, typically, there is also some network ow that is controlled bya central entity, that will be referred to as the \manager." Typical examples are the tra�cgenerated by signaling and/or control mechanisms, as well as tra�c of users that belong tovirtual networks. The manager attempts to optimize the system performance, through thecontrol of its portion of the ow.The role of the manager in a noncooperative network is investigated using routing as acontrol paradigm. The network is shared by a set of noncooperative users, each shippingits ow in a way that optimizes its individual performance objective. The noncooperativerouting scenario applies to various modern networking environments. The Internet Protocol(IPv4), for example, provides the option of source routing [ISI81], that enables the user todetermine the path(s) its ow follows from source to destination. This option allows the userto choose a routing strategy that satis�es its individual perfomance objective. Similarly, thecurrent IP Next Generation (IPv6) Speci�cation provides for source routing with enhancedcapabilities [DEE95]. Another example is the exible routing service as speci�ed in theQ.1211 CCITT Recommendation for the standardized capability set of Intelligent Networks(IN CS-1) [GAR93]. One of the goals of this service is to route calls over particular facilitiesbased on the subscriber's routing preference list or distribution algorithm.2 Flexible routingwas one of the services that were successfully implemented in Ameritech's AIN 0.0 technical2The target services of IN CS-1 apply to the setup/release phase of a call. It is expected, however, thatthese services will be extended to the active phase of a call. For example, Bellcore's AIN Release 1 targetextends exible routing services to the active phase of a call.



Achieving Network Optima Using Stackelberg Routing Strategies 3trial, in April 1992 [RUS93]. Also, Bell Atlantic's AIN con�guration will provide completerouting control to the customer.The manager has the following goals and capabilities: (i) it aims to optimize the overallnetwork performance according to some systemwide e�ciency criterion, and (ii) it is cog-nizant of the noncooperative behavior of the users and performs its routing based on thisinformation. The �rst property makes the manager just another user, whose performanceobjective coincides with that of the network. The second property, however, enables themanager to predict the response of the noncooperative users to any routing strategy thatit chooses, and hence determine a strategy that would pilot them to an operating pointthat optimizes the overall network performance. Instead of reacting to the routing strategiesof the users, the manager �xes this optimal strategy and lets the users converge to theirrespective equilibrium. This is a typical scenario of a Stackelberg game [OWE82, MYE91],where the manager acts as a leader, that imposes its strategy on the self-optimizing usersthat behave as followers.3 Stackelberg strategies have been investigated in the context ofow control in [DOU89], and routing in [ECO90]. In these references, however, the leaderwas a sel�sh user concerned about its own rather than the system's performance.We investigate the optimal strategy of the manager. In particular, we address the fol-lowing question: is there a routing strategy of the manager that drives the system into thenetwork optimum, i.e., to the point that corresponds to the solution of a routing problem, inwhich the manager has full control over the entire ow o�ered to the network? Intuitively,one would expect that the manager cannot enforce the network optimum, since it controlsonly part of the ow, while the rest is controlled by noncooperative users. Surprisingly, thisstudy shows that in many cases the manager does have this capability.The methodology is developed for a system of parallel links, which, as explained inthe sequel, is well-suited for modeling typical con�gurations in modern networking. Wederive necessary and su�cient conditions that guarantee that the manager can enforce anequilibrium that coincides with the network optimum, and indicate that these conditions aremet in many cases of practical interest. In other words, the manager is often able to achieve,through limited control, the same system performance as in the case of centralized control.Moreover, when these conditions are satis�ed, we show that there exists a unique strategy ofthe manager that drives the system to the network optimum, specify its structure explicitly,and comment on its scalability properties.Three di�erent con�gurations of followers will be considered. The �rst is the case of asingle follower, that corresponds to the simplest Stackelberg routing game, where except3The terms \manager" and \leader," as well as \users" and \followers," will be used interchangeably.



Achieving Network Optima Using Stackelberg Routing Strategies 4for the manager there is another, self-optimizing, entity that controls its own ow. Thesecond is the general case of multiple followers, that is, an arbitrary but �nite number ofnoncooperative users. The third is the case of simple followers, which corresponds to twointeresting scenaria, namely, an in�nite population of users, and a �nite population thatemploys simple, suboptimal, shortest-path routing.The outline of the paper is the following. In Section 2 we present the parallel links modeland formulate the problem. Section 3 gives an outline of the main results. In Section 4 webriey describe the structure of the network optimum and Nash equilibrium. The single-follower problem is addressed in Section 5, and the multiple-follower extension is presented inSection 6. In Section 7 we address some practical issues related to the proposed managementscheme. The special case of simple followers is discussed in Section 8. Finally, Section 9summarizes the results and delineates their implications.2. Model and Problem FormulationWe consider a set I = f1; : : : ; Ig of users, that share a set L = f1; : : : ; Lg of communicationlinks, interconnecting a common source to a common destination node. The users are non-cooperative, in the sense that each user routes its ow in a way that optimizes its individualperformance objective. Apart from the ow generated by the noncooperative users, there isalso some ow whose routing is controlled by a central network entity, i.e., the manager. Themanager is cognizant of the noncooperative behavior of the users and performs its routingbased on this information, in a way that optimizes the overall network performance. For thesake of uniform notation, the manager will also be referred to as user 0. Let I0 = I [ f0g.Let cl be the capacity of link l, c = (c1; : : : ; cL) the capacity con�guration, and C =Pl2L cl the total capacity of the system of parallel links. We assume that c1 � : : : � cL.Each user i 2 I0 has a throughput demand that is some process with average rate ri > 0.Without loss of generality, we assume that the throughput demands of the noncooperativeusers satisfy: r1 � r2 � : : : � rI . Let r = Pi2I ri denote the total throughput demand of thenoncooperative users, and R = r + r0 the total demand o�ered to the network. We assumethat the system of parallel links can accommodate the total demand, i.e., that R < C.User i 2 I0 ships its ow by splitting its demand ri over the set of parallel links. Letf il denote the expected ow that user i sends on link l. The user ow con�guration f i =(f i1; : : : ; f iL) is called a routing strategy of user i and the set F i = ff i 2 IRL : 0 � f il � cl; l 2L; Pl2L f il = rig of strategies that satisfy the user's demand is called the strategy space ofuser i. The system ow con�guration f = (f0; f1; : : : ; f I) is called a routing strategy pro�leand takes values in the product strategy space F = 
i2I0F i.



Achieving Network Optima Using Stackelberg Routing Strategies 5The grade of service that the ow of user i 2 I0 receives is quanti�ed by means of a costfunction J i : F ! IR. J i(f) is the cost of user i under strategy pro�le f ; the higher J i(f)is, the lower the grade of service provided to the ow of the user. Various general classes ofrouting cost functions have been considered in [ORD93]. In the present paper, we considercost functions that are the sum of link cost functions:J i(f) =Xl2L J il (fl); J il (fl) = f il Tl(fl); l 2 L; (2.1)where fl = (f0l ; f1l ; : : : ; f Il ), and Tl(fl) is the average delay per unit of ow on link l anddepends only on the total ow fl = Pi2I0 f il on that link. In particular, we concentrate onthe M/M/1 delay function: Tl(fl) = 8><>: 1cl � fl ; fl < cl1; fl � cl : (2.2)Eqs. (2.1) and (2.2) imply that J i(f)=ri is the average time-delay that the ow of user iexperiences under strategy pro�le f . Similarly, J(f)=R, where:J(f) = Xi2I0 J i(f) =Xl2L flcl � fl ; (2.3)is the average time-delay experienced by the total ow o�ered to the network.The total cost J(f) of the network depends only on the link ow con�guration (f1; : : : ; fL).Since Pl fl(cl � fl)�1 is a convex function of (f1; : : : ; fL), there exists a unique link owcon�guration (f�1 ; : : : ; f�L) { with f�l � 0 and Pl f�l = R { that minimizes the total cost.This is the solution of the classical routing optimization problem, where the routing of allow in the network is centrally controlled, and will be referred to as the network optimal linkow con�guration, or for simplicity as the network optimum. The Kuhn-Tucker optimalityconditions [LUE84], imply that (f�1 ; : : : ; f�L) is the network optimum if and only if there existsa (Lagrange multiplier) ��, such that for every link l 2 L:�� = cl(cl � f�l )2 ; if f�l > 0; (2.4)�� � 1cl ; if f�l = 0: (2.5)Let J� denote the minimal total cost, that is achieved at the network optimum(f�1 ; : : : ; f�L).Then, for any strategy pro�le f 2 F , we have J(f) � J�.



Achieving Network Optima Using Stackelberg Routing Strategies 62.1 Validity of the Parallel Links ModelSystems of parallel links, albeit inherently simple, represent an appropriate model for seem-ingly unrelated networking problems. Consider, for example, a network in which resourcesare preallocated to various routing paths that do not interfere. Such scenaria are commonin modern networking. In broadband networks bandwidth is separated among di�erent vir-tual paths, resulting e�ectively in a system of parallel and noninterfering \links" betweensource/destination pairs. Another example is that of internetworking, in which each \link"models a di�erent subnetwork.2.2 Noncooperative UsersEach user i 2 I aims to �nd a routing strategy f i 2 F i that minimizes its cost J i, orequivalently its average time-delay. This optimization problem depends on the routingdecisions of the manager and the other users, described by the strategy pro�le f�i =(f0; f1; : : : ; f i�1; f i+1; : : : ; f I), since J i is a function of the system ow con�guration f .As already explained, the routing strategy of the manager is �xed, as long as the set ofnoncooperative users and their throughput demands do not change. Throughout this sectionwe assume that the manager employs strategy f0, according to some criterion that will bepresented in the sequel. Each noncooperative user, on the other hand, adjusts its routingstrategy to the actions of the other noncooperative users, in order to minimize its cost. Thisself-optimizing mode of operation leads to a dynamic behavior that can be modelled as anoncooperative game. Any operating point of the network is a Nash equilibrium of thisgame, i.e., a strategy pro�le f�0 of the noncooperative users, from which no user �nds itbene�cial to unilaterally deviate. These operating points depend on the manager's strategyf0. Hence, given that the manager employs strategy f0, strategy pro�le f�0 2 F�0 is a Nashequilibrium of the user routing game if:f i 2 arg mingi2F i J i(gi; f�i); i 2 I: (2.6)From the perspective of the users, the manager merely reduces the capacity of each linkl by f0l . Therefore, the user routing game is equivalent to the routing game in a system ofparallel links with capacity con�guration c � f0. As shown in [ORD93], this routing gamehas a unique Nash equilibrium. Hence, any strategy f0 of the manager induces a uniqueNash equilibrium f�0 of the noncooperative users, that will be denoted by N 0(f0).Given a strategy pro�le f�i of the other users in I0, the cost of user i, as de�ned byeqs. (2.1) and (2.2), is a convex function of its strategy f i. Hence, the minimization problem



Achieving Network Optima Using Stackelberg Routing Strategies 7in (2.6) has a unique solution. The Kuhn-Tucker optimality conditions, then, imply that f iis the optimal response of user i to f�i if and only if there exists a (Lagrange multiplier) �i,such that, for every link l 2 L, we have:�i = cl � f�il(cl � fl)2 ; if f il > 0; (2.7)�i � 1cl � fl ; if f il = 0; (2.8)where f�il = Pj2I0nfig f jl is the total ow that all users except the i-th send on link l.Therefore, f�0 2 F�0 is the Nash equilibrium of the self-optimizing users induced by strategyf0 of the manager, if and only if there exist �i, i 2 I, such that the optimality conditions(2.7){(2.8) are satis�ed for all i 2 I.The function N 0 : F 0 ! F�0 that assigns to each strategy of the manager the inducedequilibrium of the user routing game is called the Nash mapping. From [KOR94, Theorem3.3], it follows that the Nash mapping is continuous.2.3 The Role of the ManagerThe manager has knowledge of the noncooperative behavior of the users, that enables it todetermine the Nash equilibrium N 0(f0) induced by any routing strategy f0 that it chooses.Being a central network entity, the manager either has the necessary information available, orcan obtain it by monitoring the behavior of the users. This way, the manager can determine arouting strategy of its own ow that gives rise to a Nash equilibrium that is optimal, accordingto some systemwide e�ciency criterion. Therefore, the manager acts as a Stackelberg leader,that imposes its strategy on the self-optimizing users that behave as followers. The presenceof sophisticated users that can acquire information about the self-optimizing behavior of theother users and become Stackelberg leaders, in order to optimize their own performance,is in general undesirable [SHE94]. The manager, however, aims at optimizing the overallnetwork performance, thus it plays a social rather than a sel�sh role.The goal of the manager is to �nd a routing strategy of its own ow that drives the systemto the network optimum, i.e., a strategy f0 such that if f�0 = N 0(f0), then Pi2I0 f il = f�l forall l 2 L. Any such strategy of the manager achieves the minimal total cost J� and, therefore,leads to the most e�cient utilization of network resources. Using economics terminology, thisis a problem of Nash implementation ofmaximal e�ciency [COC93]. A general description ofNash implementation of social choice functions { a special case of which is maximal e�ciency{ can be found in [HUR85]. Accordingly, let us introduce the following:



Achieving Network Optima Using Stackelberg Routing Strategies 8De�nition 2.1 Let f0 2 F 0 be a strategy of the manager and f�0 = N 0(f0). Strategy f0 iscalled maximally e�cient if it achieves the network optimum, i.e., if Pi2I0 f il = f�l for alll 2 L.Continuity of the Nash mapping implies that J(f0;N 0(f0)) is continuous in f0 2 F 0, thusit attains its minimum in the compact set F 0. Therefore, an optimal strategy of the manageralways exists. Existence of a maximally e�cent strategy, however, cannot be guaranteed ingeneral. Evidently, if a maximally e�cient strategy exists, then it is an optimal strategy ofthe manager.In the following sections, we derive necessary and su�cient conditions that guaranteeexistence of a maximally e�cient strategy of the manager. Moreover, provided that theseconditions are met, we show that the maximally e�cient strategy of the manager is uniqueand we specify its structure explicitly. Before we proceed with the analysis, let us presentan informal summary of the main results.3. Outline of Results1. In the special case of a single user, the manager can always enforce the network opti-mum, and we specify its maximally e�cient strategy.2. In the general case of any �nite number of users, the manager can enforce the networkoptimum if and only if its demand is higher than some threshold r0, in which case wespecify the manager's maximally e�cient strategy.3. The threshold r0 is feasible, in the sense that the total demand of the users plus r0 islower than the total capacity of the network. Thus, for every set of users (whose totaldemand r is less than the total capacity C) there are managers that can enforce thenetwork optimum.4. In heavily loaded networks it is \easy" for the manager to enforce the network optimum(i.e., the threshold r0 is small).5. As the number of users increases, it becomes harder for the manager to enforce thenetwork optimum (i.e., the threshold r0 increases).6. The higher the di�erence in the throughput demands of any two users, the easier itbecomes for the manager to enforce the network optimum. Conversely, the thresholdr0 is highest when the demands of all users are equal.



Achieving Network Optima Using Stackelberg Routing Strategies 97. In the case of an in�nite number of users, the manager cannot, in general, enforce thenetwork optimum. For this case, we derive the structure of an optimal strategy of themanager, and a simple algorithm to determine it.44. Preliminary Structural ResultsThe structure of the Nash equilibrium in a system of parallel links shared by I noncooperativeusers has been investigated in [ORD93, KOR94]. The results of these references can bereadily applied to characterize the structure of the network optimum (f�1 ; : : : ; f�L) and theNash mapping N 0 : F 0 ! F�0. In this section we briey present the related results withoutproofs.Let us �rst consider the network optimum(f�1 ; : : : ; f�L). The ow f�l on link l, is decreasingin the link number l 2 L. Therefore, there exists some link L�, such that f�l > 0 for l � L�and f�l = 0 for l > L�. The threshold L� is determined by:GL� < R � GL�+1; (4.1)where: Gl = l�1Xn=1 cn �pcl l�1Xn=1pcn; l = 2; : : : ; L; (4.2)G1 = 0; GL+1 = LXn=1 cn = C:Note that cl � cl+1 implies that Gl � Gl+1 for all l 2 L.Using the optimality conditions (2.4){(2.5), it can be easily veri�ed that:cl � f�l � cl+1 � f�l+1; l = 1; : : : ; L� 1; (4.3)with equality holding if and only if cl = cl+1. Moreover, writing eq. (2.4) as p��(cl � f�l ) =pcl, and summing over any set of links A � f1; : : : ; L�g, we have:�� = " Pl2ApclPl2A(cl � f�l )#2 ; A � f1; : : : ; L�g: (4.4)4This result applies also to the case of a �nite number of users that employ suboptimal shortest-pathrouting.



Achieving Network Optima Using Stackelberg Routing Strategies 10Finally, the network optimum (f�1 ; : : : ; f�L) is given by [KOR94]:f�l = 8><>: cl � (PL�n=1 cn �R) pclPL�n=1 pcn ; l = 1; : : : ; L�0 ; l = L� + 1; : : : ; L : (4.5)Let us now consider the Nash equilibrium f�0 = N 0(f0) of the users that is inducedby strategy f0 of the manager. In order to characterize the structure of f�0, it su�ces todetermine the best reply f i of user i 2 I to the strategies of the other users and the managerthat are described by f�i. For any link l, let cil = cl � f�il denote the residual capacity ofthe link as seen by user i. Then, f i can be determined as the network optimum for a systemof parallel links with capacity con�guration ci = (ci1; : : : ; ciL). Therefore, assuming that:cil � cil+1; l = 1; : : : ; L� 1; (4.6)the ow f il is decreasing in the link number l 2 L. This implies that there exists some linkLi, such that f il > 0 for l � Li and f il = 0 for l > Li. The threshold Li is determined by:GiLi < ri � GiLi+1; (4.7)where, similarly to eq. (4.2):Gil = l�1Xn=1 cin �qcil l�1Xn=1qcin; l = 2; : : : ; L; (4.8)Gi1 = 0; GiL+1 = LXn=1 cin = C �R�i;where R�i = R � ri is the total ow o�ered to the network by all users in I0 except foruser i. Note that (4.6) implies that Gil � Gil+1 for all l 2 L.Similarly to eq. (4.5), the best reply f i of user i to strategy pro�le f�i of the other usersin I0 is given by: f il = 8><>: cil � (PLim=1 cim � ri) pcilPLim=1pcim ; 1 � l � Li0 ; Li < l � L : (4.9)Eqs. (4.8) and (4.9) indicate that the information user i needs to determine its best reply f ito any strategy pro�le f�i is the residual capacity cil seen by the user on every link l 2 L,and not a detailed description of f�i. In practice, information about the residual capacities



Achieving Network Optima Using Stackelberg Routing Strategies 11can be acquired by measuring the link delays through an appropriate estimation technique.5. Single-Follower Stackelberg Routing GameIn this section we consider the simplest case of a Stackelberg routing game, where the networkis shared by a single self-optimizing user (I = 1) and the manager. The simplicity of thismodel will allow us to elucidate both the intuition behind the structure of the manager'smaximally e�cient strategy and the methodology to derive it. Moreover, the results of thissection provide the foundation for the analysis of the general Stackelberg routing game thatwill be carried out in the following section.We start by investigating the structure of a maximally e�cient strategy f0 of the manager,provided that one exists. Let f1 = N 0(f0) be the best reply5 of the follower to f0. Then:fl = f0l + f1l = f�l ; l 2 L: (5.1)Let us �rst show that the ow f1l the follower sends on link l is decreasing in the linknumber l 2 L. Assume by contradiction that, for some n, we have 0 � f1n < f1n+1. Then, theoptimality conditions (2.7){(2.8) imply that:1cn+1 � f�n+1 + f1n+1(cn+1 � f�n+1)2 � 1cn � f�n + f1n(cn � f�n)2 ;which is a contradiction, since cn�f�n � cn+1�f�n+1 (by(4.3)) and f1n+1 > f1n (by assumption).Therefore, there exists some link L1, such that f1l > 0 for l � L1 and f1l = 0 for l > L1, thatis, the follower sends its ow precisely over the links in f1; : : : ; L1g. Furthermore, (4.3) andf1l � f1l+1 imply that for any link l, we have c1l = cl�f�l +f1l � cl+1�f�l+1+f1l+1 = c1l+1, thatis, the residual link capacities as seen by the follower preserve the order of the link capacitiesthemselves. Hence, the threshold L1 is determined by (4.7), with i = 1, as explained inSection 4. In view of eq. (5.1), it is evident that L1 � L�.The optimality conditions (2.4){(2.5) for (f�1 ; : : : ; f�L) and (2.7){(2.8) for f1 imply:c1lc1m = clcm = " cl � f�lcm � f�m#2 ; l;m 2 f1; : : : ; L1g;5In the single-follower case, the Nash mapping N 0 : F 0 ! F 1 is, in fact, the best reply function of thefollower.



Achieving Network Optima Using Stackelberg Routing Strategies 12and taking m = 1, we have:f1l = f�l � clc1 (f�1 � f11 ); l = 1; : : : ; L1; (5.2)which, together with PL1l=1 f1l = r1, give:f1l = f�l � clPL1n=1 cn ( L1Xn=1 f�n � r1); l = 1; : : : ; L1: (5.3)Hence, given that the follower sends its ow over the links in f1; : : : ; L1g, the strategy of theleader is given by: f0l = 8>><>>: clPL1n=1 f�n�r1PL1n=1 cn ; l = 1; : : : ; L1f�l ; l = L1 + 1; : : : ; L : (5.4)According to eq. (5.4), if the leader knows a priori the set of links f1; : : : ; L1g, overwhich its strategy f0 will force the follower to send its ow, then: (i) on every link l thatwill not receive any ow from the follower, it sends ow f�l , and (ii) it splits the rest ofits ow (r0 � PLl=L1+1 f�l = PL1l=1 f�l � r1) among the links that will receive ow from thefollower, proportionally to their capacities. Condition (4.7), however, depends on the leader'sstrategy f0 and cannot provide a priori knowledge about the threshold L1 to the leader. Inthe sequel, we derive an alternative condition to determine L1, that is independent of theleader's strategy. To that end, let us de�ne:Hl = l�1Xn=1 f�n � f�lcl l�1Xn=1 cn; l = 2; : : : ; L; (5.5)H1 = 0; HL+1 = LXn=1 f�n = R:Using eqs. (2.4) and (4.2), it is easy to see that:Hl = 8<: Gl=p��cl ; l = 1; : : : ; L�R ; l = L� + 1; : : : ; L ; (5.6)thus: Hl � Hl+1; l = 1; : : : ; L: (5.7)We are now ready to prove the following:Lemma 5.1 Suppose that there exists a maximally e�cient strategy f0 of the manager. Let



Achieving Network Optima Using Stackelberg Routing Strategies 13f1 = N 0(f0), and f1; : : : ; L1g be the set of links l for which f1l > 0. Then:HL1 < r1 � HL1+1: (5.8)Proof: See Appendix A. 2Remark: It can be easily veri�ed that (5.8), together with (5.7), gives:clPln=1 cn ( lXn=1 f�n � r1) < f�l ; l = 1; : : : ; L1; (5.9)cL1+1PL1+1n=1 cn (L1+1Xn=1 f�n � r1) � f�L1+1: (5.10)The expression on the left-hand-side of (5.9) and (5.10) is the ow that the manager sendson link l 2 f1; : : : ; L1 + 1g, under the assumption that link l is the last link used by thefollower. Therefore, L1 is the last link l, for which that assumption leads to f1l = f�l �f0l > 0.Indeed, if the manager assumed that the last link used by the follower is L1 +1, then (5.10)would imply f1L1+1 � 0, which would contradict the assumption.Since Hl is independent from the manager's strategy f0, for all l, condition (5.8) is alsoindependent of f0. Furthermore, in view of (5.7), it determines the threshold L1 uniquely.Therefore, if a maximally e�cient strategy of the manager exists, then it is unique and isgiven by eq. (5.4) and (5.8). To establish existence of the maximally e�cient strategy of themanager, it su�ces to show that f0 given by (5.4) and (5.8) is such that:(i) f0 is an admissible strategy of the manager, i.e., f0l � 0, l 2 L, and Pl2L f0l = r0, and(ii) f1, with f1l given by (5.2) for l � L1, and f1l = 0 for l > L1, is the best reply of thefollower to f0, i.e., f1 = N 0(f0).The proof is presented in the following theorem that gives the main result of this section.Theorem 5.2 In the single-follower Stackelberg routing game, there exists a unique maxi-mally e�cient strategy f0 of the leader that is given by:f0l = 8>><>>: clPL1n=1 f�n�r1PL1n=1 cn ; l = 1; : : : ; L1f�l ; l = L1 + 1; : : : ; L ; (5.11)



Achieving Network Optima Using Stackelberg Routing Strategies 14where L1 is determined by: HL1 < r1 � HL1+1: (5.12)Proof: FromHL1 < r1 � R = HL�+1, we conclude that L1 � L�. FromHL1+1 � r1 and (5.5)we havePL1n=1 f�n � r1. Therefore, eq. (5.11) implies that f0l � 0 for l � L1. Nonnegativity off0l for l > L1 is immediate. Furthermore, it is easy to verify thatPl2L f0l = Pl2L f�l �r1 = r0.Thus, f0 is an admissible strategy of the manager.We now proceed to show part (ii) above, i.e., that f1 is the best reply of the follower tostrategy f0 of the manager. For all l � L1, (5.9) gives f0l < f�l , thus f1l = f�l � f0l > 0.Moreover, Pl2L f1l = r1, by eq. (5.2). Hence, f1 2 F 1. Let us now show that the residualcapacities seen by the follower satisfy:c1l � c1l+1; l = 1; : : : ; L� 1: (5.13)For l > L1, this is immediate from (4.3). Moreover, from eq. (5.11), we have:c1l = clPL1n=1(cn � f�n) + r1PL1n=1 cn ; l = 1; : : : ; L1: (5.14)Since cl � cl+1, (5.13) holds for l < L1. Finally, for l = L1, we have c1L1 = cL1 � f0L1 �cL1 � f�L1 � cL1+1 � f�L1+1 = cL1 � f0L1+1 = c1L1+1, where the �rst inequality follows fromf0L1 � f�L1 , and the second from (4.3). Thus, inequality (5.13) holds. This implies thatthe best reply of the follower to f0 has the threshold structure of f1, where the respectivethreshold, say N1, is determined by G1N1 < r1 � G1N1+1. To show N1 = L1, it su�ces toshow that G1L1 < r1 � G1L1+1. This is proven in Lemma A.1 in Appendix A. Therefore, toestablish that f1 = N 0(f0), it remains to be shown that:c1l(c1l � f1l )2 = c1m(c1m � f1m)2 ; l;m 2 f1; : : : ; L1g:Using eqs. (5.14) and (5.2), this is equivalent to showing:cl(cl � f�l )2 = cm(cm � f�m)2 ; l;m 2 f1; : : : ; L1g;which holds due to the optimality conditions (2.4){(2.5) for (f�1 ; : : : ; f�L), since L1 � L�. Thisconcludes the proof of the theorem. 2The above theorem indicates that, for a single follower, the leader can always enforce



Achieving Network Optima Using Stackelberg Routing Strategies 15the network optimum, independently of the relative sizes in terms of throughput demandsof the leader and the follower. In other words, it is enough for the manager to control anonzero portion of the network ow, in order to \tame" a single sel�sh user. As will be seenin the following section, this might not be the case in the presence of multiple self-optimizingusers.6. Multi-Follower Stackelberg Routing GameLet us now proceed with the general Stackelberg routing game, where an arbitrary, but �nite,number I of self-optimizing users share the system of parallel links. The following lemmadescribes the maximally e�cient strategy of the manager { provided that one exists { as wellas the corresponding Nash equilibrium of the noncooperative users. Later, we will derivenecessary and su�cient conditions that guarantee existence of a maximally e�cient strategyof the manager.Lemma 6.1 In a multi-follower Stackelberg routing game, if there exists a maximally e�-cient strategy f0 of the leader, then it is unique and is given by:f0l = cl Xi2Il PLin=1 f�n � riPLin=1 cn � (Il � 1)f�l ; l 2 L; (6.1)where, for every user i 2 I, Li is determined by:HLi < ri � HLi+1; (6.2)and for every link l 2 L, Il = fi 2 I : l � Lig and Il = jIlj. In that case, the equilibriumstrategy f i of user i 2 I is described by:f il = 8>><>>: f�l � clPLin=1 f�n�riPLin=1 cn ; l = 1; : : : ; Li0 ; l = Li + 1; : : : ; L : (6.3)Conversely, if f0 described by (6.1) and (6.2) is an admissible strategy of the leader, then itis its maximally e�cient strategy.Proof: Assume that there exists a maximally e�cient strategy f0 of leader, and let f�0 =N 0(f0). Then, following precisely the proof of eq. (5.4) in the single-follower case, one can



Achieving Network Optima Using Stackelberg Routing Strategies 16show that for every i 2 I we have:f�il = f�l � f il = 8>><>>: clPLin=1 f�n�riPLin=1 cn ; l = 1; : : : ; Lif�l ; l = Li + 1; : : : ; L ; (6.4)and eq. (6.3) follows. Precisely as in the single-follower case, it can be seen that, for anyi 2 I, (4.6) holds, thus the threshold Li is determined by (4.7). Moreover, using eq. (6.4),one can show that (4.7) implies (6.2). Finally, using eq. (6.3) and Pi2I0 f il = f�l , l 2 L,eq. (6.1) is immediate.Suppose now that f0 given by (6.1) and (6.2) is an admissible strategy of the leader. Iffor all i 2 I, f i is given by (6.3), it is easy to see that Pi2I0 f il = f�l , l 2 L. Therefore, itsu�ces to show that f�0 = N 0(f0), or equivalently, that f i is the best reply of follower i 2 Ito the strategy pro�le f�i of the other followers and the manager. It is easy to verify thatfor any link l 2 L eq. (6.4) holds. Observe that this is the maximally e�cient strategy ofthe leader in a single-follower Stackelberg game where the follower has demand ri and thedemand of the leader is R�i, according to Theorem 5.2. Following precisely the proof of thattheorem, one can show that f i is indeed the best reply of user i 2 I to f�i. 2Note that, if a maximally e�cient strategy of the manager exists, then the induced Nashequilibrium of the followers, as described by eq. (6.3) and (6.2), has precisely the samestructure with the best reply of the follower in the single-follower case, that is given byeq. (5.3) and (5.8).Remarks:(i) f0 given by (6.1) and (6.2) might fail to be an admissible strategy of the leader; itmerely decreases/increases the capacity of link l 2 L when f0l is positive/negative.From the previous proof, it follows that, even if f0 is nonadmissible, f�0 with f i givenby eq. (6.3) for i 2 I is the induced Nash equilibrium of the followers.(ii) Under eq. (6.3), f1; : : : ; Lig is the set of links that receive ow from follower i 2 I.Thus, Il is precisely the set of followers that send ow on link l 2 L. SinceH1 = 0 < ri,i 2 I, all users send ow on link 1, that is, I1 = I.(iii) For every link l 2 L such that Il = ;, eq. (6.1) gives f0l = f�l .(iv) Since ri � ri+1, (6.2) implies Li � Li+1 for all i < I, and Il+1 � Il for all l < L.Furthermore, since ri � R = HL�+1, (6.2) implies that Li � L�, i 2 I.



Achieving Network Optima Using Stackelberg Routing Strategies 17Let us now investigate the admissibility of f0. To this end, observe that:LXl=1 f0l = LXl=1 Xi2Il clPLin=1 f�n � riPLin=1 cn � LXl=1 Ilf�l + LXl=1 f�l= IXi=1 LiXl=1 clPLin=1 f�n � riPLin=1 cn � LXl=1 Ilf�l + r0 + IXi=1 ri= IXi=1 LiXn=1 f�n � LXl=1 Ilf�l + r0 = r0; (6.5)sincePIi=1PLin=1 f�n =PLl=1 Ilf�l . Thus, f0 is admissible if and only if f0l � 0, for all l 2 L. Letus now show that this condition can be relaxed to f01 � 0. It su�ces to show the following:Lemma 6.2 Consider the (possibly nonadmissible) strategy f0 of the leader, that is given byeq. (6.1) and (6.2). For every link l > 1, we have:f0l < 0) f0l�1 < 0:Proof: Suppose that f0l < 0. Eq. (6.1), then, gives:Xi2Il PLin=1 f�n � riPLin=1 cn < (Il � 1)f�lcl � (Il � 1)f�l�1cl�1 ; (6.6)since f�l =cl � f�l�1=cl�1, as implied by the optimality conditions (2.4){(2.5) for (f�1 ; : : : ; f�L).If Il�1 = Il, then f0l�1 < 0 is immediate from (6.6). Assume that Il�1 n Il 6= ;. For alli 2 Il�1 n Il, we have Li = l � 1, and using inequality HLi < ri, one can verify that:PLin=1 f�n � riPLin=1 cn < f�l�1cl�1 ; i 2 Il�1 n Il:Summing this inequality over all i 2 Il�1 n Il, and adding it to (6.6), we obtain:Xi2Il�1 PLin=1 f�n � riPLin=1 cn < (Il � 1)f�l�1cl�1 + (Il�1 � Il)f�l�1cl�1 = (Il�1 � 1)f�l�1cl�1 ;thus f0l�1 < 0. 2The previous lemma, together with Lemma6.1, implies that a maximally e�cient strategyof the leader exists if and only if f01 given by eq. (6.1) is nonnegative. The following lemma



Achieving Network Optima Using Stackelberg Routing Strategies 18shows that f01 is an increasing function of the throughput demand r0 of the leader. Thismonotonicity property is used in the sequel to establish that a maximally e�cient strategyof the leader exists if and only if its demand is su�ciently large.Lemma 6.3 Let f01 be as in eq. (6.1). Then, f01 is a continuous increasing function of thethroughput demand r0 2 [0; C � r] of the leader.Proof: The proof is given in Lemmata B.1 and B.2, in Appendix B. 2Remark: If r0 = C�r, then R = C and the network becomes saturated. Allowing, however,r0 to take this value is a mere technicality that will be used in the proof of the followingtheorem. Note that when the network is saturated, f�l = cl for every link l 2 L.We are now ready to prove the main result of this section that is given in the following:Theorem 6.4 There exists some r0, with 0 � r0 < C � r, such that the leader in a multi-follower Stackelberg routing game can enforce the network optimum if and only if its through-put demand r0 satis�es r0 � r0 < C� r. Then, the maximally e�cient strategy of the leaderis given by eq. (6.1) and (6.2).Proof: Recall that even if f0 is nonadmissible, it satis�es the demand constraint of theleader, according to eq. (6.5). By virtue of Lemma 6.2, this implies that at r0 = 0 we havef01 � 0, since f01 > 0 would imply f0l � 0, for l = 2; : : : ; L, and the demand constraint of theleader would be violated.Suppose now that r0 = C � r. Then f�l = cl, l 2 L, and from eq. (5.5) we have Hl = 0,for l 2 L, while HL+1 = R. Thus, Li = L for every follower i 2 I. Therefore:f01 = c1 IPLn=1 f�l � rC � (I � 1)f�1 = c1(1� r=C) > 0;where positivity of f01 follows from r < C.Since f01 is continuous increasing in [0; C � r], nonpositive at r0 = 0 and positive atr0 = C � r, there exists a unique r0 2 [0; C � r), such that f01 = 0 at r0 = r0. Thus, f01 � 0if and only if r0 2 [r0; C � r), and the result follows. 2As seen by the previous proof, the threshold r0 of the leader is the unique solution of theequation \f01 (r0) = 0" in r0 2 [0; C � r). Since f01 is an increasing function of r0, thisequation can be easily solved using standard numerical techniques.



Achieving Network Optima Using Stackelberg Routing Strategies 19The above theorem implies that, for any �nite set of followers with total demand r thatdoes not exceed the total capacity C of the system, there is always a (feasible) leader, withr0 � r0 < C � r, that can enforce the network optimum. Moreover, when r ! C, we haver0 ! 0, meaning that in heavily loaded networks it su�ces to control just a small portion ofthe ow in order to drive the system into the network optimum. Even though this behaviormight seem surprising, it has a rather intuitive explanation. In the heavy load region, theaverage delay increases rapidly to in�nity, thus small changes in the ow con�guration resultin drastic changes of the average delay. Therefore, although the leader controls only a smallpart of the total ow, it has the power to steer the network to the desired network optimum.This result is quite encouraging, because it is in heavily loaded networks where the presenceof a manager/leader is particularly important.The threshold r0 on the leader's throughput demand depends on the number and thethroughput demands of the followers. This dependence is investigated in the following sec-tion.6.1 Properties of the Leader Threshold r0Let us �rst examine the dependence of r0 on the number of followers, when their throughputdemand r is �xed. To simplify the formulation of the problem, we concentrate on followerswith identical throughput demands, i.e., with ri = rj for all i; j 2 I. This class of followerswill be referred to as identical followers, and the special structure of their Nash equilibriumhas been investigated in [ORD93]. The following proposition shows that as the number offollowers increases, it becomes harder for the leader to enforce the network optimum.Proposition 6.5 Suppose that the followers are identical and their total throughput demandr is �xed. Then, the minimum throughput demand r0 that enables the leader to enforce thenetwork optimum (f�1 ; : : : ; f�L) is nondecreasing in the number of followers.Proof: By the de�nition of r0, it su�ces to show that, with the demand r0 of the leader�xed, f01 is nonincreasing in the number of followers. Let f0 and f̂0 be the strategy of theleader, given by eq. (6.1) and (6.2), when there are I and I + 1 followers, respectively. Notethat in both cases the network optimum (f�1 ; : : : ; f�L) is the same, since it depends on thetotal throughput demand R = r0 + r, and not on the number of followers. Therefore, Hl isthe same in both cases, for all l 2 L.Since the followers are identical, their associated thresholds are equal, according to (6.2).Let L1 and L̂1 be the thresholds when there are I and I + 1 followers, respectively. In theformer case, the demand of each follower is r=I and in the latter r=(I + 1). Therefore, (6.2)



Achieving Network Optima Using Stackelberg Routing Strategies 20implies that L� � L1 � L̂1. From eq. (6.1), we have:f01c1 = IPL1n=1 f�n � rPL1n=1 cn � (I � 1)f�1c1 ; f̂01c1 = (I + 1)PL̂1n=1 f�n � rPL̂1n=1 cn � I f�1c1 :Hence, to prove f01 � f̂01 , we have to show:IPL1n=1 f�n � rPL1n=1 cn � IPL̂1n=1 f�n � rPL̂1n=1 cn � PL̂1n=1 f�nPL̂1n=1 cn � f�1c1 (6.7)The expression on the right-hand-side of (6.7) is nonpositive, since f�1=c1 � f�l =cl, for alll � L�, as implied by the optimality conditions for (f�1 ; : : : ; f�L). Therefore, it su�ces toshow that: IPL1n=1 f�n � rPL1n=1 cn � IPL̂1n=1 f�n � rPL̂1n=1 cn : (6.8)Since (6.8) holds trivially for L1 = L̂1, we only need to consider the case L1 > L̂1. Withoutloss of generality, assume that L̂1 = L1 � 1. Then, (6.8) is equivalent to:rI � L1�1Xn=1 f�n � f�L1cL1 L1�1Xn=1 cn = HL1 ;which is true, by the de�nition of the threshold L1. This concludes the proof. 2Let us now concentrate on the dependence of r0 on di�erences of the demands of thefollowers, when their total throughput demand r is �xed. The following proposition showsthat the higher the di�erence in the throughput demand of any two followers, the easier itbecomes for the leader to enforce the network optimum.Proposition 6.6 Suppose that the total throughput demand r of the followers is �xed. Then,for any two followers j and k, the minimum throughput demand r0 that enables the leader toenforce the network optimum (f�1 ; : : : ; f�L) is nonincreasing in jrj � rkj. Therefore, r0 attainsits maximum value when all followers are identical.Proof: Suppose that rj � rk, and let f0 be the strategy of the leader given by eq. (6.1). Itsu�ces to show that if the demands of the followers become rj+" and rk�", 0 � " � rk, andf̂0 is the resulting strategy of the leader { according to eq. (6.1) { then f̂01 � f01 . Since thetotal demand of the followers is �xed, the network optimum (f�1 ; : : : ; f�L) and the threshold



Achieving Network Optima Using Stackelberg Routing Strategies 21Li of every follower i 2 I n fj; kg remain the same. Therefore, it su�ces to show that:�(") � PLjn=1 f�n � rj � "PLjn=1 cn + PLkn=1 f�n � rk + "PLkn=1 cn ; (6.9)is an nondecreasing function of " 2 [0; rk].Note that Lj and Lk in eq. (6.9) are also functions of ". In particular, (6.2) implies thatLj is nondecreasing and Lk nonicreasing in ". Then, it is easy to see that there exists a �nitenumber of points �1 < : : : < �M in (0; rk), such that:(i) for all " in the same interval [0; �1], (�m; �m+1], m = 1; : : : ;M � 1, (�M ; rk], both thethresholds Lj and Lk remain the same, and(ii) at any point �m, either Lj is increased, or Lk is decreased.Clearly, � is continuous in every interval [0; �1], (�m; �m+1], m = 1; : : : ;M � 1, (�M ; rk].Using precisely the same technique as in the proof of Lemma B.1 in Appendix B, it is easy tosee that � is also continuous at every point �m, m = 1; : : : ;M . Therefore, it is a continuousfunction of " 2 [0; rk]. Hence, to show that it is also nondecreasing, it su�ces to show thatit is nondecreasing in every (�m; �m+1] interval, where the thresholds Lj and Lk are �xed.But this is immediate from eq. (6.9), since Lj � Lk implies that "(1=PLkn=1 cn � 1=PLjn=1 cn)is nondecreasing in ". This completes the proof. 2Let us now demonstrate the properties of r0, established in the previous propositions,by means of a numerical example. We consider a system of parallel links with capacitycon�guration c = (12; 7; 5; 3; 2; 1), shared by I identical followers with total demand r. Thethreshold r0 of the leader is depicted in Figure 1 as a function of r, for various values of I. Inthe same �gure, we also show the saturation line \r0+ r = C". From the �gure, one can seethat r0 always lies below the saturation line, in accordance with Theorem 6.4. Furthermore,r0 increases with the number of users.From the same �gure, we observe that in the light load region (i.e., when the total demandr of the followers is low compared to the total capacity C) r0 increases with r, that is, thehigher the demand of the followers, the more di�cult it becomes for the leader to drivethe system to the network optimum. In the moderate and heavy load regions, on the otherhand, r0 is decreasing in r. This behavior has been explained in the discussion followingTheorem 6.4.Note that in the light load region, the curves for the various values of I have a commonpart. This behavior can be explained as follows. In the corresponding load region, r is such
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Total follower demandFigure 1: Leader threshold as a function of total follower demand.that the followers send their ow only on the link with the highest capacity, i.e., on link 1.Therefore, f01 = f�1 � r and it is independent of the number of followers I, thus so is r0.7. Practical ConsiderationsIn this section we discuss some practical issues regarding the proposed mechanism of enforc-ing the network optimum by means of the manager's routing strategy.7.1 ScalabilityAssume that the manager can enforce the network optimum, i.e., that its throughput de-mand satis�es r0 � r0. According to Lemma 6.1, the manager can determine its maximallye�cient strategy f0 by eq. (6.1) and (6.2). In order to do so, it must have information aboutthe throughput demand ri of every user i 2 I, and about the network optimum (f�1 ; : : : ; f�L).The network optimum can be readily computed from eq. (4.5) and (4.1), given the total loadR o�ered to the network. Hence, the manager needs only information about the through-put demand of every user. If user ows are accepted by means of some admission controlmechanism, this information can be readily available to the manager.6 Each time a userarrives to or departs from the network, the manager can simply adjust its strategy to themaximally e�cient one, using the information about the throughput demand of that user.In that sense, the proposed mechanism of enforcing the network optimum by means of themanager's routing strategy is scalable.6Otherwise, it has to obtain estimates of the user loads through measurements.



Achieving Network Optima Using Stackelberg Routing Strategies 237.2 Achieving the Threshold r0An important question that arises from the present work is whether and how the managercan satisfy the necessary and su�cient condition that allows it to drive the system to thenetwork optimum. As indicated by Proposition 6.5, the minimum demand r0 that enablesthe manager to enforce the network optimum decreases with the number of noncooperativeusers. Therefore, one way to achieve this threshold is to provide incentives to \small" usersto join \larger" (but still self-optimizing) network entities, such as Virtual Networks. Itis worth noting that, while bifurcated routing might seem impractical in the single (small)user case, a VN control entity can implement (optimal) bifurcation by routing the ow ofdi�erent VN users over its various paths.An alternative way to achieve the loading threshold r0 is to provide incentives to the(noncooperative) users to join a \social" entity (e.g., a \social" VN), that is, one whose owis directly controlled by the manager. This way, not only the number of noncooperativeusers is reduced, but also the total ow controlled by the manager is increased.A key question is, then, what are the possible incentives that would persuade a user tojoin such larger network entities. One way to achieve this is through appropriate pricingmechanisms. A user may decide to join a VN controlled by the manager, for example,provided that lower prices would compensate for loosing control of its ow. Moreover, themanager has the exibility to provide di�erent grade of service to the various VNs (or users)it controls, by routing their ow over di�erent paths, while still implementing the maximallye�cient strategy for the total ow it controls. The manager can, then, charge a VN (or user)according to the grade of service that it receives. Since pricing is one of the key factors forthe deployment of future broadband/multimedia networks, investigating such mechanismsis a challenging problem for future research.8. Simple-Follower Stackelberg Routing GameIn the previous sections we have assumed that the behavior of each user is mandated by thedesire to minimize an individual cost function, namely, its average time-delay. In practice,however, users often employ simpler, suboptimal routing strategies, due to complexity con-siderations. Many typical routing schemes, for example, send ows through shortest paths(paths of minimal delay), without accounting for delay derivatives or bifurcating ows. Thismotivates the following:De�nition 8.1 A user is said to be simple if it routes its ow through links (or paths) ofminimal delay.



Achieving Network Optima Using Stackelberg Routing Strategies 24In this section, we consider a system of parallel links shared by a set of simple users andthe manager. The Nash equilibrium of a set of simple users sharing a system of parallellinks with capacity con�guration c is unique with respect to the total link ows [ORD93].Therefore, the set of simple followers can be viewed as a single follower that routes itsow over links of minimal delay. Based on this observation and for the sake of simplicity,throughout this section we adopt the notation of the single simple follower case, keeping inmind that the analysis applies for any number of simple followers. For instance, the totalow sent by the simple followers on link l will be denoted by f1l .Suppose that the manager employs a strategy f0 2 F 0. Then, the simple followers arepresented with a system of parallel links with capacity con�guration c� f0. Therefore, theirinduced Nash equilibrium7 f1 = N 0(f0) is unique { in total link ows { and the correspondingnecessary and su�cient conditions require the existence of some �1, such that [KOR94]:�1 = Tl = 1cl � f0l � f1l ; if f1l > 0; (8.1)�1 � Tl = 1cl � f0l ; if f1l = 0; (8.2)for all l 2 L. From (8.1){(8.2), it is easy to see that users that route according to theoptimality conditions (2.7){(2.8) become simple as their population grows to in�nity andtheir individual demands become in�nitesimally small, while their total demand remains r.This is the typical scenario in a transportation network.Recall that, when the followers are identical, as their number increases, it becomes moredi�cult for the manager of enforce the network optimum (Proposition 6.5). Since the caseof simple followers is equivalent to that of an in�nite number of identical self-optimizingfollowers, one would expect that it corresponds to the worst case scenario for the manager.Indeed, let us now explain that in the simple-follower case the manager cannot force, ingeneral, the network optimum (f�1 ; : : : ; f�L), independently of its throughput demand. To seethis, assume that cl > cl+1 for all links l, and that the throughput demand of the simplefollowers is r > f�1 . Suppose that a maximally e�cient strategy f0 of the manager exists,and let f1 = N 0(f0). Since r > f�1 � f�l , l 2 L, it is evident that the simple followers shiptheir ow over at least two links, say m and n, in L. Then, (8.1) implies cm � f�m = cn� f�n,while the optimality conditions for (f�1 ; : : : ; f�L) give cm � f�m > cn � f�n. Therefore, for anyr0 2 [0; C � r), the manager cannot force the network optimum, i.e., a maximally e�cientstrategy of the manager does not exist. Intuitively, the simple followers, by equating the7By abuse of notation, throughout this section N 0 denotes the Nash mapping in the simple-follower case.



Achieving Network Optima Using Stackelberg Routing Strategies 25delay on all links they send their ow to, do not allow the manager to drive the system tothe network optimum.In view of this negative result, in the remaining of this section, we concentrate on theproblem of determining an optimal strategy of the manager, that is, a strategy f0 2 F 0 thatminimizes the total cost J(f0;N 0(f0)).8 Let us start with the following:Lemma 8.2 There exists an optimal strategy of f0 of the leader, such that, if f1 = N 0(f0),then, for every link l 2 L, we have:f1l+1 > 0 ) f1l > 0: (8.3)Proof: Let f̂0 be an optimal strategy of the leader and f̂1 = N 0(f0). Assume that f̂0 is suchthat (8.3) does not hold. Based on f̂0, we will construct another optimal strategy f0 of theleader that satis�es (8.3).Let us �rst assume that there exists exactly one link n, such that f̂1n = 0 and f̂1n+1 > 0.Then (8.1) and (8.2) give:cn � f̂0n � cn+1 � f̂0n+1 � f̂1n+1 < cn+1 � f̂0n+1: (8.4)Consider now a strategy f0 of the leader, such that:f0n = cn � cn+1 + f̂0n+1; f0n+1 = cn+1 � cn + f̂0n; (8.5)f0l = f̂0l ; l 2 L n fn; n+ 1g:Using (8.4) and (8.5), it is easy to verify that 0 � f0n < cn, 0 < f0n+1 < cn+1, andPl2L f0l = Pl2L f̂0l = r0, i.e., f0 is an admissible strategy of the leader. Throughout thisproof, \hat" values will refer to strategy f̂0 of the leader, while \non-hat" values to strategyf0. For example, ĉ1l denotes the residual capacity of link l as seen by the simple users whenthe leader employs strategy f̂0. Eq. (8.5) implies that:c1n = ĉ1n+1; c1n+1 = ĉ1n; (8.6)c1l = ĉ1l ; l 2 L n fn; n+ 1g:8Using the methodology developed in [KOR94], it is easy to show that the Nash mapping is continuousin the case of simple followers. Hence, the total cost is a continuous function of the manager's strategy and,therefore, a minimizing strategy f0 2 F 0 exists.



Achieving Network Optima Using Stackelberg Routing Strategies 26In other words, the followers are presented with exactly the same residual link capacitiesunder both f0 and f̂0, but with the roles of links n and n + 1 interchanged. Therefore, iff1 = N 0(f0), we have: f1n = f̂1n+1 > 0; f1n+1 = f̂1n = 0; (8.7)f1l = f̂1l ; l 2 L n fn; n+ 1g:Eqs. (8.6) and (8.7) imply that J1n = Ĵ1n+1, J1n+1 = Ĵ1n = 0 and, therefore, J1 = Ĵ1. Letus now consider the cost of the leader. Note that eqs. (8.6) and (8.7), together with theoptimality conditions (8.1){(8.2), imply Tn = T̂n+1 � T̂n = Tn+1, while the delays on allother links are the same under both f0 and f̂0. Thus, using eq. (8.4), we get:J0 � Ĵ0 = (cn � cn+1)(T̂n+1 � T̂n) � 0:Therefore, J � Ĵ and since f̂0 is an optimal strategy of the leader, we conclude that J = Ĵ,i.e., f0 is also an optimal strategy. Note that f0 satis�es (8.3).Similarly, if f̂0 is such that f̂1 = N 0(̂f0) violates (8.3) in more than one link, we canconstruct inductively an optimal strategy f0 of the leader so that (8.3) is satis�ed. 2Let f0 be an optimal strategy of the leader, such that the Nash equilibrium f1 = N 0(f0) ofthe simple followers satis�es (8.3). Then, there exists some link L1 2 L, such that f1l > 0 forall links l � L1, and f1l = 0 for all l > L1. The previous lemma implies that we can restrictour attention to strategies of the leader, such that the Nash equilibrium of the followers hasprecisely this threshold structure. In the sequel, we derive an algorithm to determine suchan optimal strategy of the leader.Suppose that f0 is an optimal strategy of the leader, f1 is the Nash equilibrium of thesimple followers and f1; : : : ; L1g the set of links l with f1l > 0. Then, eq. (8.1) gives:�1 = L1PL1n=1 cn �PL1n=1(f1n + f0n) : (8.8)Therefore, (f0; f1) is a solution to the following optimization problem:min(f0;f1) LXl=1 f0l + f1lcl � (f0l + f1l ) ; (8.9)subject to: cl � (f0l + f1l ) = PL1n=1 cn �PL1n=1(f1n + f0n)L1 ; l = 1; : : : ; L1; (8.10)



Achieving Network Optima Using Stackelberg Routing Strategies 27cl � (f0l + f1l ) � PL1n=1 cn �PL1n=1(f1n + f0n)L1 ; l = L1 + 1; : : : ; L; (8.11)L1Xl=1 f1l = r (8.12)LXl=1 f0l = r0; (8.13)f1l > 0; l = 1; : : : ; L1; f1l = 0; l = L1 + 1; : : : ; L; (8.14)f0l � 0; l = 1; : : : ; L: (8.15)According to eq. (8.8), constraints (8.10){(8.11) are precisely (8.1){(8.2), which guaranteethat f1 = N 0(f0).Consider now the following optimization problem, with respect to the total link owcon�guration (f1; : : : ; fL): min(f1;:::;fL) LXl=1 flcl � fl ; (8.16)subject to: cl � fl = PL1n=1 cn �PL1n=1 fnL1 ; l = 1; : : : ; L1; (8.17)cl � fl � PL1n=1 cn �PL1n=1 fnL1 ; l = L1 + 1; : : : ; L; (8.18)L1Xl=1 fl � r; (8.19)LXl=1 fl = R; (8.20)fl � 0; l = 1; : : : ; L: (8.21)Let P1(L1) denote the problem described by (8.16){(8.21), and J�(L1) the cost at its optimalsolution, provided that one exists. If P1(L1) is infeasible, de�ne J�(L1) = 1. The cost tobe minimized in P1(L1) is a convex function of (f1; : : : ; fL), therefore, if an optimal solutionexists, it is unique. Let (f1; : : : ; fL) be the optimal solution of P1(L1). For any strategy f0of the leader, such that: L1Xl=1 f0l = L1Xl=1 fl � r; (8.22)0 � f0l < fl; l = 1; : : : ; L1; (8.23)f0l = fl; l = L1 + 1; : : : ; L; (8.24)



Achieving Network Optima Using Stackelberg Routing Strategies 28it is easy to verify that, if f1 is such that f1l = fl� f0l for all l 2 L, then (f0; f1) is a solutionto the optimization problem (8.9){(8.15). Moreover, for any solution (f0; f1) of problem(8.9){(8.15), (f1; : : : ; fL) with fl = f0l + f1l for all l 2 L is a solution of problem P1(L1).If f0 is an optimal strategy of the leader, such that f1 = N 0(f0) satis�es (8.3), then theabove analysis shows that the link ow con�guration (f1; : : : ; fL) with fl = f0l + f1l for alll 2 L is the solution of P1(L1), for some L1 2 L. Then, for any L1 2 L, such that:L1 2 arg minN2L J�(N); (8.25)the optimal solution of P1(L1) is an optimal link ow con�guration and any f0 satisfying(8.22){(8.24) is an optimal strategy of the leader. Therefore, an algorithm to determine anoptimal strategy f0 of the leader is the following:1. For every N 2 L, solve problem P1(N).2. Find an L1 that satis�es (8.25).3. Let (f�1 ; : : : ; f�L) be the optimal solution of P1(L1) and choose any f0 according to(8.22){(8.24).For any N 2 L, problem P1(N) can be solved using standard convex programmingtechniques [LUE84]. In Appendix C, we present a simple iterative algorithm to solve P1(N){ or determine that it is infeasible { that is based on the explicit solution of the generalsingle-user routing optimization problem (see Section 4).9. ConclusionsThe practical inability to achieve global cooperation in many modern networking environ-ments, typically results in an ine�cient use of the network resources. This situation might beprohibitive for future broadband networks that are expected to support numerous resourceconsuming applications, such as multimedia. In recent years, a number of methods havebeen proposed to overcome this problem. These methods improve the network performanceeither through proper design of the resource con�guration and/or the service disciplines ofthe network, or by introducing some \external" component such as prices.We proposed a new method for improving the performance of noncooperative networks.This approach calls for the intervention of a social agent, namely the network manager,that tries to optimize the network performance, through the limited control that it routinelyemploys during the run time phase of the network. Speci�cally, we considered a network



Achieving Network Optima Using Stackelberg Routing Strategies 29manager that acts as a Stackelberg leader. The manager controls only part of the networkow, and is cognizant of the presence of noncooperative users. Considering a system ofparallel links, we showed that, by controlling just a small portion of the network ow, theoperating point of the system can often be driven into the network optimum. In particular,we demonstrated that a maximally e�cient strategy always exists in heavily loaded networks,i.e., the manager can enforce maximal e�ciency when it is most needed. When the usersemploy suboptimal shortest-path routing, or when their population is in�nite, the managercannot, in general, drive the system to the network optimum. For this class of users, wederived the structure of an optimal strategy of the manager and proposed a simple algorithmto determine it.It should be noted, though, that our analysis depends on the speci�c structure of themodel. The extent to which these results can be generalized is an important subject forfurther research. Nonetheless, the ability to obtain e�cient strategies for simple networkingmodels has, per se, important implications. We indicated, for example, that systems ofparallel links appropriately model scenaria that become common in modern networking.Indeed, current practices tend to decrease the degrees of freedom in networks, as is the case,for example, when bandwidth is separated among virtual paths. The present work indicatesthat such practices make the network less vulnerable to the de�ciencies of noncooperation.This is yet a further indication of the potential bene�t of decoupling complex structures ina network.AcknowledgmentsThe research reported here was supported by the O�ce of Naval Research under Contract# N00014{90{J{1289.



Achieving Network Optima Using Stackelberg Routing Strategies 30APPENDIXA. Single-Follower Stackelberg Routing GameIn this appendix we give the proofs of some of the results in Section 5. Recall that, if themanager employs the strategy f0 given by eq. (5.4), then the residual capacity seen by thefollower on any link l � L1 is:c1l = clPL1n=1(cn � f�n) + r1PL1n=1 cn ; l = 1; : : : ; L1: (A.1)Proof of Lemma 5.1: Since the follower sends its ow precisely over the links in f1; : : : ; L1g,we have G1L1 < r1 � G1L1+1.Let us �rst show that HL1 < r1. Using eqs. (4.8) and (A.1), r1 > G1L1 is equivalent to:r1 > 24L1�1Xn=1 cn �pcL1 L1�1Xn=1 pcn35 PL1n=1(cn � f�n) + r1PL1n=1 cn ;or: r1pcL1 L1Xn=1pcn > 24L1�1Xn=1 cn �pcL1 L1�1Xn=1 pcn35 L1Xn=1(cn � f�n): (A.2)Since L1 � L�, taking A = f1; : : : ; L1g in eq. (4.4), we get:p�� = PL1n=1pcnPL1n=1(cn � f�n) : (A.3)Thus, (A.2) is equivalent to:r1 > 1p��cL1 24L1�1Xn=1 cn �pcL1 L1�1Xn=1 pcn35 = GL1p��cL1 = HL1:Let us now proceed to show that r1 � HL1+1. If f�L1+1 = 0, then L� = L1 and HL1+1 =R > r1, by (5.6). Therefore, we concentrate on the case where f�L1+1 > 0. Using eqs. (4.8)and (A.1), r1 � G1L1+1 is equivalent to:r1 � L1Xl=1 clPL1n=1(cn � f�n) + r1PL1n=1 cn �qcL1+1 � f�L1+1 L1Xl=1pclqPL1n=1(cn � f�n) + r1qPL1n=1 cn ;



Achieving Network Optima Using Stackelberg Routing Strategies 31or, after some algebraic manipulation, to:r1 � 1cL1+1 � f�L1+1 "PL1n=1(cn � f�n)PL1n=1pcn #2 L1Xn=1 cn � L1Xn=1(cn � f�n);and, using eq. (A.3), equivalent to:r1 � 1cL1+1 � f�L1+1 1�� L1Xn=1 cn � PL1n=1pcnp�� : (A.4)Since f�L1+1 > 0, eq. (2.7) gives cL1+1 � f�L1+1 = qcL1+1=��, and (A.4) is equivalent to:r1 � 1q��cL1+1 24 L1Xn=1 cn �pcL1+1 L1Xn=1pcn35 = GL1+1q��cL1+1 = HL1+1: (A.5)2Let us now proceed with the following lemma that is used in the proof of Theorem 5.2.Lemma A.1 Consider the strategy f0 of the manager that is given by (5.11) and (5.12).Then, we have G1L1 < r1 � G1L1+1.Proof: From (5.12), we have HL1 < r1 � HL1+1. As explained in the proof of Theorem 5.2,L1 � L�. Then, as shown in the proof of Lemma 5.1, HL1 < r1 is equivalent to G1L1 < r1.Let us now show that: r1 � G1L1+1: (A.6)As seen in the proof of Lemma 5.1, if f�L1+1 > 0, then (A.6) is equivalent to r1 � HL1+1.Therefore, we only need to establish (A.6) in the case where f�L1+1 > 0. In that case, (A.6)is equivalent to (A.4). Furthermore, (2.8) implies that cL1+1 � f�L1+1 = cL1+1 � qcL1+1=��.Thus, to show (A.4) it su�ces to show (A.5), which holds true. 2B. Multi-Follower Stackelberg Routing GameIn this appendix we present the proof of Lemma 6.3. The proof is given in the following twolemmata. The �rst establishes that f0, given by eq. (6.1) and (6.2), is a continuous functionof the leader's demand r0, while the second shows that f01 is an increasing function of r0.Lemma B.1 The (possibly non-admissible) strategy f0 of the leader, given by eq. (6.1) and(6.2), is a continuous function of r0 2 [0; C � r].



Achieving Network Optima Using Stackelberg Routing Strategies 32Proof: Following the methodology developed in [KOR94], it can be shown that the networkoptimum (f�1 ; : : : ; f�L) is a continuous function of the total throughput demand R 2 [0; C)and, therefore, of the demand r0 2 [0; C�r) of the leader. Furthermore, it can be easily seenthat (f�1 ; : : : ; f�L) is continuous at r0 = C � r, i.e., at the point where the network becomessaturated, where f�l = cl, for all links l 2 L. Then, eq. (5.5) implies that, for every l 2 L,Hl is a continuous function of r0 2 [0; C � r].Taking A = f1; : : : ; L�g in eq. (4.4), we get p�� = PL�l=1pcl=(PL�l=1 cl � R). Thus, �� isincreasing in r0,9 and eq. (5.6) implies that Hl is a decreasing function of r0 2 [0; C � r],for all l = 1; : : : ; L�. Then, from (6.2), the threshold Li is a nondecreasing (integer-valued)function of r0, for all i 2 I. Since there is a �nite number of followers i and Li takes valuesin a �nite set, this implies that there exists a �nite number of points �1 < : : : < �M in(0; C � r), such that:(i) for all r0 in the same interval [0; �1], (�m; �m+1], m = 1; : : : ;M � 1, (�M ; C � r] thethreshold Li of every follower i 2 I remains constant, and(ii) at any point �m, there exists at least one follower j 2 I, for which the thresholdchanges from Lj to Lj + 1,10 i.e., according to (6.2):rj = HLj+1(�m) = LjXn=1 f�n(�m)� f�Lj+1(�m)cLj+1 LjXn=1 cn: (B.1)The strategy f0 is continuous in every interval [0; �1], (�m; �m+1], m = 1; : : : ;M � 1,(�m; C � r], since (f�1 ; : : : ; f�L) is continuous in r0 and all thresholds Li are constant in eachsuch interval. Therefore, we have to show that it is also continuous at every point �m,m = 1; : : : ;M .Let j be a follower for which the threshold Lj changes to Lj+1 at r0 = �m. Without lossof generality, assume that j is the only user for which the threshold changes at this point.By its de�nition in (6.2), Lj is left-continuous at �m and so is f0:limr0"�m f0l (r0) = f0l (�m) = cl Xi2Il PLin=1 f�n(�m)� riPLin=1 cn � (Il � 1)f�l (�m); l 2 L:If Il is the set of followers that send ow on link l when r0 2 (�m�1; �m], then forr0 2 (�m; �m+1] the set of followers that send ow on link l 2 LnfLj + 1g is the same, while9Note that in view of (4.1), L� is nondecreasing with r0.10To simplify the analysis, we assume that c1 > : : : > cL, so that Hl < Hl+1, for all l = 1; : : : ; L�; caseswhere cl = cl+1, for some link l, can be handled based on elementary reasoning.



Achieving Network Optima Using Stackelberg Routing Strategies 33for link Lj + 1 it is ILj+1 [fjg. By continuity of (f�1 ; : : : ; f�L), for every link l 2 LnfLj +1g,we have:limr0#�m f0l (r0) = cl Xi2IlnfjgPLin=1 f�n(�m)� riPLin=1 cn + clPLj+1n=1 f�n(�m)� rjPLj+1n=1 cn � (Il � 1)f�l (�m);while for link Lj + 1:limr0#�m f0Lj+1(r0) = cLj+1 Xi2ILj+1 PLin=1 f�n(�m)� riPLin=1 cn +cLj+1PLj+1n=1 f�n(�m)� rjPLj+1n=1 cn �ILj+1f�Lj+1(�m):Therefore, to establish continuity at r0 = �m, we need to show that:PLjn=1 f�n(�m)� rjPLjn=1 cn = PLj+1n=1 f�n(�m) � rjPLj+1n=1 cn ;cLj+1PLj+1n=1 f�n(�m)� rjPLj+1n=1 cn = f�Lj+1(�m):It can be easily veri�ed that both the above equations are equivalent to eq. (B.1). Thus,f0 is also continuous at every point �m, m = 1; : : : ;M , and this concludes the proof of thelemma. 2Lemma B.2 Let f01 be as in eq. (6.1). Then, f01 is an increasing function of the throughputdemand r0 2 [0; C � r] of the leader.Proof: Let �m, m = 1; : : : ;M , be as in the proof of the previous lemma. Since f01 iscontinuous in r0 2 [0; C � r], in order to show that it is an increasing function, it su�ces toshow that it is increasing in every interval [0; �1], (�m; �m+1], m = 1; : : : ;M�1, (�M ; C�r],where the threshold Li of every follower i is constant. Let us concentrate on the caser0 2 (�m; �m+1]. From eq. (6.1), f01 can be written as:f01 = c1 I�1Xi=1 24PLin=1 f�nPLin=1 cn � f�1c1 35+ c1 24PLIn=1 f�nPLIn=1 cn � IXi=1 riPLin=1 cn35 : (B.2)Since, as shown in the proof of Lemma B.1, �� increases with r0, eq. (2.4) implies that f�l ,l = 1; : : : ; L�, is increasing in r0. Therefore, the second term in eq. (B.2) is increasing inr0 2 (�m; �m+1]. Solving eq. (2.4) with respect to f�l , after some algebraic manipulation one



Achieving Network Optima Using Stackelberg Routing Strategies 34can verify that: PLin=1 f�nPLin=1 cn � f�1c1 = � 1p��PLin=1pcn(pc1 �pcn)pc1PLin=1 cn � 0; i 2 I:Since �� is increasing in r0, this implies that the �rst term in eq. (B.2) is nondecreasing inr0 2 (�m; �m+1]. Therefore, f01 is increasing in r0 2 (�m; �m+1], and this concludes the proof.2C. Simple-Follower Stackelberg Routing GameIn Section 8, it was shown that an optimal strategy of the leader can be determined bysolving the optimization problem P1(L1) for all L1 2 L. In this appendix we develop aniterative algorithm to solve P1(L1), that is based on the explicit solution of the generalsingle-user routing optimization problem, that is given by eq. (4.5) and (4.1).In view of eq. (8.17), (8.16) can be written as:min(f1;:::;fL)8<:L1 PL1n=1 fnPL1n=1 cn �PL1n=1 fn + LXl=L1+1 flcl � fl9=; : (C.1)Note also that (8.21) for l = 1; : : : ; L1 is equivalent to cl � (PL1n=1 cn �PL1n=1 fn)=L1. SincecL1 � cl, for l � L1, these L1 nonnegativity constraints can be replaced by:PL1n=1 fnL1 � PL1n=1 cnL1 � cL1 : (C.2)De�ne now d, with: dl = 8<: PL1n=1 cn=L1 ; 1 � l � L1cl ; L1 < l � L ;and �L1 = max( r1L1 ;PL1n=1 cnL1 � cL1) > 0;and consider the following optimization problem in g = (g1; : : : ; gL), that will be denoted byP2(L1): ming LXl=1 gldl � gl ; (C.3)



Achieving Network Optima Using Stackelberg Routing Strategies 35subject to: dl � gl � d1 � g1; l = L1 + 1; : : : ; L; (C.4)LXl=1 gl = R; (C.5)gl � �L1; l = 1; : : : ; L1; (C.6)gl � 0; l = L1 + 1; : : : ; L: (C.7)The cost function in (C.3) is convex, therefore, if an optimal solution exists, then it isunique. Let g be the optimal solution to P2(L1). Then, it is easy to verify that d1 = : : : = dL1implies g1 = : : : = gL1 . Adding the latter as a constraint to P2(L1), (C.3) can be replacedby: ming 8<:L1 g1d1 � g1 + LXl=L1+1 gldl � gl9=; : (C.8)Consider now (f1; : : : ; fL), with:fl = 8<: cl � (PL1n=1 cn � g1)=L1 ; 1 � l � L1gl ; L1 < l � L : (C.9)Then, it is easy to verify that: L1Xl=1 fl = g1; (C.10)therefore, (f1; : : : ; fL) satis�es (8.17). In view of (C.6), it also satis�es (8.19) and (C.2),which implies the nonnegativity constraints (8.21) for l � L1. The nonnegativity constraints(8.21) for l > L1 follow from (C.7). Finally, constraints (8.18) and (8.20) coincide with (C.4)and (C.5), respectively. Therefore, (f1; : : : ; fL) satis�es the constraints of problem P1(L1).Since the cost functions in (C.1) and (C.8) are equal (according to (C.10)), we concludethat (f1; : : : ; fL) is the optimal solution of P1(L1). Similarly, if (f1; : : : ; fL) is the optimalsolution of P1(L1), then g with gl = PL1n=1 fn=L1 for l � L1 and gl = fl for l > L1 is theoptimal solution of P2(L1).Note that problem P2(L1) is a modi�ed version of the problem of optimally routing athroughput demand of R over a system of parallel links with capacity con�guration d. InP2(L1), the ow at each link l � L1 is required to be higher than a positive constant (by(C.6)), and the residual capacity of each link l > L1 is required to be less than the residualcapacity of link 1 (by (C.4)). In the sequel, we develop an algorithm to �nd the optimalsolution of P2(L1), provided that one exists, based on the explicit solution of the generalrouting optimization problem, that has been presented in Section 4.



Achieving Network Optima Using Stackelberg Routing Strategies 36Let g be the optimal solution of P2(L1). Let us start by showing that:dl � gl � dl+1 � gl+1; l = L1 + 1; : : : ; L� 1: (C.11)To see this, assume that there is some n � L1 + 1, with dn � gn < dn+1 � gn+1 � d1 � g1.Then dn > dn+1, since dn = dn+1 would contradict the �rst inequality. Consider now ĝ, withĝn = gn+1 + dn � dn+1, ĝn+1 = gn � dn + dn+1, and ĝl = gl, for all l 6= n; n + 1. It is easyto verify that ĝ satis�es the constraints of P2(L1). If J and Ĵ are the costs under g and ĝ,respectively, then Ĵ � J = (dn � dn+1)[(dn+1 � gn+1)�1 � (dn � gn)�1] < 0, which contradictsthe optimality of g.Denote the optimal solution of the problem of optimally routing demand R over d by g�.As shown in [ORD93], g� satis�es (C.4) for all l 2 L. Thus, if g�1 � �L1, g� is the optimalsolution of P2(L1), i.e., g = g�. Suppose now that g�1 < �L1. Then, g1 = �L1, since it is easyto verify that g1 > �L1 would imply g = g�, and thus �L1 < g1 = g�1 < �L1. In this case, thecost at each \link" l � L1 is �xed { recall that g1 = : : : = gL1 { and (gL1+1; : : : ; gL) minimizesthe total cost over fL1 + 1; : : : ; Lg, subject to the constraints. Let g(1) be the solution tothe problem of optimally routing demand R � L1�L1 over (dL1+1; : : : ; dL). Suppose thatdL1+1 � g(1)1 � d1 � �L1. From (C.11), g with gl = �L1 for l � L1 and gl = g(1)l�L1 for l > L1satis�es the constraints of P2(L1), thus it is its optimal solution. Similarly, if dL1+1� g(1)1 >d1��L1, then dL1+1�gL1+1 = d1��L1,11 i.e., gL1+1 is �xed and (gL1+2; : : : ; gL) minimizes thetotal cost over fL1 + 2; : : : ; Lg, subject to the constraints. Proceeding inductively (in viewof (C.11)), we either determine the optimal solution g, or conclude that P2(L1) is infeasible.The above discussion shows that an iterative algorithm to solve P2(L1) is the following:Step 0: Find the solution g� of the problem of optimally routing demand R over d. Ifg�1 > �L1, then set g = g� and go to Final Step. Otherwise, set:g1 = �L1; R(1) = R � L1�L1;and proceed to Step 1.Step n: If R(n) < 0, stop; P2(L1) is infeasible. If R(n) = 0, set gL1+l = 0 for l = n; : : : ; L�L1and go to Final Step. If R(n) > 0, �nd the solution g(n) of the problem of optimally routingdemand R(n) over (dL1+n; : : : ; dL).If dL1+n � g(n)1 � d1 � �L1, then set gL1+l = g(n)n+1�l, l = n; : : : ; L � L1 and go to Final11It is easy to see that dL1+1 � gL1+1 < d1 � �L1 implies that g(1) = (gL1+1; : : : ; gL), which contradictsdL1+1 � g(1)1 > d1 � �L1 .



Achieving Network Optima Using Stackelberg Routing Strategies 37Step. Otherwise, set:gL1+n = dL1+n � (d1 � �L1); R(n+1) = R(n) � gL1+n:If gL1+n < 0, stop; P2(L1) is infeasible. Otherwise, proceed to Step n+1 if n < L � L1, orto Final Step if n = L � L1.Final Step: If PLl=1 gl = R, then g is the optimal solution of P2(L1). Otherwise, theproblem is infeasible.
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