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Transmitter Adaptation in Multicode DS-CDMA
Systems

Tan F. Wong and Tat M. Lok

Abstract—The problem of transmitter adaptation in the form of While power control is a vital part of adapting the transmit-
adapting the spreading sequences and the transmission powers ofters, it does not exploit the full potential of transmitter adapta-
different users for a multicode direct-sequence code division mul- i £ the transmitted signals are chosen or adapted suitably,
tiple access (DS-CDMA) system is considered. Particular atten- . . . S
tion is given to a distributed algorithm, which updates each pair interference between different user mgnal_s can be minimized
of transmitter and receiver without information from other users. ~ and hence, the performance of the system improves. Two trans-
The transmitter adaptation problem and the algorithm are studied —mitter adaptation approaches have been suggested based on the
from the viewpoint of a single user, as well as the viewpoint of gssumption that linear optimal (mmse) receivers are employed
the whole system. The algorithm is shown to give either the op- at the receiving end. The first approach [11] is to precode all

timal sequences or a choice of sequences that is close to the Opfh ¢ itted si s b i ¢ f tion bef i
timal one. Simulation results show that major improvement in per- € transmitted signals by a linear transiormation betore trans-

formance can be obtained with the proposed transmission adap- Mitting to minimize the MAI. The precoding transform and the
tation scheme. The effect of restricting the choice of sequences tolinear receivers are chosen jointly to minimize the total mean

polyphase sequences is also considered. squared error (MSE) at the receivers. Because of the central-
Index Terms—Multicode CDMA, polyphase sequences, power ized nature of this approach, it can be applied to the forward
control, sequence optimization, transmitter adaptation. link only. The second approach is to choose or adapt the signa-
ture sequences of the users so that the MAI levels as seen by
|. INTRODUCTION the linear optimal receivers are reduced. An early work [12] on

this approach suggests iterative replacement of the transmission
O EXPLOIT the full potential of code division multiple sequence of a user by the weight vector obtained at the mmse
access (CDMA) systems, different reception techniquegceiver. It is shown that the resulting MSE at the receiver can
have been developed. One of the most notable techniquegdsreduced, provided that other users’ transmissions are fixed.
multiuser detection [1]-[3], where multiple access interferenggore recently, the optimization problem of choosing a set of
(MAI) is explicitly taken into account in the receiver designsignature sequences with minimum total power so that the SNR
rather than just treated as background noises. Another approggfjets of the users are met over an additive white Gaussian noise
is the use of adaptive antenna arrays. Multiple antennas are U(?QPJ'GN) channel is solved [13]. A distributed algorithm is also
at the receiver and digital beamforming techniques are used gested [14] to obtain the optimal WBE sequences for the
enhance the desired signal and suppress the interference [4].dgke where uniform SNR targets are desired. A variant of this
All these approaches focus on the receivers. ~ optimization problem in a multicarrier setting is solved indepen-
Recently, more attention has been paid to the optimizatig@ntly in [15], where centralized and decentralized algorithms
of the transmitters. Transmitter adaptation in the form of powggsed on the method of Lagrange multiplier are also devised to
control has been applied in current CDMA systems [6]. The 0Bpyve the more general problem in a fading channel.
jective of power control is to guarantee that certain SNR per-

o ) With the increasing demand for multimedia communications,
formance targets are satisfied at the receivers of all the users b : o
— . ystems should be able to support multirate communications. A
limiting the transmitted powers and, hence, the level of MAL’

Distributed power control schemes have been devised [7], [Bﬁ'cgnple waly to support “.‘“'“rate Communlcatlpns in future W'de.
. : L ) o band CDMA systems is based on the multicode approach, in
achieve this objective using the minimum amount of total trans- . . . ) ]
o L2 .~ Wwhich multiple spreading sequences for multiple transmission
mission power. The application of power control to multiuser ) . .
szgeams are assigned to a user when his/her rate requirement

receivers [in particular, the minimum mean square error (mmse ; . . .
[inp q ( ceeds the basic level. In this paper, we consider transmitter

receiver] is also proven to be useful in increasing the capaci S : .
of the system [9], [10]. g&aptatlon in the form of adapting the spreading sequences as

well as the powers of different transmissions of the users in a

synchronous multicode CDMA system.
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other users are fixed. The objective is to select a set of sequenc every Te

for the transmission streams of the user so that a uniform targ— ¥(-t) — Register (to hold z) —>®ﬂ z
SNR is achieved for each stream. In the multiuser viewpoint

all the sequences of all the users are selected jointly to achie weight vector w

a uniform SNR target with minimum total power. We note that
this problem has been considered in [13] and [15]. However, otg- 1. Distributed linear multiuser receiver for a data stream.
emphasis is on a novel distributed algorithm. With a suitable in-
terpretation, the results for the single-user multistream probleghere
can also be used in multiple-user scenarios with general noiseg,  delay between consecutive chips;
and interference and are beyond those in [13] and [15]. w carrier frequency;

As will be discussed in Section Ill, the two viewpoints, with +(¢) chip waveform.
different optimal solutions, represent different scenarios in\@le assume tha#(¢) satisfies the Nyquist criterion for zero-
wireless communication system. Although the two viewpoiniaterchip interference, and™_|+(t)|? dt = T.. For conve-
are different, we show that a single simple distributed algorithmience, we sef, to one hereafter The transmitted signal for
can be employed to iteratively select the sequences for transniige kth user consists of a sum 8f;, signals of the form in (3).
sion. We show that the algorithm gives optimal solutions for theor example, the transmitted signal for the first user is given by
single-user, single-stream, and multiuser adaptation problemy3™™ s, (¢).
For the single-user multistream problem, the algorithm provideswe now describe the channel model. We consider a syn-
a set of sequences which lie in the subspace spanned by theghpeonous CDMA system in an additive white Gaussian noise
timal sequences. Compared to the results in [12], [13], and [LBAWGN) channel. The received signal in complex baseband
our approach provides a unified treatment on the sequence omjresentation is given by
mization problem from the two equally important viewpoints.
We discuss some practical considerations, such as restricting o~ (m) e
the choice of sequences to the set of polyphase sequences, in (1) = Do e e - i) ) @)
applying the proposed algorithm in Section IV. Numerical ex- m=li=—co

amples obtained from computer simulation are provided in S%hereem accounts for the overall phase shift of th¢h signal,
tion V to illustrate the theoretical developments in the previo%dn(t) represents the AWGN.

sections. We assume that each data stream is demodulated separately.
For example, the receiver shown in Fig. 1 is employed to detect
II. SYSTEM MODEL the first data stream. We assume that carrier synchronization has
In this section, we describe the model of the muItICOdbeen achieved with the first signal. Therefore, the phase&hift

DS-CONA syste. W assume hat here amimulaneous + e 1107, <0 be taker b e ere, The fecened s
usersin the system. Thgh user, forl < k < K, generateﬂ/[k P 9 b ) P

streams of data symbols. Altogether, there Jafe- Zk M, is sampled every chip interval. To detect the Oth symbol of the
first data stream, we observe thesamples at the output of the
streams of data symbols to be transmitted. #tte stream, for

1< m < M. is aiven b chip-matched filter in the intervdD, T"), whereT = N. We
sm s MIsg y arrange theV samples into anV-dimensional vector. The
component ok due to the first signal is given b@él)al. The

(...7 bé’"), bg’"), bgm), ) . (1) component of: due to themth signal is given by
0™, ()

The data symboIBE"’) are independent random variables with
zero mean and unit variance.

The kth user generated, periodic spreading sequencegOr m > 1. Thereforez can be written as

of period N. The spreading sequence to spread-ttth data M
stream, forl < m < M, is given by z=0"a + > d* b™a,, +n (6)
m=2
(m) (m) (m) 2 I
cee @y Ay s Ay ) (2)  wheren denotes the contribution due to the AWGN.

The decision statisti& for the symbolb (1 is obtained by an
We will use the notatlon a,, to denote the vector appropriate linear combination of thié samples, i.e.,
[ay (m) (m), a ( ]T containing one period of the
sequence Z =whgz. (7)
The mth data stream is spread with theth spreading se-
quence and is then modulated to give the following signal: The weight vectosw, is chosen to maximize the SNR defined
by

®) sNro WAl

87’77/

D2 bl — AT

T=—00

(8)

Wi R1W1
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where the noise-plus-interference correlation maixs given [ll. TRANSMITTER ADAPTATION
by From the discussion in the previous section, we conclude that
M the SNR achieved by the optimal linear receiver depends on the
R; =E Z AL bé’")am +n spreading sequences. Hence, the performance of the system can
2 be optimized by suitably choosing the spreading sequences.
M " . . .
) <Z ol b(()m)am I n) A. Single-User Single-Stream Adaptation
m=2 First, let us consider the problem from the point of view of
M a single user and assume that all other users do not adapt their
— Z amall + I (9) transmitters. A possible practical scenario described by this
oyt problem is that a new user with high priority is admitted into

) _ the system and is about to adapt his/her transmission sequences.
with 7 as the power spectral density of the AWGN. It can bgpe system needs to sacrifice the performance of the existing
shown that the weight vector that maximizes the SNR is giVRers to guarantee performance level of this user. Without loss
by of generality, we focus on the first user. To obtain some insights

on the general problem, we start with the simple case where
the first user is transmitting only one stream of data symbols,
i.e., M; = 1. The goal of the first user is to achieve a target
ySNR’y with the minimum amount of power. With the optimal
linear receiver, this goal can be formulated as the following the

w; = R['a;. (10)

With this optimal weight vector, the resulting SNR is given b

_ JHp-1
SNRy =ar R . (11) optimization problem:
Equivalently, we can also select the weight vestgrto be min [|ay |2
Wi, = R;lal (12) SUbjeCt to
where the total correlation matri is given by aRi'a; = 1. (17)
Ry = E[zz!]] = R, +aall. (13) Equivalently, the constraint can be rewritten as
Hp -1

. . . . . = 1
This alternative choice of the weight vector also maximizes the a Ryar =¢ (18)
SNR since where¢ = ~/(1 + ), and the total correlation matriRr

. 1 . is given by (13). A closed-form solution for this optimization
Ry a = R; a; (14)  problem can be readily obtained by the method of Lagrange

Hp-—-1
T+a’Ri"a multiplier. The solution of the optimization problem must sat-

i.e,R7'a; is just a scalar multiple dR; " a; [3]. We note that isfy the following equation:

a blind multiuser detector [3] is obtained by this choice of the
weight vector sincr can be readily estimated from the re-
ceived signal. A useful alternative expression for the maximuwhere« is the Lagrange multiplier chosen to satisfy the con-
SNRin (11) is straint. Hencea; should be chosen as an eigenvectdi’lrg_fl or,
equivalently, an eigenvector &f;. With this choice, the power

Ri'a; = aa; (19)

SNR, = afRy'a (15) IS given by|lay||* = ~/a. Hence, to minimize the powest,
1-— a{{R;lal should be chosen as the eigenvector associated with the smallest
eigenvalue); n of Ry, and|ja;||? = Ai, vy (@ssuming the
where0 < a{{R;Ial <L eigenvalues oR; are distinct). This optimal choice of the se-

The above discussion applies to any data stream by simglyence has a simple physical interpretation. Each eigenvector of
replacing the subscriptindex 1 with the index of the data streaR, represents a “channel” in the CDMA system, and the corre-

We also note [13], [15] that sponding eigenvalue indicates the amount of interference in that
v channel. To minimize the transmission power, a new data stream
Z agR;lam <N (16) should, of course, choose the channel (the sequence) with the

least amount of interference.

m=1

The addition of the data stream of the first user to the system
whereN is the spreading gain. Because of the above equati@auses the SNR performance of the existing data streams to de-
we can associate the important physical interpretation to theade. Equivalently, the effective bandwidth usages of the ex-
quantitya’ R;lam that it represents the “effective” amount ofisting data streams are reduced. The degree of this reduction in
bandwidth [13], [15] out of the total spectrum used by thiéh the effective bandwidth usages of the existing data streams pro-
data stream. We will refer to the quantﬁ\zR;lam as theef- vides us another way to characterize the optimal choice, of

fective bandwidth usagef the mth data stream. described above. First, the total effective bandwidth usage of all



72 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 19, NO. 1, JANUARY 2001

the existing data streams after the addition of the first user’s d&a Single-User Multistream Adaptation

stream is given by Now, we try to generalize the results in the previous section to

the case in which the first user transmits more than one stream of
data symbols. We still assume that all other users do not adapt
their transmitters. In this case, the goal of the first user is to
achieve the target SNRs for all his/her data streams with the
minimum amount of total power. For simplicity, we assume a
uniform target SNRy for all the data streams of the first user.

M
agR;lam
m=2
M
= Z a(R; +ajaff)1a,,

m=2 Mathematically, the optimization problem is given by
m=2 e 1TarRia min Z |IESE
= Hp -1 a{{(Rl_l — 77R1_2)a1 . "
= g::;‘le m = = TR ey (20)  subject to
. . . . agR;llarn =7 (23)

We note that the first term on the right-hand side of (20) is the
total effective bandwidth usage of all the existing data streamy 1 < m < M;, where
before the addition of the first user’s data stream, and the second
term represents the reduction in the total effective bandwidth R, = Z apaf + 7l (24)
usage of all the existing data streams caused by the addition of pEm

the new data stream. Itis easy to see (e.g., by using the method of .
Langrange multiplier) that when the effective bandwidth usaggiuivalently,
of the new data stream is constrained ta bthe reduction term

is minimized by choosingy; to be the eigenvector associated

with the smallest eigenvalue &, as before. In summary, thesor | < 1, < M, where¢ = ~/(1 + 7). In the discussion

optimal choice ok, described above minimizes the penalty 0Bg|qy, it is more convenient to group all the sequences of the
the Fc.)tal effective bandwidth of the existing data streams for thes; ser together to form th& x M, matrix
addition of a new one.

To select this optimal sequence, the transmitter of the first Ay, =[ar ay - ap] (26)
user needs to stay idle until the receiver finishes estimating
solves the eigen-problem, and feeds back the optimal sequee.note that the total correlation matii- is now given by
To prevent the transmitter from staying idle, iterative algorithms
to calculate the optimal sequence can be developed based on the Rr=Ri.m, + AL ALy, (27)
well-known power method [16]. Proposition 1, whose proof is

the constraints in (23) can be rewritten as

agR;lanl = C (25)

given in Appendix A, gives an example of such algorithms. where

Propostion 1: Assume thaR.; has distinct eigenvalues. Let M
A1, n be the eigenvalues arranged in a descending order. Given Ry = Z amag + 7l (28)
any initial vectora; [0],t which is not orthogonal to the eigen- m=M+1

vector associated with; _ x-, and if the constant gaipis greater

than A, , then the iterative procedure is the noise-plus-interference correlation observed by the first

user.
1) Using the notation developed above, we can rewrite the opti-

j 4+ 1] = gR7 [jlas [y - ) ) .
il +1] = gRy [l ] mization problem in (23) in matrix form

converges. Further, i is chosen to be .
9 5 min tr[A{ , Ar]

g=A.n(14+7) (22)  subject to

the target SNRy is achieved with the minimum transmission diadA{’ ,, (A1.an Al +Riy) F AL = (T
powerA; nv. (29)

We note that since the first user’s transmitter is not idle duringhere the notation| -] indicates the trace of a matrix, and the
the iterative process, itis more convenient to emfRayin the operator diafy |2 takes the diagonal of a matrix to form a diag-
algorithm as it can be estimated directly from the observati@mal matrix.
vectors. The multistream optimization problem in (23) is much more

complex than the single-stream problem. However, one would

expect that the intuition in the single-stream case extends to the
1we use the notatiofy] to emphasize that a quantity is varying from iteration
to iteration. For exampleéR 7" [j] means the matrix value &' at thejth 2ANe also use the notatiatiag[x:, =3, ..., 2] to represent a diagonal ma-
iteration. trix with @4, x2, ..., 2 as the diagonal elements.
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multistream problem. Proposition 2, whose proofis givenin Ager ¢ = M, + 1, ..., M;. Furthermore
pendix B, makes such intuition concrete by saying that the op-

timal sequences lie in the subspace spanned by the eigenvectors

corresponding td/; smallest eigenvalues &; ..., .
Proposition 2: Supposel/; < N.LetR;.. ., = UAU#
be the spectral factorization of the mat;...,;, with the

eigenvalues),, of R;..p;, arranged in a descending order

in the diagonal matrixA. Let 3;, for ¢ =
solution of the optimization problem

1, ..., M; be the

My

min Z )‘N—J\ll +Zﬁl

i=1
subject to
My
Bi Y
=M, =M
;14—& 1= M

0SB LB < By (30)
Construct theV x M; matrix U from the lastd/; columns
(keeping the original order) ot and theM; x M; unitary
matrix V such that the diagonal elements of

B B2 Bmy :|VH
1+ 37 1+587 7148,

Vdiag [

are all equal ta. Then

Ay, =Udiag [\//31)\1\f—1\41+1, VBAN_M 2,

VB AN} vH (31)

is a solution to the optimization problem in (23), and'Sing them. This is achieved by settifg, .. .. :
iAnother important observation from Propositions 2 and 3 is that

the resulting minimum total transmission

M
2 ict AN— My +ifi-

power

1
M, — M, — MiC
B = M,
Z VAN-Mi+m
S ~1 fM,+1<i<M,
L VAN—M, +i

(35)
is a solution to the optimization problem in (30).

We note that since Propositions 2 and 3 hold for any noise-
plus-interference matriR;...,s, , they actually characterize the
general solution of the multistream optimization problem for
any type of noises and interference. Furthermore, we may also
assume that the streams come from multiple users, instead of
coming from the same user. Then, the propositions solve the
multiuser optimization problem for any type of noises and in-
terference and are beyond those in [13] and [15], which deal
with AWGN channels.

The physical interpretation of Proposition 2 is similar to that
of the single-stream case, i.e., we should useithdeast con-
gested “channels” to add new data streams to minimize the total
transmission power required. The exact choice within Mie
least congested channels is specified by Proposition 3. The in-
tegerM., in Proposition 3 has the physical meaning that the first
M, channels of thelZ; channels chosen by Proposition 2 are
still overcongestedindicated by the fact that the eigenvalues
corresponding to thes®,. channels are still large compared to
the eigenvalues corresponding to the othér— M, channels.
Since thesé/, channels are overcongested, it would be better,
in terms of minimizing the total transmission power, to avoid
., B, to zero.

the conventional wisdom of choosing orthogonal sequences for

We note that thév described above can be obtained by afe multiple data streams in a multicode system does not always
iterative procedure as described in the proof of Lemma 3 in ABlinimize the transmission power. In fact, only in some very spe-
pendix B. The solution for the optimization problem in (30) i§i@l case, such as when ti¢, least congested channels have

given in the following proposition.
Propostion 3: Let M * denote the integer if0, 1, ..., M;—
1} that
Ml—M*—1SM1C<M1—M*. (32)
Then, there exists a unique integdt. € {0, 1, ..., M*} such
that

VANZM i S 1
My _Ml—i+1—M1C

> VAN mtm

m=1

(33)

fori =1, -.-, M,, and

VANZM, +i 1

7 < My — M, — MiC

Z \V/ )\N—/\/I] +m

m=M.+1

(34)

the same amount of interference, orthogonal sequences are op-
timal.

Because of the complexity in constructing the optimal
sequences, iterative algorithms to select the transmission
sequences are especially desirable for the multi-stream case.
Unlike the single-stream case, it is generally difficult to have
a simple iterative algorithm with guaranteed convergence to
a solution of the multistream optimization problem in (23).
However, it can be shown that a simple extension of the
iterative algorithm for the single-stream case selects, after a
large number of iterations, transmission sequences from the
subspace spanned by the eigenvectors corresponding Ad;the
smallest eigenvalues @& .../, . Proposition 4, whose proof is
given in Appendix D, formalizes this statement.

Propostion 4:Let Ay, ..., Ay be the eigenvalues of
R,...p, arranged in a descending order. Suppbse< N and
AN—M, > AN—m,+1- Consider the iterative procedure

Ay [ +1] = RAA L HIGE] (36)
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Fig. 2. Convergence of the SNRs achieved by Algorithm 1.

whereG[0], G[1], - - - is a sequence of nonsingulaf; x M; subject to
matrices chosen to guarantee that the normAef. s, [j] is

alR-1a,, = (37)
bounded below by some> 0. Leti/ be the subspace spanned mtm 8m =

by the eigenvectors associated with fidie smallest eigenvalues
of R;..., . If the column space of initial matriA; ... 5z, [0] is of
dimensionl{; and it has a nonzero projection orito then the
column space oA ...y, [7] converges téf. a,’ZR;lam =¢ (38)
We note that the gain matric&s[j], j = 0, 1, ... act like
the constant gaip in the single-stream algorithm to ensure théor 1 < m < M, where( = ~/(1 + ). Again, we group all
SNR targets are met. Different choices of the gain matrices wifle sequences of the data streams together to fornvtiei!
require different total transmission powers. The choice of diagatrix
onal gain matrices is of particular interest since it gives rise to
decoupled updates for the; data streams.

for 1 < m < M. Equivalently, the constraints in (37) can be
rewritten as

AT:[al ay a]w]. (39)

) ) We note that the total correlation matik; is now given by
C. Multiuser Adaptation

_ H
In this section, we consider the problem of finding the optimal Ry = ArA7r +1L (40)

transmission sequences from the point of view of the whole g ) tion of this multiuser optimization problem is given

system. All users are allowed to adapt their transmitters. T LB] and [15]. For the case dif < N, the constraint in (37)

sample scenario described by this problem IS th_at after a ugh always be satisfied, and the optimal choice of sequences is
leaves the system, all the other users adjust their transmissiQn .4 cterized by

sequences in order to reduce the overall transmission power

needed. In this case, the goal is to achieve the target SNRs for AIT{AT = nyL (41)
all the data streams of all the users with the minimum amount

of total power. Again, we assume a uniform target SiNfar all  The minimum transmission power needed per streay.i©n
the data streams for simplicity. Mathematically, the optimizdhe other hand, for the case &f > ¥, the constraint in (37)

tion problem can be expressed in the following form: can be satisfied if and only ff < N/M, and if this condition is
satisfied, the optimal choice of sequences is characterized by

M
min || |12 A AH — ng I 42
2 Al = ar el (42)
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Fig. 3. Convergence of the SNRs achieved by Algorithm 2 with binary sequences.

The minimum transmission power needed per stream is therand the initial matrixA 7-[0] has the SVDA 7[0] = US[0]V#,

whereV is such that
S Y

M M )
1-— NC 1-— <N — 1) Y d|ag |:V |:I]\r><]\r

Proposition 5 below states that the simple extension of tn?en the SNRs of all users’ data streams converge bo either

\s;lngiler-stfreranlwl algorrlthm r':/ F:ropotsmon 1| ;Vhr:Chfat‘gapf\ﬁ:l cz?seAT [7] converges to a solution of the optimization problem
ectors Tor all users, converges 1o a sofution of the muitius (37) requiring the minimum transmission powergf per

optimi_zation problem in (37). The proof of the proposition isstream itM < N or (1y)/(1 — (M/N — 1)7) per stream if
given in Append|x. E. o _ M> N,
Propo_sthn 5: Givenany fuII—rankeq '”'“"?‘AT[O]' ifthe con- We note that the unitary matri¥ required in the second part
stant gairy is greater tham, then the iterative procedure of the proposition can be obtained using the iterative method de-
scribed in Lemma 3. Also, the algorithm above is distributed in
(43) nature since each data stream upd i
pdates independently. The only
form of centralized control needed is the synchronization of the
updates. Finally, we point out that another iterative algorithm is
g=n(l+7) (44) suggested in [14] to obtain the optimal Welsh bound equality
(WBE) sequences described in (41) and (42). The main differ-
the SNRs of all users’ data streams convergs.tBor the case €nce between the algorithm suggested in [14] and the current
of M > N, if one is that the former only allows one sequence to adapt at each
iteration while all sequences adapt at each iteration in the latter.

N
Vi =1 47
OJ\l—NxJ\l—N:| } MMM (47)

Ar[j+ 1] = gR7'[j]A7[f]

converges. For the case &f < N, if g is chosen as

7oL N (45) Moreover, the convergence to the target SNR is not addressed
1+ M in [14].
g is chosen to as
. IV. PRACTICAL CONSIDERATIONS
9= 1 M~ (46) In this section, we discuss some practical considerations in

N 1+~ applying the iterative algorithms in Propositions 1, 4, and 5.
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Fig. 4. Average power per stream needed for the first user’s data streams in the single-user adaptation setting.

A. Practical Iterative Algorithm B. Restriction to Polyphase Sequences

In practice, there should be a central controller which ad- In general, the optimized sequences can take on arbitrary
mits/releases users into/from the system. The central controlatues, which may not be desirable for implementation.
also determines whether single-user adaptation or multiuéme usual practical constraint on the sequences is that
adaptation should be performed. Once this decision is matie sequence elements should have a constant amplitude.
and the users are informed, all a user needs to do is to updBite common way to satisfy this constraint is to limit our
(if he/she is allowed to) his/her transmission sequence(d)oices to polyphase sequences, i.e., each sequence ele-
according to one of the update rules given in Proposition 1, dhent is chosen from a polyphase constellationfophases
and 5 to achieve the target SNR. The major drawback of the§eexp(j2rp/P): ¢ > 0,p = 1,..., P}. Although, in
algorithms lies in the determination of the gain in each iterati@ome cases, the optimal sequences are polyphase sequences,
step. In order to determine the gain, a user needs to know whigtposing the polyphase constraint on the original optimization
kind of transmission adaptation is being performed and chanpebblems could make them intractable in general.
parameters like\; x and 7. Some of these parameters are Here, we consider a suboptimal approach of forcing the iter-
often hard to obtain, making the algorithms rather impracticative algorithm to choose polyphase sequences. This is done by
To alleviate this difficulty, we modify the above algorithmsapproximating the resultant sequences in each iteration of Al-
to obtain the following simple algorithm, which does not usgorithm 1 by polyphase sequences. The modified algorithm is
any channel parameter and performs update in the same \gayen below
regardless of which kind of adaptation is being chosen. Algorithm 2: For themth data stream, obtain the vector

Algorithm 1: For themth data stream, update the sequence

vector by an[j] = Rz [jlaml]- (50)
[ + 1] = gm IR [flam 1] (48) Denote therth element of,,, [4] by &,. Update the sequence by

where the constant gaip,, [7] is chosen so that am[j+1] = gm[f][21/ 7, 2/ P d2men /PIT (51)

a, U+ 1Ry [lanli+1] = v(1-ai IR [lamlD): 49)  ywhere forn = 1. ... &

Simulation results show that this modified algorithm con- . . )
verges under a wide range of situations. Pr = argmin |arg(an) — 2mp/P| (52)
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Fig. 5. Average power per stream needed for all data streams in the multiuser adaptation setting.

and the constant gain,,[j] is chosen so that First, we illustrate the convergence of the SNR obtained by
the algorithms with two multiuser adaptation examples. We con-
all[i+1R; lam[j+1] = v(1—-al IR [flam[i])- (53) sider a system where there are 17 streams of data. In the first
example, each user carries out Algorithm 1 on each stream. The
typical SNR performance is shown in Fig. 2. Clearly, the SNR
C. Nonuniform Channel Gains of each stream converges to the target SNR in a small number

In a typical wireless communication system, thetransmissi(% |'Ferat|ons._ In the second example, e?‘Ch user carries out Al-
paths of different users’ signals are usually different. Hence, tggnthm 2 W'thP =2on eqch stream, 1.e., qll sequences are
channel gains for these transmission paths may be diﬁerent.r%tr'aed to binary. The typical performance is shown n Fig. 3.
more accurate model of the received signal in (4) should co'ﬁgam’ the SNR (.)f each stream converges to the target in a small
tain the nonuniform channel gains for the transmission paths mber of |terat|c_)ns. .
the users. We note that it is trivial to generalize the results forNeXt’.We consider the power p_erformance Qf Algorithm 1
single-stream and multistream adaptations to the nonunifoPilnthe smgle—u;er adaptation settmg. we gon3|de_r the perfor-
channel gain case. However, the generalization for multiud8f"ce of the first user when Algorithm 1 |s_appI|ed. We as-
adaptation presents a much harder problem. First, the charactéf"® that there are ten streams of data being transmntgd by
ization of the solution of the multiuser optimization problem fo th_er USErs vyho do not perform sequence adf’:lpta_ltlon. Fig. 4,
the general nonuniform gain case is still an open question. 'IWQ'Ch is obtained from the average of 500 reallzqtlons, shows
main difficulty comes from the fact that the total correlation ma{[-hfa average power needed per strez_im when the first user trans-
trices observed by the receivers of different users are differefjits one tq eight strer_:lms with Algorithm 1. The average power
Second, iterative algorithms that converges to the optimal éb‘?—eded using the optimal sequences determined by Proposition
lution of the optimization problem are generally unknown. Ws% IS f’:l|SO shown for comparison. We note that the POWers shown
remark that the iterative algorithm (or its modified form) ca Fig. 4 are normalized by the power spgctral densn.y of the
still be applied because of its distributed nature. WGN and are expressed in terms of the signal-to-white-noise
ratio (SWNR). It can be seen that Algorithm 1 gives sequences
that perform as well as the optimal ones characterized in Propo-
sition 2 for one to six streams and slightly inferior for seven to

In the section, we study the performance of Algorithms 1 aredght streams. We also note that when the first user transmits
2 via computer simulations. Throughout the section, we assuore to six streams, both Algorithm 1 and Proposition 2 yield
that the spreading facta¥ is 16, and the target SNRs for allsequences which avoid all interference from other users, i.e., a
data streams are set at 8 dB. SWNR of only 8 dB is needed to achieve a target SNR of 8 dB.

V. SIMULATION EXAMPLES
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Finally, we consider the power performances of Algorithmidence, it suffices to show the convergencéofy[j] (because
1 and 2 when they are applied by all users in the multiuser addlpe other components will converge to zerobif ~[j] con-
tation setting. Fig. 5, which is obtained from the average of 58@rges). It is easy to see from (54) thabif[j] is obtained at
realizations, shows the average power per stream needed agaiestth iteration with the initializatiorb, [0], thenei®by [4] will
the total number of streams in the system. The results of Ale the vector obtained at thiéh iteration with the initialization
gorithm 1, Algorithm 2 withP” = 2 (binary sequence restric- ¢¢b;[0] for any¢. As a result, it suffices to considér, x[0] to
tion), and Algorithm 2 withP = 8 (eight-phase sequence rebe real and positive. Moreover, as (54) proceeds, the iteration
striction) are shown together for comparison. We note that théb, x[j + 1] will get increasingly closer to the following:
power needed using Algorithm 1 is almost the same as the the-
oretical minimal power as prescribed by Proposition 5. When gb1, n[j]
the sequences are restricted to eight phases (Algorithm 2 with b nlj+1] = AL N _ gb1, N1 (56)
P = 8), only slightly higher power is needed. However, when LN byl AL v+ N
the sequences are restricted to binary (Algorithm 2 \#ita 2), 1+ ﬁ 7
1-2 dB more power is required. ’

Therefore, it is enough to establish the convergence of the iter-
VI. CONCLUSION ation defined in (56), which is given in Lemma 1.

. oo . . _Lemma 1: Consider the function
In this paper, the optimization problem of selecting spreading

sequences with minimum transmission powers to satisfy some fz) = gz (57)

predetermined SNR targets for the transmission streams of %4+

gﬁgre?égsﬁéz'?rgrsytr;‘cehrﬁg\?vuzmtugf (;diir?slécl?sl\gf ;gs\tznhereg > n > 0. Starting withz > 0, recursive applications
pp P 9 of f(z) converge tar = /g — i, which is the positive fixed

as the viewpoint of the whole system. The solutions of theoint of the function.

optimization problems from the two viewpoints are chara(?- Proof: By simple calculus, we can verify the followin
terized and a distributed algorithm is developed to iteratively - By simp ' 9

select the sequences. We show that the algorithm gives the” /(%) has afixed pointat = /g —7

optimal sequences in the cases of single-user single-stream and /(*) has amaximumat = /i and (/1) = 9/2v/n
multiuser adaptations. For the case of single-user multistream® FOr > 0, f(z) > 0, and its monotone increases to its
adaptation, it gives a choice of sequences that is close to the Maximum (atz = /7), and then monotone, decreases
optimal one. The effect of restricting the choice of sequences to  toward zero . .

polyphase sequences is shown to be minimal from simulations. * 1€ curve off(z) lies above the ling/ = z for 0 < = <
Generalizations of the current results to the nonuniform channel V9 — 7, and the curve of (z) lies below the lingy =
gain case are trivial for single-user adaptation but difficult for ~ 07 % > V9 = 1.

multiuser adaptation. More research efforts are needed in thisshow the lemma, we have to consider two separate cases

direction. Casel)\/g—n < /n(org < 2n)
Case 2)\/g — 1 > /1 (or g > 2n).
APPENDIX A For Case 1, let us divide the positive horizontal axis into three
PROOF OFPROPOSITION1 regions:

We sketch the proof of Proposition 1. Denote the spectral fac-R€9ion1) 0 < = < /g — .
torization ofR; by UA, U, where the eigenvalues i, are ~ Region2)/g—7n <z < /7.
arranged in a descending order. Consider the algorithm in (21)R€gion 3)z > /.
Using (14) and the spectral factorization above, it suffices t8 Region 1.f(z) monotone increases from 04 — n and lies
show that given any initial vectds; [0], whose last component above the line; = z. Hence, starting in Region 1, repeat appli-

is nonzero, the iterative procedure cations off (z) willincrease to the fixed pointat = /g — 7. In
Region 2,f(x) monotone increases froglg — 7 to /7 and lies

bi[j+1]=g = .1 R AT by [f] (54 bel_ow the liney = Hence, starting_ in Reg_ion 2, repeat appli-
14+ b [j]AL "b1[j] cations off(x) will decrease to the fixed point at= /g — 7.

In Region 3,f(x) monotone decreases from the maximum value
to zero and lies below the ling= z. Hence, starting in Region
3, we will enter either Region 1 or 2 after a single application

converges. To do so, let us denote ttl component of the
vectorb,[j] asb ,[7]. Then, we see from (54) that

. i of f(z).
|b1:"["‘]| = <)‘17A ) b1, [0} . (55) For Case 2, we also divide the positive horizontal axis into
|61, N[ At/ by, [O]] three regions:
Hence, as the iteration proceeds, the last componeht g, Region1)0 < z < /7.

namelyb;  x[j], dominates all other components in the vector. Region2) /n < z < g/2./7.

Region3)x > g/2./7.
3The minimum SWNR needed as predicted by Proposition 5 is 8 dBffof . . f h .
16,1018 dBforM = 17, or 14.75dB forll = 18. ForM > 18, the eight-gs  I" R€gion 1.f(z) monotone increases from O to the maximum

target SNR cannot be achieved regardless of the transmission power. value g/2,/n and lies above the ling = . Hence, starting
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in Region 1, repeat applications @fxz) will eventually enter ~ Now, consider the optimization problem (30) in the statement
Region 2. In Region 2f(x) monotone decreases fropi2,/n  of Proposition 2. Based on (61), we see that the optimization
to f(g/2,/7). Using the condition thay > 27, we can show problem in (30) concerns the minimization of the lower bound
that f(g/2/n) > /7. Hence, for anyz in Region 2,,/7 < of tz[B¥R,...p, B] under a relaxed constraint

f(x) < g/2./n. In other words, starting in Region 2, repeat ap-

plications off(x) will never leave Region 2. In Region 3(x) M,y 3
monotone decreases frofig/2,/7) to zero and lies below the tr[I — (I+BYB)™!] = Z T 5 Mg (62)
line y = z. Hence, starting in Region 3, we will enter ei- i=1 ‘
ther Region 1 or 2 after a single application ffz). There- . . . -
gl ingle application ff) Assuming thap;, fq, - - -, Bas IS the solution of the optimiza-

fore, it suffices to consider Region 2. Note tifdt:) lies above -

and below the liney = = for \/j < = < /g7 and for tion problem in (30) an®@J andV are chosen as stated in Propo-
Ji—n <a < 9/2\/_’ respectivay. Hence, successive apS_ItIOﬂ 2, we proceed to show that the choice of

plications of f(z) will enter each of these two subregions al-

ternatively. For,/n < = < /g —7, it is easy to verify that B = Udiag [\//31, VB2, s /31\41} V7o (63)
f(f(z)) > z. Hence, repeat applications ¢fz) in Region 2
converge to the fixed point. B gives a solution to the optimization problem in (58).

Going back to the proof of Proposition 1, we conclude from First, notice that from direct substitutionj8” R;...5;, B] =
Lemma 1 and the discussion above that the iterative algoritf@f‘i@L An—n, +i8:. Hence, this choice oB attains the lower
in (21) converges to the eigenvector associated Wwijthy and bound in (61). Second, for this choiceBf the lower bound of
the resulting power (the norm square of the vector) obtainedti$B* R, ..;, B] is minimized since the eigenvalues Bf B

g— A1, . To achieve the target SNR, we have to set this limitingre 31, 52, - .., Sar, Which is the solution to the minimiza-
power toA; . tion of the lower bound. Combining these two observations, we
see that the choice in (63) solves the optimization problem in
APPENDIX B (58) with the relaxed constraint. Hence, if we can show that this
PROOF OFPROPOSITION2 choice ofB also satisfies the original constraint, it will also be a

iolution to the optimization problem in (58), but this is evident

First, | rewrite th imization problem in (29) in .
st, let us rewrite the opt ation proble (29) into - om the construction oW as

more convenient form. LeB = R;fﬁlAl...Ml, and rewrite
the optimization problem (29) in terms & ) - L
diagI — (I+B“B)™"]

min tr[BYR;... 5, B] =B#(BB” +1)7'B
_ . . e B2 Bur } H:|
subject to = diag| Vdia , ey LV
J g{ g|:1+/31 1+ 75 1+ By
diagT — (T+BPB)™] = (I (58) =(L (64)
where we have used the relation Obviously, WithA1 .5, = R},/_?MIB, the original optimization

oblem in (23) is also solved.

H H —“1p _7_ Hpy—1 pr
BY(BB” +)7B=1-(I+B"B) (59) To complete the proof, the following lemma shows that the

to obtain the constraint in (58). matrix V can actually be constructed.

Let Ry, = UAU¥ be the spectral factorization as Lemma 3: Suppose that;, 2, ..., xp; are positive num-
described in the statement of the proposition, i.e., the eigdgrs such that
values A1, A2, ..., Ay are arranged in a descending order, M,
andfjy, /32,_. .., B, be the eigenvalues @ B arranged in sz — MC. (65)
an ascending order. To proceed, we need to make use of the P

following result, whose proof can be found, for example, in

[17, p. 249]. Then, there exists af/; -by-A4; unitary matrixV such that
Lemma 2: SupposeX andY are two HermitianV x N
matrices. Arrange the eigenvalugsof X in a descending order diag[Vdiag[zy, xa, ..., xa]V] = (L (66)

and the eigenvalueg of Y in an ascending order. Then
N Proof: We prove the lemma by providing an iterative al-
r[XY] > Z Tii- (60) gorithm (with at mos_lMl iterations) to construct the rr_1at_rTe(.
- The construction relies upon the fact that we can redistribute the
norm squares of any pair of rows of a matrix by a unitary trans-

=1

Apply this lemma to B R.,...5;, B], we have form. For example, consider the unitary transform
N o sing 0
tr[B¥Ry...p, B] = tr[Ry..r, BB > Y An_pr 14 cos@ s
[ v B R ]_; N=Mytif P = | —sing cos¢ 0 . (67)

(61) 0 0 Iny—2xnn—2
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Let X be anM, -by-M; matrix with itsith row denoted bwk. subject to
Apply the transform above to obtal = $X and denote its

ith row byx. Thenx! =x! fori =3,4, ..., My, and M
o; = Mi¢ 0<ai<ar<---<ay <1. (72
I = cosp + x8 sin ¢ (68) ; !
x8 =xI cos p — xH sin ¢. (69)

writing f(a) = M Ay _ansici)/(1 — a;), it is easy to

. SN, : see thatf(«) is convex and continuously differentiable in the
ctlooic,lngd). Thf norm square q2fx1”2 's then determined by region inR*"* defined by the constraints in (72). Based on this
32 |* = e l” + [ o |* — [|%a|". observation, the minimization problem in (72) can be solved by

Based on the weight-redistributing property of the unitargpplying [18, p. 87, th. 4.44.which essentially states that is

transforms described above, we apply the following algorithrré. solution to (72) if and only if there is asuch that
* Initialization:

Note thatj|x; ||? can vary betweetfjx; ||* and||xz || by suitably

1) SetX = diag\/z1, \/T2, -, /T M, |- df(a) . )
2) Set the first pointep; = 1. o M for all : thate, > 0 (73)
* Loop: Z/
1) If |x,, ||*> = ¢, go to Step 6. 8}2(@ ) >u for all : thato, = 0. (74)
2) If [|x,,]|> > ¢, chooses > p; such thaf|x,,||? < ¢, &
and go to Step 4. ) . ]
3) If [|x,, || < ¢, choosep, > pi such thaf|x,,||2 > ¢. We claim that the following choices
4) ObtainX = ®X by a suitably chosen unitary trans-
form & so that thep; th row of X has norm squaré. 0 if 1<i< M,
g; getX:X. 1— (My — M, — My0)
etpr = p1 + 1. , AN '
7) If p1 > M, end. Otherwise, go back tmop. 4y = I NV if M, +1<4¢<M
Note that we can always fing, as described in the al- /AN M+
gorithm becausey" "' x; = M;(. Since the transform mz%; 1
applied at each step is unitary, it is easy to see that after (75)
M, — 1 iterations, the desired matri¥ can be obtained as u 5
Xdiag[l/\/x1, 1/\/Z2, ..., 1/ \/Za1,]- | 1 -
VL, 1z Vv =\ 3= i S VAN—attm (76)
1 * 1 m=M,+1
APPENDIX C -

PROOF OFPROPOSITION 3 . o )
satisfy (73) and (74). Moreover, it is easy to see that the choice

First, we claim that in (75) satisfies the constraints in (72). Hence, (75) is a solution

\/ﬁ 1 to the minimization problem in (72). Transforming backig
— NoMi < . (70) the second statement in the proposition that (35) is a solution to
2 \/)\7 My = M* = Mi¢ the original minimization problem in (30) is proved.
N—-M;+m

L It remains to be shown that the two conditions (73) and (74)
=M are indeed satisfied. To see this, notice that
fori = M* +1,..., M;. Sincex;, fori = 1, .-, M, are

arranged in a descending order, we only need to show that (70) ~ 9f(«/)  An—_nr+4i

is true fori = M™ + 1. Indeed, if this were not true, we would oy (1— )2
have ’ .
{)\N—Ml-i—i,, if1<i< M, 77)
S B sy |fM*+1SLSM1
Z VAN-M, +m
m=M*42 ” . .
0< Novasvsvem <M —M"—1-M;( <0 (71) Hence, the proof will be completed if we can show that
N=Mi+Mr+1 AN_an4i > pfori =1, ..., M,. Again, it suffices to show

by the definition ofA*. Because of (70), the first statement ifhatAx—nr a7, 2 p or equivalently
the proposition has to be true. Indedd, is the smallest integer

(£M™) that (34) is true. M,y
Now, letey; = 3;/(1 4+ ;) fori = 1, ---, My, and rewrite Z VANZ My +m
(30) as m=M.+1

< My — M, — Mi(.

M \ )\N—IWI-H\L
LY v
N—M,+i0

min _ 4This theorem is a special case of the well-known Karush—Kuhn-Tucker con-
p— 1—a dition for constrained optimization problems [19].
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This can be easily seen to be true by the very definitioMgf Notice that the result in (82) is the SVD of the updated matrix

that Ar[j+1]. Thekth singular value ofAr[j + 1] is related to the
kth singular value ofA r[4] by
VAN M+ M. S 1
M, = M, —M,+1—-MC o gsklil
2 VAN-mem b+ = Sprey (83)
m=M.,
By Lemma 1, we see that all the singular values converge to
the fixed point\/g — 7. Hence,Ar[j] converges to the limit
APPENDIX D Ao = US, .V, where the diagonal elements Bf, are
PROOF OFPROPOSITION4 Vg — 7. Moreover, if we denote the:th diagonal element of

T —17 - . . . .
Proposition 4 can be obtained as a corollary of the followin@~[J/1R7" [/JA7[j] by ¢m[5] and the SNR achieved at thien
result which is just a restatement of [20, th. 5.2.2] for our casteration for themth stream byy,,[;], then, similar to (15), we
Lemma 4: Suppose thaR is anN x N Hermitian matrix have
with eigenvect_or Qs Ay and associated eigenvalues el = Y l4] (84)
A1, -+, An satisfying mUl =777 il
ALZ o 2 ANaa > ANl 2 AN_Mig2 2 2 A Also, notice that Ar[j]JR;'[j]Ar[j] converges to
(78) ALA AE 4 D)7 TA .
LetV be the subspace spanned by the fi¥st A, eigenvectors ~ First, consider the case 6f < N. In this case
qi, ---, Qv—n, andif be the subspace spanned by the Jdst

eigenvectorsix s, 11, - --, qn. If A is any M, -dimensional ABA AT D) rA = 97"y (85)
subspace that intersects trivially with thenR.~? 4 converges g
told. . .
Now, let us look back at the iteration in (36). From (27), wggzgg’nf:;m (84), the achieved SNR for each data stream is the
have
g—n i
. _ < . = 86
Avanl+1 =R Al (79 PR (©)
where Therefore, ifg is chosen as in (44), the desired SNR can be
achieved. Moreover, it is easy to verify that
A []
. N . g AZA  =(g—nI 87
= Avan AT 3 DIRT:p Ara, [+ DGl Ao = (0 =) ®7)
(80) i.e., the vectora,,,, form =1, ..., M, converges to the state

. where they are orthogonal. Comparing this with the form of the
As long asG[;] is nonsingular, the column spaces®f..., [/]  optimal solution given in (41), we see thAt, is, in fact, a
and A;...p, [j] are identical. Moreover, ifz[;] is chosen to solution to the optimization in (37).
guarantee that the norm &, .../, ] is bounded away from  Now, consider the case @ff > N. In this case
0, then the column space @f; ..., [5] will never shrink to the
trivial null subspace. Therefore, we get the desired convergence AL(A_AL DA

result in Proposition 4 by simply applying the lemma stated. g—n

_ Tvxn H
APPENDIX E =V g Onr Nt v
PROOF OFPROPOSITIONS T
. . . _Nyg—n
Apply singular value decomposition (SVD) #[;] =M | BYSS Y, (88)
Ar[j] = USpIvVH (81) ifallthe conditions stated in the proposition are satisfied. Again,

based on (84), the achieved SNR for each data stream is the
whereU is anN x N unitary matrix,S[;] isan/N x M diagonal solution of
matrix with main diagonal containing the singular values, and

) . . : o Ng-—n_ ~v
V is anM x M unitary matrix. Then, the update in (43) is given Voo T I (89)
by g +
Therefore, ifg is chosen as in (46), the desired SNR can be
Ar[j + 1] = g(A7[/]AH [5] + nD) "t Az [j] achieved. To see tha\ ., is a solution to the optimization in

— (US[IVAVST Ut 4+ qr)-tusv? (37), note that

=U{g(S[HIS"[j]+ nD) 'S VY. (82) AAL =(g—n] (90)
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