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EDITORIAL 
 
 
 
In this sixth and last edition of 2011, we bring forward issues from various dynamic computer 
science fields ranging from system performance, computer vision, artificial intelligence, software 
engineering, multimedia, pattern recognition, information retrieval, databases, security and 
networking among others. 
 
Considering the growing interest of academics worldwide to publish in IJCSI, we invite 
universities and institutions to partner with us to further encourage open-access publications. 
 
As always we thank all our reviewers for providing constructive comments on papers sent to 
them for review. This helps enormously in improving the quality of papers published in this 
issue. 
 
Google Scholar reported a large amount of cited papers published in IJCSI. We will continue to 
encourage the readers, authors and reviewers and the computer science scientific community and 
interested authors to continue citing papers published by the journal. 
 
It was with pleasure and a sense of satisfaction that we announced in mid March 2011 our 2-year 
Impact Factor which is evaluated at 0.242. For more information about this please see the FAQ 
section of the journal. 
 
Apart from availability of the full-texts from the journal website, all published papers are 
deposited in open-access repositories to make access easier and ensure continuous availability of 
its proceedings free of charge for all researchers. 
 
We are pleased to present IJCSI Volume 8, Issue 6, No 3, November 2011 (IJCSI Vol. 8, Issue 6, 
No 3). The acceptance rate for this issue is 32.8%. 
 
 
 
 
 
IJCSI Editorial Board 
November 2011 Issue 
ISSN (Online): 1694-0814 
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Abstract 
The aim of a distributed checkpointing algorithm is to efficiently 
restore the execution state of distributed applications in face of 
hardware or software failures. Originally, such algorithms were 
devised for fixed networking systems, of which computing 
components communicate with each other via wired networks. 
Therefore, those algorithms usually suffer from heavy 
networking costs coming from frequent data transits over 
wireless networks, if they are used in the wireless computing 
environment. In this paper, to reduce usage of wireless 
communications, our checkpointing algorithm allows the 
distributed mobile application to tune the level of its 
checkpointing strictness. The strictness is defined by the 
maximum rollback distance (MRD) that says how many recent 
local checkpoints can be rolled back in the worst case. Since our 
algorithm have more flexibility in checkpointing schedule due to 
the use of MRD, it is possible to reduce the number of enforced 
local checkpointing. In particular, the amount of data transited on 
wirelesses networks becomes much smaller than in earlier 
methods; thus, our algorithm can provide less communication 
cost and shortened blocking time. 
Keywords: Mobile networks, distributed application, rollback, 
recovery, distributed checkpointing. 

1. Introduction 

During the past decades, there have been dramatic 
advances in mobile networks and mobile devices. In 
particular, the fast spreading usage of smart phones is 
likely to yield demands for sophisticated distributed 
applications across multiple mobile devices [1, 2]. During 
the run-time of such a distributed application, its 
cooperating application processes (APs) work in parallel 
and data are usually transited between APs to share 
application contexts.  In this situation, failure on a single 
AP or hardware device could cause a serious problem in 
the whole distributed application and thus it may roll back 

the application’s processing state to the initial one in the 
worst case. To prevent a whole cancelation of the 
processing result, checkpoint records are created to log 
intermediate execution results. The recovery procedure 
after abrupt failure builds a consistent state of an 
application from the checkpoint data, and resumes the 
interrupted application from that state. This can reduce 
undesirable loss of application process 
 
To make the distributed application robust and recoverable 
against failure, many works are done for the computing 
environments where the distributed application seems to be 
executed in the wired fixed networks [4, 6, 7, 10, 11, 13]. 
When checkpointing algorithms of those earlier works are   
applied to distributed applications running on wireless 
networked, they suffer from high cost for sending 
checkpoint data via warless connections. Since data transit 
over wireless networks is more costly and unstable, 
compared with that over wired networks, many researches 
focus on reduction of wireless data transit in the case of the 
checkpointing scheme for wireless computing environment 
[5, 8, 9,10, 12]. 
 
In the paper, we also propose a distributed checkpointing 
scheme suitable for distributed applications running on the 
mobile computing environment. We here introduce two 
key ideas of the maximum rollback distance (MRD) and 
the logging agent running on the MSS (Mobile Support 
Station). The logging agent is a software agent running on 
MSS, which is responsible for making local checkpoints at 
the request of its associated AP’s requests and maintaining 
at least one consistent global checkpoint. To save the cost 
for maintaining such a global checkpoint, the agent can do 
some logging activities without any requests from 
associated AP. For this, the logging agent securitizes 
messages arriving on its MSS and communicates with 
other logging agents for synchronization of checkpointing. 
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If the rule of checkpointing synchronization is too strict, 
enforced local checkpoints are frequently created. Sine 
enforced local checkpoint request costly data transit in 
wireless network lines; it is needed to make the 
synchronization rule more flexible. In this notion, we 
introduce the MDR for each distributed application. On the 
other hand, the MDR is a run-time parameter for a 
distributed application, saying how many local checkpoint 
of a given AP can be rolled back in the worst case. With a 
MDR properly set to a value, a significant flexibility is 
available at the time local checkpoints are synchronized in 
order to create a new global checkpoint. Due to the tunable 
level of checkpointing synchronization using MDR, the 
logging agents participating in a distributed application can 
reduce the number of enforced local checkpointing and 
costly message transit over wireless networks.  

 
The rest of this paper is organized as follows. In Section 2, 
we describe some backgrounds regarding the meaning of 
global consistency of distributed checkpoints, the assumed 
mobile network, and the previous works. Then, we propose 
a new efficient distributed checkpointing scheme in 
Section 3, and discuss the performance characteristics of 
our scheme in Section 4. Lastly, we conclude this paper in 
Section 5. 

2. Backgrounds 

2.1 Global Consistent State 

The GCS (Global Consistent State) of distributed 
applications was formally defined by Lamport [17]. 
According to that definition, processing of a distributed 
application can be modeled by three types of events such 
as the message sending event, the message receiving event, 
and the computation event. Each AP participating in a 
distributed event can do the computation event to proceed 
with its processing state and communication with other 
participant APs through message sending/receiving events.   
 
In this event model, a set of events meeting the GCS can 
be captured using the relation “happen-before” drawn on 
events. In [17], the “happen-before” relation (HBR) is as 
follows. 
 
[Definition of HBR] If it is the case that e1 “happen-before” 
e2, then either of the following conditions should be true.  

i) Both e1 and e2 occur in the same AP and e1 precedes 
e2 in timing sequence.  

ii) There are a message m and two APs of p1 and p2 such 
that p1 sends (event e1) message m to p2 and p2 
receives (event e2) it. 

Owing to the transitive property of the HBRs, we can give 
a partial order to the events of a distribute application, 
even though there is no common clock shared by its 
participant AP’s.  

 
The GCS of a distributed application is defined based on 
the HBR above. Let us take a snapshot of execution state 
of a distributed application at a particular time, and let S be 
that snapshot, which is a set of the events having arisen in 
the application. Let G be a subset of S. In this case, G is 
said to be in a GCS if the following condition is satisfied; 
for every event e’ in G, if there is e in S such that e 
“happen-before” e’, then e should be also an event in G. In 
other words, for every event of G, its causal events should 
be found in G. Since all the causal events are contained in 
G, it may be possible to obtain the same execution results 
of G, if we redo the events of G from it begging time. 
Based on this idea, we can recover any intermediate 
execution state of any failed application if its any GCS 
execution snapshot is available.  
 

To have execution snapshots, checkpointing schemes are 
commonly used for saving local execution state of 
individual AP’s. Fig.1 shows an example where distributed 
checkpoint is performed by three AP’s, p1, p2, and p3. In 
the figure, the blacked rectangle of Ci,k represents the k-th 
local checkpoint made by AP  pi. The local checkpoint of 
Ci,k is made to save the computational computation state of  
pi  and the message sent to other AP’s after the creation 
time of Ci,k-1.  

 
Suppose that an application failure arise at p3. as in Fig. 1. 
At this moment, the set of local checkpoints preserving the 
GCS are that inside the GCS line of the figure. That is, the 
latest CGS state is composed of C1,3, C2,2, and C3,3. As the 
message sending event of m8 is not saved in any local 
checkpoint, its message receiving event cannot be include 
a GCS. Therefore, C2,2  is rolled back, and C1,3  is also 
rolled back because C1,3  contains the message-receiving 
event of m7 saved in C2,2. As a result, the local 

Fig. 1. An example of GCS: a failure arises at p3. 
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checkpoints on the GCS line will be used to recover the 
failed application.  

In the example of Fig. 1, the latest local checkpoints 
of a GCS are the same as C1,3, C2,2, and C3,3  is used 
as a latest consistent global checkpoint. This choice 
of such a consistent global checkpoint is done by a 
recover algorithm initiated in the presence of failure. 
During the recovery phase, such a latest consistent 
global checkpoint is found and then the disrupted 
distributed application is restarted. In the case of Fig. 
2, the associated AP’s will restore their 
computational state using the data saved in the local 
checkpoints of C1,3, C2,2, and C3,3, respectively, and 
p1 will send the lost message m6  to p2 again. Since 
checkpoint records bookkeep the serial numbers of 
messages transferred among AP’s, this message 
resending is possible. 

2.2 Assumed Mobile Network 

In general, the mobile network is comprised of mobile 
hosts (MH’s), mobile support stations (MSS’s), and the 
fixed networks interconnecting the MSSs [1, 2, 8]. The 
network architecture is shown in Fig. 2(a), where there are 
two wireless cells and MH’s can make wireless network 
connections within its wireless cell. Since the MH can hop 
among wireless cells, the MSS’s have to update the list of 
MH’s under control for seamless hand-offs. Each AP can 
be identified by unique process id within its hosting MH. 
Of cause, the MH is also uniquely identified in the global 
network environment. 
 
Consider a situation where a MH x in MSS A sends a 
network message m to an MH y in MSS B. The message m 
from  x is queued into an outbound queue of MSS A and 
then it is delivered to the counterpart MSS B via the fixed 
network. Consecutively, message m is entered into the 
inbound queue of MSS B for the delivery towards y.   
On the top of the traditional architecture of Fig. 2(a), we 
assume that an agent program executes on each MSS for 
doing checkpoint-related activities. That is, it is assumed 
that the agent program makes accesses the two message 
queues of the MSS, in which outbound or inbound network 
messages are temporarily stored waiting for their delivery 
to target AP. Fig. 2(b) depicts the assumed architecture 
with logging agents. In the example of Fig. 2(b), an MH in 
cell A sends a network message m to other MH staying in 
cell B. In this case, the logging agent in MSS A dequeues 
message m and then appends some checkpoint-related data 
to m before it sends m to the logging agent of MSS B. 
Correspondingly, the logging agent of MSS B deletes the 

appended data from m before it inputs m into the inbound 
queue towards the destination MH. During this message 
transit time, the logging agent’s can make checkpoint 
records in the disk storage installed in the MSS’s. Using 
the logging agent, we can reduce the checkpoint cost and 
improve the flexibility of the consistent global checkpoints. 
The more details about the logging agent are described in 
Section 3.  
 

2.3 Earlier Works 

Checkpointing schemes for distributed applications can be 
roughly categorized into the synchronized schemes and the 
asynchronized schemes. In the synchronized schemes, 
when a AP requests a checkpoint, actions for making a 
consistent global checkpoint are performed such that the 
newly created global checkpoint includes the current 
execution state of the checkpoint-requesting AP. From this, 
the checkpoint-requesting AP can make its crucial results 
of execution robust to any failure. For such checkpointing, 
the checkpoint requester AP is blocked until all the causal 
events of the checkpoint-requested events are saved in the 
local checkpoint records of the participant AP’s. Owing to 
such creation of a global checkpoint, most of execution 
results can be restored in the present of failure.  
 
However, because creation of a global checkpoint needs a 
number of message deliveries and requires some enforced 
checkpointing of other participant AP’s, this scheme suffer 
from a high network cost and long delay time for 
checkpointing. Especially, such shortcomings become 
more serious in the case where the AP’s are ruing in 
mobile network environment [1, 2, 8, 12].  
 

Fig. 2. Architecture of the assumed mobile network. 
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Meanwhile, the asynchronized scheme does not enforce the 
creation of a consistent global checkpoint at every 
checkpoint request time. Instead, during the recovery 
phase a latest consistent global checkpoint is found from 
the casual dependency of APs’ events saved in disturbed 
local checkpoints. By examining the casual dependency 
among the previous local checkpoints, the recovery 
algorithm picks a most recent consistent global checkpoint 
for recovery. Since each AP can make its local checkpoint 
in asynchronized manner, this scheme is apt to have a 
problem of many cascaded rollbacks of local checkpoints, 
so-called domino effect [1, 8, 17]. In a worst case, the 
whole execution results of any distributed application can 
be cancelled because of the domino-effect. In addition, the 
asynchronized schemes have more restarting overheads, 
compared to the synchronized schemes. This is because the 
asynchronized scheme has to collect the whole information 
from scatted local checkpoints in order to find a consistent 
global checkpoint. From these reasons, the synchronized 
scheme is preferred in earlier time.  
 
However, when it comes to the mobile network 
environment, the synchronized scheme is more feasible 
because of less network connectivity and more 
consideration of instability of mobile devices of that 
application environment. Among the asynchronized 
schemes, in particular, the message-induced checkpointing 
scheme [8, 9] is regarded to be a good alternative solution 
in the mobile network environment. This is because the 
message-induced scheme can eliminate the possibility of 
domino effect sin a very simple manner. By forcing AP’s 
to make local checkpoints depending on the message-
receiving events, this scheme can set some boundaries on 
rollbacked local checkpoints 

3. Proposed Method 

3.1 Motivations 

Although the message-induced scheme is useful to avoid 
the domino effect, it has a severe problem in that the time 
of checkpoint creations is determined without active 
involvement of participant AP’s. This problem can be 
easily understood by viewing the used mechanism of the 
message-induced scheme. The scheme uses two different 
execution states of the AP, that is, SEND and RECEIVE 
states. The SEND and RECIVED states are set while the 
message-sending and message-receiving events are 
successively arising, respectively. A new checkpoint is 
compulsorily created at the time when a network message 
arrives at a particular AP with the execution state of SEND. 
Since the time of checkpoint creations in an AP is 

inactively determined depending on the arrivals of 
message-receiving events, the created checkpoints would 
not reflect application’s semantics. Otherwise, if we want 
application’s semantics-aware checkpointing, that 
checkpointing time of checkpoint can be chosen by 
considering the critical points of processed application. In 
other words, checkpoints have to be made when some 
critical executions or expensive processes are done. Such 
semantics-aware checkpointing is possible only when the 
AP can actively request checkpointing. Note that the user 
can also issue checkpoint requests via its AP. 
 
The lack of semantics-awareness of the message-induced 
scheme may have poor performance. When this scheme is 
used for distributed mobile applications requiring a lot of 
message transit, a large number of non-meaningful 
checkpoints can be made. This can result in frequent 
checkpointing and creations of obsolete checkpoints. In 
addition, the message-induced scheme has no mechanism 
to actively create consistent global checkpoints. Therefore, 
in the case that an AP wants to make its critical execution 
results persistent, there is no way for that. Whether or not 
the execution results are saved into a consistent global 
checkpoint relies on the existence of an appropriate pair of 
message-receiving and message-sending events.  
 
To solve such problems of lack of semantics-awareness in 
checkpointing time and its defective mechanism for global 
checkpointing, we propose a new checkpoint scheme based 
on a combination of the logging agent and the R-distance 

3.1 Data Format 

First, we describe the data format of the network message, 
which is represented by M below. In the followings, the 
message sender AP is denoted by  and the total number 
of AP’s joining the distributed application by N, 
respectively. The fields of M are seven in all. Among them, 
the last three fields are not used by the AP. These fields 
exist for containing control data of checkpointing purpose 
and they are visible only to the logging agent. Meanwhile, 
the first four are for containing application data needed by 
the AP.  

o M.type: Message type 
o M.sender: Id of  
o M.recever: Id of the counterpart AP 
o M.data: Application data sent to the counterpart AP 
o M.ap[1,2,…,N]: Ids of AP’s joining this application. 
o M.serial[1,2,…,N]: Serial numbers of the local 

checkpoints already made by M.ap[1, 2, …N]. 
o M.dep_vec[1,2,…,N]: Checkpoint dependency vector   
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To make the checkpoint-related fields invisible to the 
entire participant AP’s, the logging agent appends these 
fields at the tail of any message m received from its AP 
before it sends message m to other logging agent. Then, the 
receiver logging agent will delete these fields from m 
before m is sent to the destination AP. The dependency 
vector used for finding a consistent global checkpoint is 
the same as that proposed in the earlier literatures [7, 8, 9, 
11]. For space limitation, the details of use of the 
dependency vector are referred to the literatures.   

 
In turn, we describe the data format of the checkpoint 
record managed by the logging agent. The fields below are 
ones existing in the checkpoint record. When an AP 
initiates or joins a distributed application, a logging agent 
of the AP creates a new checkpoint record for saving 
transferred network messages and checkpoint-related data 
until the next checkpointing time. At the creation time, the 
checkpoint record is manipulated in an area of main 
memory, and then it is written into a stable storage at the 
next checkpointing time. In the followings, the owner AP 
of the checkpoint record is represented by , and the total 
number of AP’s joining the distributed application by N. 

o REC.id: Id of . 
o REC.serial: Current checkpoint serial number  
o REC.r_distance: R-distance of this application. 
o REC.ap[1,..,N]:  Ids of participant AP’s  
o REC.serial[1,..,N]: Serial numbers of the local 

checkpoints already made by REC.ap[1, 2, …N]. 
o REC.dep_vec[1,..,N]: checkpoint dependency vector 
o REC.message[]: Messages sent by after the last 

checkpointing time 
o REC.prev_rec: Disk address to the previous 

checkpoint record 

 

As known from the above, at the first four fields the 
checkpoint record saves the id of the owner AP, the serial 
number of the current checkpoint record, the given R-
distance, and ids of the participant AP’s. And, the next two 
fields are used for bookkeeping the information about 
created local checkpoint serials and dependency vector.  

To log all the network messages sent by  until the next 
checkpointing time, we use the field of message[]. Since 
all the network messages sent to other AP’s are logged in 
that field, messages resending can be done during the 
recovery phase. Since more than one checkpoint record are 
created o be created for the same application while the 
application executes, they are chained for the fast access 
during the recovery time. The last field is used for that 
purpose, that is, it saves the disk address to the very 
previous checkpoint record stored in the disk. 

3.2 Tunable Checkpointing 

The semantics-aware checkpointing requires that local 
checkpoints be made according to the determination to 
importance of the current execution state. Here, the 
expensive processing is some actions whose loss causes 
many additional network communications or 
computational overheads. Such expensive processing is 
according to application semantics, and thus only the 
involved AP is responsible for its determination. For that 
reason, the capability of creating a global checkpoint by 
the AP is needed, as supported in the synchronized 
checkpoint scheme. However, such capability inevitably 
results in a high network cost and long blocking-time when 
the protocol of the previous synchronized checkpointing 
schemes is applied to the mobile computing environment.   

 

Fig. 3. logging agent algorithm for handling a message-receiving event. 

 

Fig. 3. logging agent algorithm for handling a message-receiving event. 

 
Used Data: R  /* current  checkpoint record of Pi */ 
When a message m arrives at Ci   from Pi 
1. begin 
2. if ( m is for requesting a checkpoint creation ) then 
3.      Save the content of R into disk space to make a local 

checkpoint with the serial number of R.serial.  
4.      R’ ← GetGCSRec(R). /* get a latest checkpoint record of  a 

GCS */ 
5.      if ( R’= nil  )  
6.          Call the routine GreateGCS(R).  
7.      endif 
8.     Create a new checkpoint record with the serial number of 

R.serial + 1.  
9.      Send a messages notifying the creation of a new local 

checkpoint  of Pi. 
10.       Send a response message of checkpointing to Pi . 
11. else  /* m contains application data sent to other AP */   
12.      Append checkpoint-related fields to m and send it to the 

counterpart logging agent. 
13. endif 
14. end. 

 

When a message m arrives at  Ci  from other logging agent  
15. begin 
16. if (m is an application data message toward Pi )  
17.       Call the routine UpdateChptRec(m , R).  
18.       Remove some checkpoint-related fields form m and sent it 

to Pi . 
19. else if (m is for notifying creation of a new remote 

checkpoint )  
20.       UpdateChptRec(m, R). 
21. else  /*  m is for requesting Pi ‘s checkpointing */ 
22.       Make a message for requesting an enforced checkpointing 

and set it to Pi . 
23. endif  
24. end. 
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To solve such a problem, we introduce the notion of the 
recovery distance (R-distance) for the distributed 
application. The R-distance indicates the worst-case 
number of rollbacked checkpoints in the presence of 
failure. If its value is d, then the latest d -1 local 
checkpoints can be rolled back at the worst-case. For 
example, if its value is equal to three, then the latest two 
checkpoints can be rolled back with respect to each 
participant AP. In the same way, if its value is one, our 
scheme will work identically with an earlier synchronized 
checkpoint scheme, where every checkpoint request results 
in creation of a new consistent global checkpoint. If the 
current application is in a very mission critical state, then 
the application initiator AP can set the R-distance to a 
small one. Additionally, if an AP really wants to make a 
global checkpoint for a distributed application with R-
distance d, it can do that by issuing d local checkpoint 
requests successively.  

 
The R-distance value is determined and assigned to every 
distributed application at its beginning point, and the 
global checkpoints are made in flexible manner, while 
preserving the given R-distance. In our scheme, the 
enforced global checkpoint is issued by only the logging 
agent and the necessity of such enforced checkpointing is 
also decided by the logging agent. The AP just issues a 
request for creating its local checkpoint by reflecting 
application semantics.  

 
The algorithm of Fig. 3 shows the way a logging agent 
works at the time when a network message m arrives at the 
logging agent. In the algorithm, the logging agent receiving 
message m is denoted by , and the AP checkpointed by 

 is denoted by . The message m can be one from  or 
any other logging agent. Since all the messages sent to an 
AP are relayed by logging agent’s, every message from 
AP’s other than Pi arrives at  via the logging agent’s.  

 
The steps of lines 1–14, are executed if receives a 
message from Pi. In this case,  first checks if message m 
is for requesting a creation of Pi’s local checkpoint. If that 
is true, the steps of lines 3-9 are performed to make a new 
local checkpoint, preserving the R-distance of the 
distributed application. For this, calls the routine 
GetGCSRec() to get the lasts checkpoint record of a GCS. 
Then, the record’s serial number is compared with the that 
of the newly created local checkpoint. If preservation of 
the R-distance constraint is not possible, then the routine 
CreateGCS() is executed to make a new consistent global 
checkpoint as in line 6. Otherwise, if the R-distance is 
preserved, then  just saves the current checkpoint record 
and send a response message back to for notifying 
successful checkpointing. On the other hand, if m is a pure 
application data message, then the message is delivered to 

the counterpart logging agent managing the message 
receiver AP. At that time, some fields used for 
checkpointing are appended to the original m.  

 
First, we describe the data format of the network message, 
which is represented by M below. In the followings, the 
message sender AP is denoted by  and the total number 
of AP’s joining the distributed application by N, 
respectively. The fields of M are seven in all. Among them, 
the last three fields are not used by the AP. These fields 
exist for containing control data of checkpointing purpose 
and they are visible only to the logging agent. Meanwhile, 
the first four are for containing application data needed by 
the AP.  

 
The rest steps in lines 15-24 of Fig. 3 are ones to be 
performed when receives m from other logging agent, 
say . If m is for sending application data to Pi, then it is 
sent to Pi, after some piggybacking fields are deleted from 
m. Of course, to save the checkpoint-related data the 
routine UpdateChptRec() is called in line 17. If message m 
is not for sending pure application data, it is either for 
notifying a new checkpoint creation in the side of  or for 
forcing Pi  to create a new local checkpoint. In the former 
case, just updates the current checkpoint record for 
reflecting the advance of the remote checkpoint serial 
number and other changes of the distributed application. 
Since M has no application data in itself, further message 
delivery is not needed. In the latter case, a new message 
forcing Pi to make its local checkpoint is sent to as in 
line 22. In the response of that message, will send a 
message for checkpoint creations, and then line 3 is 
executed later.  

 
The main advantages of our checkpointing scheme in Fig. 
3 are two-fold. First, based on the concept of R-distance, 
the average cost for creating a consistent global checkpoint 
can be reduced, because creation of the global checkpoint 
can be delayed within the R-distance. Additionally, if no 
global checkpoint is found within the R-distance, then our 
scheme estimate the costs of global checkpoints within R-
distance in routine CreateGCS(). Those features 
differentiate our checkpointing protocol from others used 
for global checkpointing in the earlier schemes, which only 
have to create a global checkpoint containing the latest 
local checkpoint without any consideration of its creation 
cost. With our flexibility and cost estimation in global 
checkpoint time, we can reduce the average cost for 
making a global checkpoint. 
 
Second, the use of the logging agent can reduce the amount 
of checkpoint-related data transferred between MSS’s and 
MH’s. Since those additional data for checkpoint is always 
needed for tracking application’s execution state, 
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overheads for sending them are unavoidable. If the 
communication overheads become too large on wireless 
networks, that could be a severe bottleneck in the 
execution of the distributed applications. Against such a 
problem, we adopt the logging agent so that most of the 
additional checkpoint-related data are visible only in the 
network messages transferred within logging agent’s wired 
fixed networks. Since the communication cost in the fixed 
networks of logging agent’s is very lower than in wireless 
communication, we can reduce the overall network cost 
due to the use of logging agents. 

3.2 Detailed Algorithms 

In Fig. 3, we outlined the proposed algorithm of the 
logging agent. In that algorithm, we omitted details of the 
routines called by the logging agent in Fig. 3. Here, we 
present the detailed algorithms of the routines. Besides  
those routines of Fig. 3, other routines used by the AP are 
also needed for our checkpointing scheme. For instance, 
we need the routines for message sending/receiving, 
requesting a local checkpoint, and processing a checkpoint 
enforcement message. As the algorithms for those AP 
routines are not distinctive from ones previously proposed 
in [8, 9] and they can be conjectured from the algorithm of 
the logging agent, we do not present them in this paper.  
 
Fig. 4 depicts the algorithm of routine GetGCSRec() used to 
get a latest checkpoint record of  being in a GCS. Here, 

 is the AP whose checkpoint record is R of this routine. 
In lines 1-4, the routine reads the previous checkpoint 
records into the memory areas of A[2], .., A[R.r_distance] 
and the current checkpoint record into A[1], respectively. 

For this, the backward pointers chaining the disk-resident 
checkpoint records are used for fast accesses. Using the 
dependency vector and the serial local checkpoint numbers 
saved in A[1, …, R.r_distance], this routine finds a latest 
GCS.  
 
The algorithm of routine GetGCSRec() is based on the 
concept of the local checkpoints dependency among 
different AP’s. This is represented by the dependency 
vector saved in the checkpoint record field of dep_vec[] of 
Fig. 3. The use of dependency vector is common in the 
global checkpoint schemes [5, 6, 9, 10, 11]. The proof on 
the usefulness of the dependency vector is also referred to 
these researches.  

 
We also use the dependency vector for deterring a 
collection of local checkpoints with a GCS, that is, a 
consistent global checkpoint. This routine compares the 
dependency vector saved in R the current serial number of 
the latest checkpoint records of other AP’s. The latest 
checkpoint serials are found in the data structure of 
serial[] in R. With the comparison, this routine can finds 
the latest local checkpoint whose dependency are  checked  
that is not dependent on the events that have not been 
check-pointed by counterpart AP’s.  

In lines 6-13, the logging agent decides whether or not the 
current creation of a local checkpoint supports the R-
distance preservation. If its preservation is not possible due 
to the current checkpoint request, the routine CreateGCS() 
is called as in line 6 of Fig. 3.  

 
Fig. 5 depicts the algorithm of routine CreateGCS(). This 
routine also reads the previous checkpoint records into A[] 
for fast manipulation. Then, in lines x-x the routine 
computes the global checkpoint costs with respect to the 
local checkpoints represented by A[]. Here, the costs are 
assessed by the number of remote local checkpoints to be 
created for yielding a GCS, plus the distance of the chosen 
local checkpoint from the current checkpoint time. That is 
performed in lines 8-15 of Fig. 5. Based on the estimation, 
the forced GCS line is determined by favorably choosing a 
local checkpoint with the smallest costs as in line 16.  

 
To make the chosen local checkpoint, denote by A[s] in the 
algorithm of Fig. 5, be a global consistent one, messages 
for  requesting enforcement of checkpointing in other AP’s 
are sent to the involved logging agent’s. Then, the logging 
agent’s will enforce its AP to create the local checkpoint.  
When all the response messages are gathered, this routine 
returns. ,  
 
The routine UpdateChptRec() of Fig. 6 is for modifying 
the checkpoint record in accordance with message arrivals. 
In line 2, the routine check if m is an outbound message  

 
Algorithm: Routine GetGCSRec(R) 
Input:   Pi’s checkpoint record R  
Output: checkpoint record having a GCS 
 
1. A[1]  ← R.  
2. for i =2 to R.r_distance 
3.    A[i] ← ReadChptRec(A[i-1].previous). /* reading of the 

previous checkpoint records */ 
4. endfor 
5. p_num  ← number of AP’s saved in R.ap[].  
6. for i = 1 to  R.r_distance 
7.     cgs_exist ← yes. 
8.     for j = 1 to p_num 
9.          if ( A[i].chpt_dep_vec[j] > R.serial[j] ) 
10.              cgs_exist = no. 
11.     endfor 
12.     if( cgs_exist =  yes )  return A[j].   
13. endfor 
14. return nil.   /* no GCS checkpoint record * 

Fig. 4. Algorithm for routine GetGCSRec(). 
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sent by Pi. If that is true, the routine saves the content of m 
in the checkpoint record being located in memory. 
Otherwise, if m is an inbound message, that is, m is a 
message coming from other logging agent, then the data of 
checkpoint’s dependency  and the serial numbers of the 
local checkpoints of other AP’s are updated to reflect the 
changes of in the distributed application state.  

4. Performance Analysis  

To analyze the performance of the proposed scheme, we 
consider two key metrics, that is, less overhead paid for 
making checkpoints during normal execution time and low 
possibility of rollbacked executions in the face of 
application failure. Because there is a trade-off between 
these two metrics and they are largely affected by diverse 
factors such as application or network failure rates and 
frequency of checkpoint creations, it is very hard to devise 
an exact performance metrics. For these limitations, we 
give only a rough analysis on our checkpointing scheme 
here. ,  
 
We first look on the overhead paid to generate checkpoint 
records during normal time. The main components of such 
overhead cost seem to be AP’s blocking time for 
checkpointing and communication costs for sending 

additional data used for tracking execution states of 
ongoing application. The blocking time in our algorithm is 
very short on average, compared with the traditional 
algorithms. To see that, recall the steps of lines 5-7 in Fig . 
3. In those steps, blocking time arises only when a globally 
consistent local checkpoint is not found within the R-
distance.  In many cases, such a situation is not the case. 
Even though there is a need for creating a new global 
checkpoint, our protocol will choose a local checkpoint 
whose checkpointing overhead is most cheap. That is done 
by the logging agent by using the routine CreateGCS() of 
Fig. 5. Using this routine, the logging agent can choose 
among previous local checkpoints any one that demands a 
least number of local checkpoints.  

 
The network cost for checkpointing depends on the amount 
of additional checkpoint-related data that piggybacks on 
messages delivering application data. In particular, such 
data should be less on the warless communications. To 
reduce the additional data on wireless networks, the 
logging agent manages checkpoint-related information 
using its checkpoint record in memory and refers to that 
for generating messages being transferred among logging 
agent’s. From this, additional network overheads for 
checkpointing are small in our scheme, because most of 
additional data are not visible to AP’s,  
 
In the aspect of less cancellation of execution results in the 
case of application failure, our algorithm has a good 
property. Due to R-distance, the number of rollbacks in a 
particular AP is always less than a value set to R-distance. 
To all AP’s participating in the application, the worst case 
number of rollbacks is less than N (d-1) while N AP’s are 
running with R-distance of d. That is, there is a tight upper 
bound on the number of cancelled local checkpoints. 
However, such a large cancellation is not realistic, since 
the times of checkpoint creations are different among the 
AP’s joining a distributed transaction. In probabilistic, the 

Algorithm: Routine CreateGCS(R) 
Input:  Pi’s  checkpoint record R  
1. A[1] ← R.  
2. for  i =2 to R.r_distance 
3.    A[i] ←ReadChptRec(A[i-1].previous). /* reading of the 

previous checkpoint records */ 
4. endfor 
5. p_num  ← number of AP’s saved in R.ap[]. 
6. needed_local[1,..,R.distance] ← 0. /* number of local 

checkpoints created for making a GCS */ 
7. costs[1,..,R.distance] ← 0. /* initialization */ 
8. for i = 1 to R.r_distance  
9.     for  j = to p_num 
10.          if ( A[i].dep_vec[j] > R.serial[j] )  
11.               needed_local[ [j]++.  
12.          endif 
13.      endfor 
14.     costs[i] = i + needed_local[i]. 
15. endfor 
16. Find the least element among costs[1], costs[2],.., 

costs[R.distance] and let s be the index of that element.  
17. forall AP  such that A[s].dep_vec[ ] > R.serial[ ] 
18.    Send a checkpoint requesting message to the logging agent 

managing the checkpoint record of p.  
19. endfor 
20. Blocked until all the response messaged are received form the 

logging agent’s above.   

 
Algorithm: Routine UpdateChptRec(m, R) 
Input: received message m,  Pi ’s  checkpoint record R  
 
1. if( m  is an outbound message )  /* heading for other AP */ 
2.       Save m into R and advance the number of sent 

messages by one. 
3. else  /* M is a message arriving at Pi  */ 
4.       foreach  in R.ap[]   /* participant application 

processes */ 
5.           R.serial[ ]  ← max(m.serial[ ], R.serial[ ]). 

6.           R.dep_vec[ ] ← max(m.dep_vec[ ], R.dep_vec[ ]). 
7.      endfor 
8. endif  

Fig. 6. Algorithm for routine UpdateChptRec(). 

Fig. 5. Algorithm for routine CreateGCS(). 
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average number of rollbacked local checkpoints remains 
below a half of the upper bound number, that is, N (d-1)/2. 
Therefore, by setting R-distance appropriately, we can give 
a limit on the losses of execution results. From these 
properties, we can say that our algorithm can have a less 
cancellation of application by setting R-distance in a low 
range. Consequently, the proposed method has advantages 
during the normal execution time and recovery phase. 

5. Conclusions 

The problem of making a consistent distributed checkpoint 
in a mobile network environment is challenging to solve. 
This is because the distributed application needs 
application processes’ communication via warless 
networks and such wireless communications easily make 
the cost for checkpoint higher. To have less 
communication cost, the previous checkpoint schemes for 
mobile distributed applications take an approach to making 
local checkpoints in a very inflexible manner.  Such 
inflexible in the checkpointing causes the lack of 
semantics-awareness in the time of checkpointing. In 
addition, some asynchronized checkpointing scheme 
cannot provide any efficient mechanism for global 
checkpointing by the application process. These 
shortcomings can make obsolete checkpoints and frequent 
losses of expensive execution results. To solve those 
problems, we proposed a new checkpoint scheme based on 
the checkpoint agent and the concept of the recovery 
distance. From the combination of them, the proposed 
scheme provides the capability of semantics-aware 
checkpointing by paying only a cheap cost.  We believe 
that the proposed checkpointing scheme can be applied to 
recover the mobile distribute application from diverse 
failures.  
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Abstract 
Even though SOA provides real contribution, it is not adequate to 
implement enterprise integration. There are still problems in the 
implementation of enterprise integration in SOA environment, 
they are 1) the absence of modeling language support, 2) the 
absence of guideline of the services implementation produced by 
services identification, and 3) service orchestration that uses only 
Web Services. Based on the consideration and comparison of 
some integration methods, MDA method from OMG is chosen as 
a method to help dealing with SOA weaknesses. Model-driven 
based MDA method enables business level functionality to be 
modeled by UML language modeling that is separated from low 
level implementation (code level).  Therefore, SOA used in 
MDA approach can be expressed using UML modeling language. 
This study proves that SOA-MDA method has been successfully 
used to perform analysis, design and implement of enterprise 
integration. 
 
Keywords: SOA, MDA, UML, Web Services, Integration. 

1. Introduction 

SOA is a framework in company architecture and aims at 
achieving the same business’ goals: minimize ownership 
costs and create flexible business solutions that improve 
business’ stability, reduce time to the market and provide 
support for global expansion. SOA substantially impacts 
the whole key aspects of enterprise architecture. Business 
service proposed by SOA forms the basic of business 
architecture and process architecture.   

 
SOA forms business architecture because business’ 
functions are exposed as services that can be divided and 
reused. Business process, services and event are converted 
to appropriate application services that create and support 
services architecture. Services alone form application 
architecture, whereas information architecture is achieved 
through data standardization and data availability through 
interface services [17] 
 
SOA is a software architecture designed based on service 
oriented design principles [3][15][5][8][13][7],  whereas 

service orientation is a concept in software engineering 
that represents different approaches to separate interest.   
 
According to Erl [3], in general, software that does not use 
SOA can be divided into two main layers, Application 
Layer where application runs and Business Process Layer 
that describes how business process in a company runs. 
Organization business process will be defined in 
application along with technical program code. In SOA 
implementation, service oriented process is implemented 
in a layer between Business Process and Application Layer 
where both are parts of logic enterprise. The layer is called 
Service Interface Layer and can be seen in Figure 1. 
 
This layer is to wrap the logic in Application Logic along 
with the business process in Business Logic. Through this 
approach, application can be more modularized with more 
varied technology.   

 
Fig 1.  Service Interface Layer in SOA method [3] 

 
Services analyses and identification can be done through 
this SOA method [3]. The services achieved then mapped 
to Service Interface Layer, which are Application Layer, 
Business Process Layer and Service Interface Layer 
(Figure 1).   
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Even though SOA [3] provides real contribution, it is not 
adequate to implement enterprise integration. There are 
still problems in the implementation of enterprise 
integration in SOA environment, they are 1) the absence of 
modeling language support, 2) the absence of guideline of 
the services implementation produced by services 
identification, and 3) service orchestration that uses only 
Web Services.  
 
Orchestration using Web Services has two weaknesses, in 
terms of scalability and the inability to deal with protocol 
and data discrepancy. To deal with this, Web Services 
orchestration with ESB has now been developed.  ESB is 
an infrastructure for SOA service connection and message 
exchange. ESB main functionality is to do routing, 
protocol transformation and message or data 
transformation. Protocol and data discrepancy can be 
overcome by the protocol and data transformation in ESB.  
ESB eases connection and mediation, simplifies 
integration and eases the reuse of service components that 
lead to a high scalability integration.  
 
Other strengths of Web Services orchestration with ESB is 
that it enables business layer and information system to 
have a closer relation because Web Services orchestration is 
presented in high abstraction level called business process 
by hiding middleware traditional object used to support 
business to business interaction. Aside from that, business 
requirements can be directly translated into business 
process application through Web Services composition. 
That is why SOA method alone is not yet optimal to 
implement enterprise integration. Thus, other methods that 
are able to deal with the method’s weaknesses are required.   
 
Based on the consideration and comparison of some 
integration methods, MDA method from OMG is chosen 
as a method to help dealing with SOA weaknesses. The 
decision to choose MDA method to be combined with 
SOA method is based on: 1) MDA method is a model-
driven method based on the use of platform independent 
technology model, 2) this method can be used to transform 
high level business process model to low level one (code), 
3) the existence of standard modeling language, 4) this 
method has used ESB as midleware infrastructure, 5) the 
phases of the process in this method use system 
development life cycle.  
 
Model-driven based MDA method [9][4] enables business 
level functionality to be modeled by UML language 
modeling that is separated from low level implementation 
(code level).  Therefore, SOA used in MDA approach can 
be expressed using UML modeling language.   
 
By combining MDA and SOA methods, two completing 
each other advantages will be gained. SOA provides an 

infrastructure that reduces complexity in the services reuse 
and integrates all kinds of technology, protocol, and 
application whereas MDA is used in High Level Business 
Process Model transformation to platform independent low 
level one (programming code).  The integration of SOA 
and MDA methods will be a complete method for 
enterprise integration.. 

2. Related Works 

Rafe et al [12] stated that the goal of their research are to 
provide a successful and usable conjunction between these 
two technologies. They have tried to provide a simple yet 
effective process which can be viewed as a framework. In 
the vision inspired by this framework, SOA is the product 
and MDA makes its production line. During this process, 
input model is provided via XMI standard and with a high 
level of abstraction. Proposed framework analyses the 
elements and their relations within the given model and 
tries to recognize the SOA components. In two phases 
(Figure 2), the input model is first transformed into a SOA 
profile based model and then into a middleware 
independent code. Middleware transparency is achieved 
via the concept of Aspect. The final phase of framework is 
to transform middleware transparent code into an 
executable code based on one of known middlewares for 
SOA. Jini middleware and pre-process weaving is used in 
the last phase. 
 

 
Fig 2.  Framework Components [12] 

 
The phase of PIM to PSM can be considered as the most 
important and complex part of the framework. In this step, 
the platform independent model - based on UML standard 
profile - is transformed to the platform specific model - 
based on proposed SOA profile. Although we have tried to 
apply MDA to SOA for simpler model, the approach taken 
here has more capabilities and can handle relatively more 
complex cases. 
 
In this approach, the input model (PIM) has no direct 
information about SOA. Obviously using such an abstract 
input - based on standard UML - requirements a more 
autonomous model transformer. By autonomous we mean 
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a model transformer which tried to depend on the 
specification of model rather than human guidelines. Such 
a model transformation is beyond what we expect from an 
MDA based model transformer and also beyond most of 
the current frameworks. 
 
Model-Driven Architecture (MDA) is proposed by the 
Object Management Group (OMG) as a reference to 
achieve wide integration of enterprise models and software 
applications. MDA is a best choice to address how SOA 
should be designed, developed and integrated. MDA 
provides specifications for an open architecture 
appropriate for the integration of systems at different 
levels of abstraction and through the entire information 
systems’ life-cycle. The MDA comprises three main layers: 
Computation-Independent Model (CIM), Platform-
Independent Model (PIM), Platform Specific Model 
(PSM) . MDA lies in separating the enterprise model from 
the technology infrastructure, making a clear division 
between the business functions and the implementation 
details. 
 
The Computation Independent Model (CIM) cares about 
the requirements for the systems by describing the 
situation in which the system will be used. Such a model is 
sometimes called a domain model or a business model and 
hides information about the use of automated data 
processing systems. 
 
The Platform-Independent Model (PIM) describes the 
operation of a system while hiding the details necessary 
for a particular platform. The model focus on 
specifications that are not changing from one platform to 
another e.g. BPMN (independent from Workflow engine) 
or UML (independent of computing platform). 
 
A Platform-Specific Model (PSM) combines the 
specifications in the PIM with the details that specify how 
theses systems are using a specific type of platform. 
 
There are three levels, CIM, PIM and PSM, in MDA 
method according to OMG. In the research conducted by 
Rafe et al [12], CIM level is not used but is directly 
jumped to PIM-PSM level. Aside from that, in Rafe et al 
research [12], SOA is used after modeling of the PIM-
PSM level.  Therefore, therefore two differences of this 
research and Rafe et al  research [12] : 1) this research 
used three complete MDA levels, CIM, PIM and PSM, 2) 
SOA is combined in CIM level to MDA in order to decide 
business process and identify services, MDA modeling in 
the next level, PIM and PSM, is done after the services 
found. 

3. SOA – MDA Methods 

The integration OF SOA and MDA complete each other 
and cover each other weaknesses. Actually, the use of 
‘integration’ term is not appropriate. The more appropriate 
term is MDA ‘implementation’ into SOA environment. 
The application of model driven method in SOA 
environment is phases of high level Business Process 
model into executable services and can be orchestrated 
into the integration of services. Phases or processes of the 
integration method refer to Object Oriented System 
Development Life Cycle that refers to Solamo [14]. Phases 
of SOA-MDA method can be seen in Figure 3. 
 
New method as a result of integration proposes service 
oriented approach for integration by determining two 
factors:  
• Business Perspective focuses on business features and 

requirements from the application that will be 
constructed.  

• System Perspective focuses on functionality and 
process requirements to be implemented in the 
application to satisfy business requirements. 

 

Business Process 
Model

Use Case Model
Abstraction Layer 

Model 

Sequence ModelClass Model

WSDL Model   BPEL Model

Computation
Independent 
Model

Platform
Independent 
Model

Platform
Specific
Model

Business 
Perspective

Systems 
Perspective

SOAD MDA - OOAD

Component Model

Composite Model

 
Fig. 3 New method of the integration of SOA and MDA method 

 
This integration method provides a series of concepts 
required for modeling of the two perspectives. All 
concepts can be seen in Figure 3 that represents the two 
methods, SOA and MDA. The concepts related to business 
perspective explain the attached elements in business and 
are represented in CIM Model through Business Process 
Model.  The concepts related to system perspective are 
elements used to describe system functionality and process 
and are represented in PIM dan PSM Model, with Use 
Case Model, Class Model, Sequence Model, Component 
Model, WSDL Model, BPEL Model and Composite 
Model.  
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Some barriers in the selection of programming language, 
hardware, network typology, communication protocol, 
infrastructure, etc occur in software development. Each 
element is considered as a part of the platform solution. 
CIM approach helps to focus on essential part of the 
solution designed, separated from platform details. CIM 
does not show structure details of the system. CIM plays 
important roles in bridging the gap between domain expert 
and its requirements, as well as the experts who constructs 
artifacts who work side by side to fulfill the domain 
requirements. CIM is referred as business domain model 
that explains the knowledge of business domain, which is 
free from business process or particular software used 
[1][16][6][10]. 
 
In CIM level, which is business analysts oriented, this 
method uses Business Process Model by adopting BPMN 
notation that is in fact the standard of business process 
modeling. However, the business process modeling also 
uses Activity diagram beside BPMN notation.  Business 
Process Model is used to define identification guideline 
and business concept representation. This Business 
Process Model eases service identification to be 
implemented into application, and transform it into low 
level one such as PSM level to model Web Services and its 
composition. 
 
PIM is a view of a system from platform independent 
point of view. PIM indicates particular levels of platform-
freedom so that it can be used for some different platforms. 
PIM can be seen as the specification of free technology 
system functionality that will be used to implement the 
functionality. PIM provides formal specification from 
system structure and function that is free from any 
platform. From this point of view, it can be said that CIM 
is a component of PIM since platform independent 
component describes computational component and its 
independent interaction. This components and interface are 
ways to realize some more abstract information system or 
application, which automatically help to create a CIM 
[1][16][6][10]. 
 
PSM explains how particular technology can be used to 
implement the function described in PIM. PSM is adapted 
with the system in term of implementation construction 
provided by a particular implementation technology. PSM 
possesses components for target platform. PIM can be 
transformed into one or more PSM.  Particular platform is 
produced for every particular technology platform 
[1][16][6][10]. 
 
According to OMG [9][4], PSM is a system reviewed from 
a particular platform point of view. For Example, Class 
Model is PIM with service implementation architecture 

choice, if the model chooses to use particular service 
technology such as Web Services, the Class Model is then 
transformed into specific PSM for Web Services. 
 
The use of UML can be said as a common thing in most 
methods. However, this integration method proposes the 
use of UML for modeling notation in PIM level, whereas 
modeling in PSM level will be adapted with 
implementation platform.  
 
This integration method is a complete development 
method because it views modeling from all elements 
related to services oriented system development. This 
method does not only include one level in driven model, 
such as PIM, or PSM, but it includes all level including 
CIM, PIM dan PSM.  

4. PHASES OF SOA-MDA METHOD 

Figure 3 shows that the processes start by building 
Business Process Model that later result in services. These 
processes include several phases where each phase is 
related to the “creation” of different models. The phases of 
this integration model include nine phases 1) Business 
Process Model, 2) Abstraction Layer Model, 3) Use Case 
Model, 4) Class Model, 5) Sequence Model, 6) 
Component Model, 7) WSDL Model, 8) BPEL Model and 
9) Composite Model. The phases of development process 
of this integration method are: 

 
1. Business Process Model  
 
With the fast changing business, company can build new 
business processes by running existing application. This 
model includes in business perspective and CIM layer. 
This model is a high level model that serves as the 
modeling starting point of this method. This model is 
derived from SOA and MDA methods. The notation used 
in Business Process Model can use either BPMN or 
Activity Diagram UML notation. 
 
Business Process Model does not only focus in individual 
business process representation, which can be fulfilled by 
workflow description using BPMN that are implemented 
into WS-BPEL, but also focuses in the development of 
SOA solution using business process. Business Process 
Model manages services in workflow business context.  
This model displays service management in top-down 
process level. Top-down direction eases the mapping of 
business requirements into tasks that include activity flows, 
every is activity realized by existing business process and 
service components.  
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To decompose business process, first, tasks are broken 
down into smaller ones and then map each business 
process into services.   
 
By implementing SOA design and method, company 
business processes are modeled and processes blocks that 
can be grouped into services are identified. Legacy 
application is analyzed based on its functionality and is 
mapped to the services. New service is constructed when 
there is business process that cannot be mapped to legacy 
application. 

 
 

Fig. 4 Process Model using BPMN notation 

 
2. Abstraction Layer Model 
Services decomposition can be done from Business 
Process Model by decomposing business process into the 
smaller ones. Process Model can be generated into services 
required to construct new business process. These services 
can be developed from legacy application, third party or 
constructing new services. 
 
Abstraction Layer improves Web Services group concept 
that is a group of Web Services that serves business 
function as general.  Web Services can be published by 
different service provider and be differentiated from others 
through specific features. Service layer shows top-down or 
bottom-up service layer handling. 
 
Even though this integration method is the integration of 
SOA methods from Erl [3], there are some differences in 
this Service Layer Model. These differences occur because 
this integration method uses middleware ESB via BPEL to 
do Web Services orchestration, whereas in SOA method, 
Web Services orchestration still uses Web Services (in 
Service Layer Orchestration).   
 
Service candidate identification is carried out in every 
layer in SOA, which exists in Application Service Layer, 
Business Service Layer, and Orchestration Service Layer. 
However, as mentioned before, ESB replaces 

Orchestration Service Layer. Therefore, services candidate 
identification is only carried out in two SOA layers, 
Application Service Layer and Business Service Layer. 
Service candidate identification is carried out based on the 
requirements derived from application Use Case Model 
and Business Process Model.  
 
In Business Service Layer, identification is carried out by 
looking at the existing business process and the parts 
nominated as service candidates are identified. The 
identification process of service candidate in this layer can 
be done through task-centric business service. In 
identifying task-centric business service, identification 
from Use Case Model in Use Case Diagram is also done in 
addition to the use of existing business process. Task-
centric business layer is gained by mapping the existing 
phases in business process into services.     
 
Based on Business Process Model constructed, two kinds 
of services in this layer can be seen 1) input services that 
create trigger toward business process, and 2) output 
services that promote invoke. Rademakers-Dirksen [11] 
explicitly divides these services into two, inbound service 
to carry out input connection configuration and outbound 
to carry out output connection configuration. Referring to 
Rademakers-Dirksen [11], there are two kinds of services 
in this layer, inbound service and outbound service. 
 
Therefore, in this integration method, Abstraction Layer 
Model is the improvement of Erl layer model (2005), with 
the following improvement: 
1. Orchestration Service Layer is improved into Service 

Bus Layer 
2. Leave out Application Service Layer. This layer is left 

out because by the implementation of ESB for 
integration, all services are services related to business 
process, and there is no services that technically related 
to only Application Layer.  

3. Business Service Layer is grouped into two service 
layers, Inbound Service Layer and Outbound Service 
Layer. 

 
By the use of this new Abstraction Layer Model, the 
former services found are mapped into Abstraction Layer 
Model as shown in Figure 5. 
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Fig. 5 Abstraction Layer Model 

 
3. Use Case Model 
This Use Case Model describes the system’s requirements. 
This phase is a form of software engineering that enables 
developer in understanding problem domain. This 
Requirement Model is a series of tasks to know the impact 
of software development, what the costumers want, and 
how end users will interact with software.   
 
Use Case Model is used to describe what the system will 
do, system’s functional requirements, and the expected 
system functionality along with its environment. 
Complement specification is the not-yet-mapped 
requirement into Use Case specification that includes non 
functional requirements such as code maintenance, 
performance reliability, and system supports or obstacles 
as well as safety. Use Case Model is a mechanism to 
achieve expected system behavior without determining 
how behavior system is implemented.   
 
The output produced in this phase is in the form of Use 
Case Model (Use Case Diagram), and Use Case 
Specification.  This Use Case model is usually gained 
based on user’s requirements, however, in this integration 
method, Use Case is produced from Business Process 
Model. Every business process, which is a functionality of 
a business unit, is represented into every Use Case of Use 
Case Diagram.  
 
Use Case Diagram consists of Actor and Use Cases. This 
diagram shows system functionality and actor 
communicate with the system. Every Use Case in the 
model explains the details of the use of Use Case 
specification. Use Case UML diagram is used as modeling 
tool for Use Case model. This Use Case diagram consists 
of three components (see Figure 7): 
1. Actor, represents a series of role played by users or 

system when they interact with Use Case. The actor 
calls the system to send a service. This Actor can be 
human or other system.  Actor is named after nouns. 

2. Use Case, describes the function displayed by the 
system when it interacts with the Actor.  This Use Case 
is described using verbs or verb phrases. 

3. Association,  shows the relation or association between 
Actor and Use Case and or inter-Use Case 

 

 
Fig. 6 The Example of Use Case Diagram 

 
 

4. Class Model 
Class model is constructed using UML Class Diagram. 
This Class Diagram is an input for the following program 
development. This Class Model represents previous 
conceptual model over something in the system that 
possesses behavior. Class Model is an important model in 
software development because it will be the main input for 
the following phase. This model is described in Class 
Diagram containing classes that provide former conceptual 
model for things in the system that possesses property and 
behavior. This Class Diagram consists of Boundary Class, 
Control Class, Entity Class and Web Services Class. 
 
There are four perspectives used in identifying classes, 
they are boundary between system and actor, the 
information used by system, and control logic of the 
system.  These four perspectives are described into classes, 
they are: Boundary Class, Control Class, Entity Class and 
Web Services Class (Figure 7).  

 

 
Fig. 7 The Example of Boundary Class, Control Class, Entity Class and 
Web Services Class 

 
Boundary Class is used to model the interaction between 
environment and the system working in it. This Class 
explains system boundary and starting point in identifying 
related services. This Class limits external power from 
internal mechanism and vice versa. This Class bridges 
interface and something outside the system that consists of 
interface users, system interface and interface tools. 

ShoppingCont
<<Control>>

ShoppingUI
<<Boundary>>

Order
<<entity>>

InboundShopping
<<web service>>
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Boundary Class is derived from Use Case Diagram, 
originally from the set of Actor and Use Case. 
 
Control Class represents system functionality. This Class 
provides behavior that defines control logic and 
transaction in Use Case, contributes small change if Entity 
Class’ structure or behavior changes, uses or governs some 
Entity class’ contents. This Class provides system 
coordinated behavior and limits Boundary Class and Entity 
Class. 

 
Fig. 8 Boundary Class derived from the set of actor and Use Case 

 

 
Fig. 9. Control Class from Use Case 

 
Entity Class represents information storage in the system. 
This Class is used to update information, such as events, 
phenomena or objects. This class responsible for storing 
and managing information in the system that represents 
key concept from the system constructed. This Class 
Entity can be derived from key abstraction of Use Case 
Diagram by filtering noun. 
 
Web Services Class is a representation of services found in 
Service Layer Model. 

 
5. Sequence Model 
Sequence Model is created using UML Interaction 
Diagram containing Collaboration Diagram and Sequence 
Diagram. Interaction diagram models dynamic 
characteristics of objects in groups of classes. This 
diagram models system behavior as how system responds 

toward a particular user’s action, how an object is created 
or changed as well as how data is transformed. 
 
This model shows interaction and collaboration among 
analyses classes. Two basic elements used in Behavior 
Model are object and message. Object is an instantiation of 
a class, whereas message is a form of communication 
among objects. This service Process Model can be seen as 
a collaboration among the object of classes in Service 
Model. Therefore, the input from this Sequence Model is 
derived from Class Model. An example of Sequence 
Model can be seen in Figure 10. 

 

 
Fig. 10 An Example of Service Process Model 

 
6. Component Model 
This model expands the representation of Class Model and 
the Sequence Model modeled before. Component Model 
represents components from Web Services composition that 
identifies services collaborating with business process. 
This method represents this model using Component 
Diagram. 
 
This Component Diagram describes components 
integration which in the next phase will be derived into 
composite application.  The example of Component Model 
can be seen in Figure 11. 
 

 
Fig. 11 An Example of Component Model 

 
7.  WSDL Model 
This model is used to describe Web Services interface that 
will be used to deliver every services provided by the 
system.  This model is based on WSDL standard. WSDL 
is a language proposed by W3C to describe Web Services 
and enables it to describe the interface of services in XML 
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OutboundyahooSearch
<<web service>>

OutboundEbaySearch
<<web service>>
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format. WSDL Model allows to derive graphic 
representation of Web Services interface that will be 
generated into WSDL code automatically. The example of 
Web Service Interface Model implemented in Java EE 
platform using Netbeans. 

 
8. BPEL Model  
This model expands service composition identified by 
process model explained above by adding particular Web 
Services based platform details. This Process Execution 
Model is represented in the form of WS-BPEL. WS-BPEL 
is a Web Services extension used to facilitate modeling 
process and BPEL execution in Web Services. BPEL is a 
modeling language in XML format used to describe 
business process.  The model produced by this language is 
later executed by BPEL engine. 
 
The explanation of elements in this language will be 
explained as follow [3]: 
1. Process. Process is BPEL’s main element. The name of 

process is defined as name attribute. Aside from that, 
this tag is also used to insert information related to 
process definition. 

2. PartnerLink  and partnerLinks.  This element defines 
the kinds of port from other services involved in 
business process execution. 

3. Variables. This element is used to keep status 
information used during the process of workflow logic. 

4. Sequence.   This element organizes a group of 
activities that they can be executed in an orderly 
manner. Whereas the elements are supported by WS-
BPEL for sequence such as recieve, assign, invoke, and 
reply. 

 
Beside the four main elements above, WS-BPEL also 
facilitates some other tags. Standard from BPEL is defined 
by OASIS and can be achieved from OASIS website. The 
example of BPEL Model implemented in BPEL using 
Netbeans can be seen in Figure 12. 
 

 
Fig. 12 An example of BPEL Model implemented in BPEL using 
Netbeans. 

 

9. Composite Model 
Composite application (SOA composite application) 
according to Binildas [2] is an SOA application containing 
some components such as services, BPEL process, ESB 
mediation, rules, adapter, and etc.  All components must 
cooperate and support one or more Composite Application.   
 
This model is SOA application modeling containing some 
components such as BPEL process and ESB.  All the 
components cooperate and support one or more Composite 
Application. Composite application is the integration of 
services containing business function and information 
from a separate source of information.  Composite 
application is a form of integration and application 
development. Specifically, Composite Application is 
constructed to support company business process and map 
it to underlying information resources. In business 
integration, Composite Application is the final product of 
SOA. The example of Composite Application can be seen 
in Figure 13. 

 

 
Fig. 13 An example of Composite Application implemented in CASA 
using Netbeans. 

4. Conclusions 

The case study to proves thisn methods consists of  e Shop 
application where consumers can shop and place orders for 
goods offered for sale there. The e-Shop doesn't store 
inventory but it relies on third parties to warehouse and 
ship the goods. The third party consisted of the Amazon, 
Ebay and Paypal. As soon as the e-shop receives an order, 
it creates a purchase order and sends it to the backend 
purchasing system which, in turn, sends orders out to one 
or more suppliers for fulfillment. 
 
This case study of e Shop application proves that SOA-
MDA method has been successfully used to perform 
analysis, design and implement of enterprise integration. 
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Abstract 
 
The paper presents a comparison and application of metaheuristic 
population-based optimization algorithms to a flexible 
manufacturing automation scenario in a metacasting foundry. It 
presents a novel application and comparison of Bee Colony 
Algorithm (BCA) with variations of Particle Swarm 
Optimization (PSO) and Ant Colony Optimization (ACO) for 
object recognition problem in a robot material handling system. 
To enable robust pick and place activity of metalcasted parts by a 
six axis industrial robot manipulator, it is important that the 
correct orientation of the parts is input to the manipulator, via the 
digital image captured by the vision system. This information is 
then used for orienting the robot gripper to grip the part from a 
moving conveyor belt. The objective is to find the reference 
templates on the manufactured parts from the target landscape 
picture which may contain noise. The Normalized cross-
correlation (NCC) function is used as an objection function in the 
optimization procedure. The ultimate goal is to test improved 
algorithms that could prove useful in practical manufacturing 
automation scenarios.  
Keywords: Bee Colony Algorithm, Particle Swarm Optimization, 
Ant Colony Optimization, Foundry Automation 

1. Introduction 

In the 21st century, under the influences of globalization, 
manufacturing companies are required to meet 
continuously changing customer demands. Flexible 
manufacturing systems (FMS) has emerged as a science 
and industrial practice to bring about solutions for 
unpredictable and frequently changing market conditions 
[21]. Existing FMS implementations in manufacturing 
companies have demonstrated a number of benefits by 
helping lower production costs, increased factory floor 
utilization, reduced work-in-process, etc. However, there 
are a number of problems faced during the life cycle of an 
FMS, which could be classified into work flow design, 
production leveling, and control problems [21]. In 
particular, the production leveling is important owing to 
the dynamic nature of FMS such as flexible machines, 
tools and workflow. This work is primarily concerned with 
production leveling problem. Over the last decade, most 
research in FMS has been focused on scheduling of FMSs 
for single or multi objective problems. The present work, 

however, compares three evolutionary computation 
techniques Particle Swarm Optimization (PSO), Bee 
Colony Algorithm (BCA) and Ant Colony Optimization 
(ACO). The goal of the paper is not to declare one of the 
techniques as better than the other, but to test their 
applications after modification to suit the manufacturing 
scenario discussed, as well as their limitations. The case 
study is a small-to-medium batch manufacturing foundry 
and we intend to test the suitability of the algorithms for 
the purpose of lean workflow and reducing machine 
starvation in the manufacturing facility.  
 
1.1 Earlier Research 
 
1.1.1 Flexible Manufacturing Systems 
 
During the last two decades much research has been done 
in this area. The heuristic algorithms developed include 
enumerative procedures, mathematical programming and 
approximation techniques, i.e., linear programming, 
integer programming, goal programming, dynamic 
programming, network analysis, branch and bound, 
genetic algorithm (GA), etc.  
 
Shankar and Tzen [39] considered scheduling problems in 
a random FMS as composite independent tasks. Lee [25] 
presented a goal-programming model for multiple 
conflicting objectives in manufacturing.  Toker et al. [45] 
proposed an approximation algorithm for ‘n’ job ‘m’ 
machine problem. Steeke and Soldverg [43] investigated 
various operating strategies on a caterpillar FMS by means 
of deterministic simulation with the number of completed 
assemblies on a performance criterion manufacturing 
problem associated with parallel identical machines 
throughout simulation. Chan and Pak [3] proposed two 
heuristic algorithms for solving the scheduling problem 
with the goal of minimizing total cost in a statictically 
loaded FMS. Shaw and Winston [40] addressed an 
artificial intelligence approach to the scheduling of FMS. 
Schultz and Merkens [38] compared the performance of an 
ES, a GA and priority rules for production systems. 
Further, a comprehensive survey on FMS was done by 
Chan et al. [3]. 
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Many authors have been trying to emphasize the 
utilization of heuristics in flexible manufacturing 
automation. In this context, it has been proposed a 
comparative study on the application of evolutionary 
algorithms in a specific manufacturing environment i.e. 
metalcasting foundries.  
 
1.1.2 Object Recognition in Flexible Manufacturing  
 
The challenge of object recognition is to develop the 
ability to recognize objects even with significant variations 
in visual appearance. In recent years, a number of 
metaheuristic algorithms have been proposed. They have 
been applied to several real world combinatorial problems 
in manufacturing. For example, Silva, Lopes and Lima 
[41] as well as Perlin, Lopes and Centeno [36] presented 
two metaheuristic approaches, one based on compact 
Genetic Algorithm (CGA) and the other based on Particle 
Swarm Optimization (PSO). Results show that both 
methods can be efficiently applied to practical situations 
with reasonable computational costs.  
 
Some other related works have been presented using 
variations of metaheurisitc algorithms.  Tereshko and 
Loengarov [44] proposed a collective decision model 
considering a bee colony as a dynamical system where 
intelligent decision making arises from an enhanced level 
of communication among individuals. In their work, they 
discussed how the information exchange between 
individuals leads to globally intelligent selection of food 
sources in an unpredictable environment. Karaboga [19] 
proposed the Artificial Bee Colony (ABC) algorithm, 
based on the foraging behavior of real bees, and later 
compared its performance with other evolutionary and 
swarm intelligence based algorithms using a large set of 
numerical functions.  Karaboga et al. [19] concluded that 
the ABC algorithm is a robust optimization algorithm that 
can be efficiently used in the optimization of multimodal 
and multi-variable problems. Another version of a bee 
swarm-based algorithm was proposed by Pham and Zaidi 
[37], named Bees Algorithm (BA), which can be used for 
both combinatorial and multi-parameter functional 
optimization. 
 
More recently, Hackel and Dippold [13] developed an 
algorithm inspired in bee colony for the vehicle routing 
problem with time windows. According to Mishra [30], 
the algorithms mentioned before have an inherent 
probabilistic nature and thus may not always obtain best 
solutions with certainty. This paper uses the Matlab 
toolbox from Karaboga which minimizes or maximizes 
functions. We have adapted it in order to be able to take 4 
templates and landscape image and be able to maximize 
the NCC value obtained by the equation 1, which is 

defined as “objective function” for maximization. Plotting 
commands have been added to the program to represent 
the matching between both images and so to be able to 
determine the accuracy of the program. Another command 
to calculate the time expended in each run has been added 
as well. 

2. Problem Description 

One important application of a robot vision system is to 
recognize whether or not a given part is a member of a 
particular class of parts. Currently, common examples of 
object recognition can be found in areas such as industry, 
engineering, medical diagnosis etc. Generally, recognition 
of objects in images using traditional search algorithms is 
computationally expensive. For many industrial 
applications, these algorithms should normally be executed 
in real-time. Hence, fast algorithms are essential at all 
stages of the recognition process in images. This fact 
suggests the use of fast algorithms based on 
metaheuristics. Recently, besides the traditional image 
processing techniques, several methodologies based on 
computational intelligence have been developed and 
applied to object recognition problem, so as to reduce 
computational cost and to improve efficiency. Amongst 
them, metaheurisitc population-based optimization 
algorithms, such as those from the Swarm Intelligence 
area, were successfully applied to the problems.  
 
Recognizing orientation of objects is a challenging task 
due to constant changes in images in the real world. The 
most straightforward technique for part orientation 
recognition is called template matching [2]. Template 
matching is the process of determining the optimal 
matching between the same scenes taken at different times 
or under different conditions and the template known 
according to some similarity measure. [26]. In other 
words, the basic idea is to find a match of the pattern in 
some part of the landscape image. The most common way 
of finding the matching point between the landscape image 
and the template is by calculating the correlation function 
value which indicates the percentage of matching of both 
images for a specific matching point. The bigger this 
parameter is, the closer the two images will be.  
 
Normalized Cross Correlation (NCC) is the most robust 
correlation measure for determining similarity between 
points in two or more images providing an accurate 
foundation for motion tracking images [17]. This 
technique has been used on several works. Cole [6] used 
this technique to reduce the size of a set of images to 
which new images were compared. Modegi [31] proposed 
a structured template matching technique for recognizing 
small objects in satellite images. There are other methods 
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of tracking that do not use NCC, including Gradient 
Descent Search (GDS) and Active Contour Matching [1]. 
The GDS is based on a first order approximation to image 
motion and has a restriction that the feature translation is 
small. 
 
The method of template matching loops the template 
through all the pixels in the captured image and compares 
the similarity. While this method is simple and easy to 
implement, it is the slowest one. [48] This speed problem 
could be reduced by the application of the metaheuristic 
population-based optimization algorithms. 
 

1a.  1b.  1c. 1d.  

Fig. 1  Image of the sample part on the assembly conveyor belt, as seen 
from the overhead camera image. 1a 1b 1c 1d The templates to be 

detected on the part to predict its orientation for handling by the robot 
gripper. 

In this work, we want to find a reference image in the 
target landscape image. When the pattern is found in the 
target image, its rotation angle is determined. To evaluate 
a candidate solution, the measure of similarity γ between 

the reference and target landscape image has been 
proposed.  Several similarity measures have been proposed 
in the literature, such as mutual information and sum of 
square of differences between pixels [2][6]. In this work, 
we used the relation in equation 1, considering the degree 
of similarity between the images. 

𝛾 =
∑ ∑ �𝐹(𝑥+𝑖,𝑦+𝑗)−𝐹�𝑖,𝑗�⋅[𝑇(𝑖,𝑗)−𝑇�]𝑛−1

𝑗=0
𝑚−1
𝑖=0

�∑ ∑ �𝐹(𝑥+𝑖,𝑦+𝑗)−𝐹�𝑖,𝑗�
2
⋅∑ ∑ [𝑇(𝑖,𝑗)−𝑇�]𝑛−1

𝑗=0
𝑚−1
𝑖=0

2𝑛−1
𝑗=0

𝑚−1
𝑖=0 �

1 2⁄       (1)        

 
In the equation (1), F(x,y) is the landscape image, 𝐹�𝑖,𝑗  is 
the grey-scale average intensity of the captured image in 
the region coincident with the template image, T(x,y) 
represents the template image and 𝑇�  is the average 
intensity of the template image. We have to address that 
the dimensions of the matrix F is MxN and the size of the 
template T is mxn. The maximum value of γ is 1, will say 

that the match between the landscape and the template is 
perfect. [48]. 
 
The FMS layout considered in this work, depicted below, 
consists of a six axis ABB ERB 6400 robot, a vision 
camera, and a material handling system- a conveyor belt. 
The Sony XCG-U100E overhead camera (Figure 2b) is 
used for identifying the orientation of the part lying on a 
conveyor belt (Figure 2c). 

2a.  2b.  2c.  

Fig. 2a. The Assembly Robot  2b. Overhead Camera 2c. Conveyor Belt. 

The image captured by the camera is transferred via closed 
network Ethernet connection to the testing PC. The ABB 
robot tracks the conveyor belt using a conveyor tracking 
system which is included in the robot controller. The part 
orientation information is transferred to the robot gripper 
via the Ethernet, which then orients itself accordingly to 
pick the part. The object recognition problem is to find the 
templates on the parts, such as the one chosen in this case, 
considering the possible position of the images within the 
required tact time allocated to the robot assembly cell. 
 

3a.  3b.    

Fig. 3a.  Gripper orienting to pick the part 3b. Part lifted from conveyor 
belt 

While the simulations provided in this paper are based on 
real assembly shop data in a company, the actual part 
details, the assembly cell rates and the gripper construction 
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details are not revealed due to the proprietary nature of the 
information.  

3. Proposed Methodology 

3.1 Bee Colony Algorithm (BCA) 

The Bee Colony Algorithm [19] is inspired by the 
collective behavior of a colony of honeybees working to 
find food sources around the hive. Although a colony of 
honeybees has a queen, the control is decentralized rather 
than hierarchical. The beehive can be understood as a self-
organizing system with a multiplicity of agents [24]. A 
self-organizing system is based on characteristics of 
positive and negative feedback, random fluctuation as well 
as the interaction of the system’s individuals. The use of 
preferably good food sources is an emergent property of 
the beehive. 
 
In BCA algorithm, the position of a food source represents 
a possible solution to the optimization problem and the 
nectar amount of a food source corresponds to the quality 
(fitness) of the associated solution. A colony of honey bees 
can move itself over long distances and in multiple 
directions simultaneously to exploit a large number of 
food sources. The goal of the colony is to achieve good 
food sources, which depend on some factors such as the 
distance to the hive, richness or concentration of nectar 
and easiness of extracting the nectar.  
 

 

Fig. 4  Behavior of honeybee foraging for nectar (Adapted from 
Karaboga et al. 2009). 

A colony of honey bees is classified into three categories; 
employed bees, onlooker bees and scout bees. All bees that 
are currently exploiting a food source are known as 
employed bees. The employed bees exploit the food source 
and they carry the profitability of the food source back to 
the hive and share this information with onlooker bees by 
dancing in the designated dance area inside the hive. 
Onlooker bees look for a food source to exploit. They 
watch the dance and choose a food source according to the 

probability proportional to the quality of that food source.  
Therefore, good food sources attract more onlooker bees 
compared to bad ones. Whenever a food source is 
exploited fully, all the employed bees associated with it 
abandon the food source, and become scouts. Scout bees 
will always be searching for new food sources near the 
hive. The mean number of scouts is about 5–10%. Scout 
bees can be visualized as performing the job of exploration, 
whereas employed and onlooker bees can be visualized as 
performing the job of exploitation. 

 
The main steps of the algorithm are as below: [19] 
1: Initialize Population 
2: repeat 
3: Place the employed bees on their food sources 
4: Place the onlooker bees on the food sources depending 
on their nectar amounts 
5: Send the scouts to the search area for discovering new 
food sources 
6: Memorize the best food source found so far 
7: Until requirements are met 

 
In BCA algorithm, each cycle of the search consists of 
three steps: sending the employed bees onto their food 
sources and evaluating their nectar amounts; after sharing 
the nectar information of food sources, the selection of 
food source regions by the onlookers and evaluating the 
nectar amount of the food sources; determining the scout 
bees and then sending them randomly onto possible new 
food sources. At the initialization stage, a set of food 
sources is randomly selected by the bees and their nectar 
amounts are determined. At the first step of the cycle, 
these bees come into the hive and share the nectar 
information of the sources with the bees waiting on the 
dance area. A bee waiting on the dance area for making 
decision to choose a food source is called onlooker and the 
bee going to the food source visited by herself just before 
is named as employed bee. 
 

After sharing their information with onlookers, every 
employed bee goes to the food source area visited by itself 
at the previous cycle since that food source exists in her 
memory, and then chooses a new food source by means of 
visual information in the neighbourhood of the one in her 
memory and evaluates its nectar amount. At the second 
step, an onlooker prefers a food source area depending on 
the nectar information distributed by the employed bees on 
the dance area. As the nectar amount of a food source 
increases, the probability of that food source chosen also 
increases. After arriving at the selected area, she chooses a 
new food source in the neighbourhood of the one in the 
memory depending on visual information as in the case of 
employed bees. The determination of the new food source 
is carried out by the bees based on the comparison process 
of food source positions visually. At the third step of the 
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cycle, when the nectar of a food source is abandoned by 
the bees, a new food source is randomly determined by a 
scout bee and replaced with the abandoned one. In our 
model, at each cycle at most one scout goes outside for 
searching a new food source and the number of employed 
and onlooker bees is selected to be equal to each other. 
These three steps are repeated through a predetermined 
number of cycles called Maximum Cycle Number MCN or 
until a termination criterion is satisfied. 
 
An artificial onlooker bee chooses a food source 
depending on the probability value associated with that 

food source ip  calculated by Eq. (2): 

    1

i
i SN

n
n

fitp
fit

=

=

∑
                                                                (2)

 

where fiti is the fitness value of the solution i which is 
proportional to the nectar amount of the food source in the 
position i and SN is the number of food sources which is 
equal to the number of employed bees or onlooker bees. 

 
In order to produce a candidate food position from the old 
one in memory, the BCA uses Eq. (3): 
 

    
( )ij ij ij ij kjv x x xφ= + −                                              (3) 

 
where k Є {1,2,…., SN} and j Є {1,2,…., C} are randomly 
chosen indexes. Although k is determined randomly, it has 

to be different from i. ijφ is a random number between      

[-1,1]. It controls the production of neighbour food sources 

around ijx and represents the comparison of two food 

positions visually by a bee. As the difference between the 

parameters ijx and kjx  decreases, the perturbation on the 

position ijx gets decreased, too. Thus, as the search 

approaches the optimum solution in the search space, the 
step length is adaptively reduced. 
 
If a parameter value produced by this operation exceeds its 
predetermined limit, the parameter can be set to an 
acceptable value. In this work, the value of the parameter 
exceeding its limit is set to its limit value. 
 
The food source of which the nectar is abandoned by the 
bees is replaced with a new food source by the scouts. In 
BCA, this is simulated by producing a position randomly 
and replacing it with the abandoned one. If a position 
cannot be improved further through a predetermined 
number of cycles, then that food source is assumed to be 

abandoned. Assume that the abandoned source is ix  and

{1,2,....., }j D∈ , then the scout discovers a new food 

source to be replaced with ix . This operation can be 

defined as in Eq. (4) 
 

    min max min[0,1]( )j j j j
ix x rand x x= + −                          (4) 

 
After each candidate source position vi,j is produced and 
then evaluated by the artificial bee, its performance is 
compared with that of its old one. If the new food source 
has an equal or better nectar than the old source, it is 
replaced with the old one in the memory. Otherwise, the 
old one is retained in the memory. In other words, a greedy 
selection mechanism is employed as the selection 
operation between the old and the candidate one 
 
3.2 Ant Colony Optimization (ACO) 
 

Ant colony optimization was formalized into a 
metaheuristic for combinatorial optimization problems by 
Dorigo and co-workers [27], [28]. One can find ACO 
metaheuristic application to real-world applications 
mentioned in the literature such as by Price et al. [29], who 
have applied ACO to an industrial scheduling problem in 
an aluminum casting center, and by Bautista and Pereira 
[18], who successfully applied ACO to solve an assembly 
line balancing problem with multiple objectives and 
constraints between tasks.  

 
In ACO algorithms a colony of artificial ants iteratively 
constructs solutions for the problem under consideration 
using artificial pheromone trails and heuristic information. 
Its main characteristic is that, at each iteration, the 
pheromone values are updated by all the m  ants that have 

built a solution in the iteration itself. The pheromone ijτ , 

associated with the edges i  and j , is updated as follows: 

1

(1 ).
m

k
ij ij ij

k
τ ρ τ τ

=

← − + ∆∑                                   (5) 

where ρ  is the evaporation rate, m  is the number of 

ants, k
ijτ∆  is the quantity of pheromone laid on the edge 

( , )i j  by ant k . 

k
ij

k

Q
L

τ∆ =                                                               (6) 

if ant k uses edge ( , )i j  in its tour, and 0 otherwise. In 

the equation above, Q is a constant, and kL is the length 

of the tour constructed by ant k . 
 

In the construction of a solution, ants select the following 
city to be visited through a stochastic mechanism. When 
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ant k is in city i and has so far constructed the partial 

solution ps ,the probability of going to city j is given by: 

( )p
il

ij ijk
ij

il il
c N s

p
α β

α β

τ η
τ η

∈

=
∑

                                               (7) 

if ( )p
ijc N s∈ , and  0  otherwise. In the equation above 

( )pN s is the set of feasible components; that is, edges 

( , )i l where l is a city not yet visited by ant k . The 

parameters α  and β control the relative importance of 

the pheromone versus the heuristic information ijη , which 

is given by: 

1
ij

ijd
η =                                                                  (8) 

where ijd is the distance between the cities i and j . 

 
The pheromone trails are modified by ants during the 
algorithm execution in order to store information about 
‘good’ solutions. We apply the Ant Colony System (ACS) 
[9,10], a particular ACO algorithm to the problem on 
hand, which follows the algorithmic scheme given below: 
 
1: Set parameters, initialize pheromone trails 
2: while (termination condition not met) 
3: ConstructSolutions 
4: (ApplyLocalSearch) 
5: UpdateTrails 
6: end while 
 
ACO are solution construction algorithms, which, in 
contrast to local search algorithms, may not find a locally 
optimal solution. Many of the best performing ACO 
algorithms improve their solutions by applying a local 
search algorithm after the solution construction phase. Our 
primary goal in this work is to analyze the manufacturing 
related application capabilities of ACO, hence in this first 
investigation we do not use local search. 

3.3 Particle Swarm Optimization (PSO) 

The initial ideas on particle swarms of Kennedy and 
Eberhart were essentially aimed at producing 
computational intelligence by exploiting simple analogues 
of social interaction, rather than purely individual 
cognitive abilities [34]. The first simulations [20] were 
influenced by Heppner and Grenander’s work [16] and 
involved analogues of bird flocks searching for corn. 
These soon developed [9][10] into a powerful optimization 
method— Particle Swarm Optimization (PSO).  

PSO is an optimization algorithm that is based on swarm 
intelligence principle [9], which are widely used in 
application domains such as function optimization, neural 
network training, fuzzy system control and so on at present 
[33]. It has been proved to be very effective for solving 
global optimization in various engineering application 
such as image and video analysis and design and 
optimization of communication networks. However, most 
applications in this field are using PSO to train ANN. A 
direct application of PSO variant in maintenance 
optimization will be shown in this paper. 

3.3.1 Basic PSO Algorithm Description 

The Particle Swarm Optimization (PSO) algorithm is a 
heuristic approach motivated by the observation of social 
behavior of composed organisms such as birds flocking 
(Fig.5). A number of simple entities – the particles – are 
placed in the search space of some problem or function, 
and each evaluates the objective function at its current 
location. Each individual in the particle swarm is 
composed of D dimensional vectors, where D is the 
dimensionality of the search space.  

( )ix t
→

0

( ( ) ( ))i ip t x t
→ →

−

( ( ))g ip x t
→ →

−

( 1)ix t
→

+

Personal best

Globle best

Corn

( 1)iv t
→

+

( )iv t
→

Current 
position

 

Fig. 5. Bird Flocking of PSO 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 24



 

 

The current position �⃗�𝑖  can be considered as a set of 
coordinates describing a point in space. If the current 
position is better than any that has been found so far, then 
the coordinates are stored in the vector 𝑝𝑖. The value of the 
best function result so far is stored in a variable that can be 
called  𝑝𝑔 . The objective, of course, is to keep finding 
better positions and updating  𝑝𝑖  and  𝑝𝑔 . New points are 
chosen by adding  �⃗�𝑖 coordinates to �⃗�𝑖, and the algorithm 
operates by adjusting �⃗�𝑖, which can effectively be seen as a 
step size. The steps of implementing PSO are shown as 
follows: 

1: Initialize a population array of particles with random 
positions and velocities on D dimensions in the search 
space. 

2: Loop 

3: For each particle, evaluate the desired optimization 
fitness function in D variables. 

4: Compare particle’s fitness evaluation with that of its 𝑝𝑖. 
If current value is better than that of 𝑝𝑖, then set  𝑝𝑖 equal 
to the current coordinates. 

5: Identify the particle in the neighborhood with the best 
success so far, and assign it to the variable 𝑝𝑔. 

6: Change the velocity and position of the particle 
according to the following equation: 

�⃗�𝑖(𝑡 + 1) = 𝜔 ∙ �⃗�𝑖(𝑡) + 𝑐1 ∙ 𝑟1�𝑝𝑖 − �⃗�𝑖(𝑡)� + 𝑐2 ∙ 𝑟2(𝑝𝑔 −
�⃗�𝑖(𝑡))                                                                                (9) 

�⃗�𝑖(𝑡 + 1) = �⃗�𝑖(𝑡) + �⃗�𝑖(𝑡 + 1)                                       (10) 

Where: ω is the inertia weighting; c1 and c2 are 
acceleration coefficients, positive constraint; r1 and r2 are 
the random numbers deferring uniform distribution on [0, 
1]; i represents ith iteration. 

7: If a criterion is met (usually a sufficiently good fitness 
or a maximum number of iterations), exit loop.  

8: End loop 

In PSO, every particle remembers its own previous best 
value as well as the neighborhood best; therefore it has a 
more effective memory capability than an algorithm such 
as the GA. In addition, PSO is easier to implement and 
there are fewer parameters to adjust compared with GA [8]. 

 

 

3.3.2 Discrete PSO (DPSO) Algorithm Description 

The general concepts behind optimization techniques 
initially developed for problems defined over real-valued 
vector spaces, such as PSO, can also be applied to discrete 
valued search spaces where either binary or integer 
variables have to be arranged into particles [8]. When 
integer solutions (not necessarily 0 or 1) are needed, the 
optimal solution can be determined by rounding off the 
real optimum values to the nearest integer. DPSO has been 
developed specifically for solving discrete problems. The 
new velocity and position for each is determined according 
to the velocity and position update equations given by (8) 
and (9). 

�⃗�𝑖(𝑡 + 1) = 𝑟𝑜𝑢𝑛𝑑(𝜔 ∙ �⃗�𝑖(𝑡) + 𝑐1 ∙ 𝑟1�𝑝𝑖 − �⃗�𝑖(𝑡)� + 𝑐2 ∙
𝑟2(𝑝𝑔 − �⃗�𝑖(𝑡)))                                                              (11) 

�⃗�𝑖(𝑡 + 1) = �⃗�𝑖(𝑡) + �⃗�𝑖(𝑡 + 1)                                       (12) 

In equation (11), the value of velocity is binary or integer 
because round () function can round off the value.  

3.3.3 Improved DPSO (IDPSO) Algorithm Description 

DPSO or PSO performs well in the early iterations, but 
they have problems approaching a near-optimal solution. 
If a particle’s current position accords with the global best 
and its inertia weight multiply previous velocity is close to 
zero, the particle will only fall into a specific position. If 
their previous velocities are very close to zero, all the 
particles will stop moving around the near-optimal 
solution, which may lead to premature convergence of 
algorithm. All the particles have converged to the best 
position discovered so far which may be not the optimal 
solution. So, an improved DPSO is proposed here. 

In IDPSO, before updating the velocities and positions in 
every iteration, the particles are ranked according to their 
fitness values in descending order. Select the first part of 
particles (suppose mutation rate is α, fist part is (1-α)) and 
put them into the next iteration directly. Regenerate the 
rest part of particles (α) randomly. In this project, we can 
regenerate the positions and velocities according to the 
following equation: 

𝑥𝑖𝑑 = 𝑟𝑜𝑢𝑛𝑑(𝑟𝑎𝑛𝑑 ∙ (𝑆max(𝑗) − 𝑆min(𝑗)) + 𝑆min(𝑗))                                                                              

                                                                                       (13) 

𝑣𝑖𝑑(𝑡) = 𝑣𝑚𝑎𝑥 − 𝑟𝑜𝑢𝑛𝑑 ∙ (𝑟𝑎𝑛𝑑 × 2𝑣𝑚𝑎𝑥)        𝑣𝑖𝑑(𝑡) ∈
[−𝑣𝑚𝑎𝑥 , 𝑣𝑚𝑎𝑥]                                                               (14) 

Because of the characteristics of the flexible 
manufacturing environment, PSO needs to be discretized. 
The PSO was modified in order to improve the 
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optimization effect. Therefore, an improved discrete PSO 
(IDPSO) was applied in this case. 

4. Results and Comparison  

4.1 Bee Colony Algorithm 
 
There exist in literature [36] many ways to implement a 
BCA algorithm. In this paper the bee colony algorithm 
was implemented in Matlab. For inital tests, we defined 
the number of employed bees or initial solutions as 100, 
the maximum number of cycles as 300, and the scout bees 
as 10% of employed bees. During the search, the 
stagnation criterion was the non-improvement of the 
solutions for 10% of the cycles. When stagnation occurred, 
explosion was performed. All experiments were run to 
evaluate the object recognition task in digital color and 
grey images. 
 
The objective of the experiment is to identify the strategies 
that maximize the average fitness and the number of best 
solutions that have fitness values greater than 0.95. This 
value was empirically found and indicates that the object is 
identified by the algorithm with almost correct 
coordinates, except by a small tolerance.  
 
The number of food sources in the program can affect to 
the precision and the velocity of the program. The 
variation of running time of the program with different 
number of food sources is shown below to appreciate the 
differences. In both runs the rule of the same number of 
employed and onlooker bees have been kept.  
 

4.1.1 With 500 Food Sources 

For this experiment, the limit of iterations has been 
eliminated. This is to avoid be many errors due to the fact 
that with less food sources there should be more iterations. 
The Y axis shows the Fitness Values in all plots. With 500 
food sources the following was observed: 

• The average running time is of 14.70 seconds.  
• There has not been any error in the detection of 

the correct coordinates, all of the templates have 
reached an NCC higher than 0.52 before 500 
iterations. 

 

Fig. 6. Testing with 500 food sources 

4.1.2 With 100 Food Sources 

• The average running time is of 9.19 seconds.  
• All of the templates reached NCC value higher 

than 0.52 before 500 iterations. 

 

Fig. 7. Testing with 100 food sources 

4.1.3 With 10 Food Sources 

It was observed that the average number of iterations per 
template is significantly bigger (4,500) than with more 
food sources. 
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Fig. 8. Testing with 10 food sources 

We also noticed that a minimum number of food sources 
of 10 was the bottom limit required to obtain any 
resolution with the Bee Colony Algorithm application to 
the discussed problem. 
 
4.2 Improved Discrete Particle Swarm Optimization 
(IDPSO) 
 
4.2.1 With 150 particles 
To implement IDPSO, a population size of 150 particles 
was chosen to provide sufficient diversity into the 
population taking into account the dimensionality and 
complexity of the problem. This population size ensured 
that the domain was examined in full but at the expense of 
an increase in execution time. The other parameters of 
DPSO and IDPSO were: c1 = c2 = 2.0, ω = 1.2 - 0.8 with 
linearly decreasing, total iteration = 300 and V ∈[-3, 3]. 
 

 

Fig. 9. Testing with 150 particles 

 
The average NCC value of the templates obtained in the 
experiments was .998 or greater in less than 1000 
iterations. 
  

4.2.2 With 500 particles 
 
The average NCC value of the templates obtained in the 
experiments was .998 or greater in less than 1000 
iterations. 

 

Fig. 10. Testing with 500 particles 

4.3 Ant Colony Optimization (ACO) 
 
With ACO we chose the following settings

010, 2, 0.98, 0.1m qβ α ρ= = = = =  

and k
ij

k

Q
L

τ∆ = .[27][28] 

 
The location of the four templates/markers (Figure 11) by 
the three algorithms is shown in Figure 12. It took an 
average 8.86 seconds for ACO to find the four templates, 
and hence the fastest of the three algorithms. Results 
showed the limits of robustness of the Bee Colony 
Algorithm, for different food sources. When compared 
with the results obtained by a particle swarm algorithm 
[36] for the same problem, they are generally equivalent. 
The average time taken by ACO, was the closest match to 
the robot assembly cell takt time of 9 seconds that would 
be required to establish a lean workflow and reduce 
machine starvation at the manufacturing facility. 
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Fig. 11. Templates detected by ACO algorithm 

 

Fig. 12. Coordinates of the 4 templates as solved by ACO, BCA and 
modified PSO 

5. Conclusion 

In this paper, the BCA algorithm was tested with variants 
of Particle Swarm Optimization and Ant Colony 
Algorithm, and a combination of different strategies, such 
as generation of scout bees, varying the number of food 
sources, and explosion of stagnated population. The 
performance of the Bee Colony Algorithm is good when 
dealing with images without scaling factor, but this wasn’t 
necessary for our particular manufacturing case study 
scenario. The choice of algorithms for a manufacturing 
assembly scenario could vary with the required tact times 
in the assembly cell, and the production environment such 
as vibration, dust etc. With real world images, the 
performance degrades to certain limits, but still finds 
optimal solution in more than 75% of the cases, and with 
greater than 10 food sources. It is observed that the 
computational cost effectiveness of the BCA varies 
according to the number of food sources chosen. The 

algorithm can still offer good solutions in the presence of 
noise within reasonable ranges. Future work will focus on 
improving the robustness of the algorithm in such 
situations. 
  
We plan to test other approaches such as comparing the 
performance of modification such as conventional weight 
aggregation (CWA) and dynamic weight aggregation 
(DWA) in multi-objective optimization problems [35], and 
also compare with other competing evolutionary 
algorithms, like Genetic Algorithm.  
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Abstract 
Robot grippers are employed to position and retain parts in 
automated assembly operations. This paper presents an overview 
of electromagnet part handling framework in an iron foundry and 
an equivalent electromagnet circuit model. The manner in which 
this whole concept of automated gripping system operates will be 
discussed in this paper. The material handling system uses 
machine vision system coupled with conveyor motion and 
Ethernet communication strategy to assist the material handling 
system for transporting the foundry parts. The paper provides an 
overview of the electromagnet principles at play. The 
electromagnet interaction with the part is the key issue in the 
robust handling of this automated foundry system. This paper 
helps in the realization of the concept of automation in an iron 
foundry, in which the number of published studies is very limited.  
Keywords: Iron Foundry Automation, Electromagnet Gripper 
Characterestics, Handling Metalcasting  
 

1. Introduction 

Robot grippers are used to position and retain parts in 
an automated assembly operation. In conventional foundry 
assembly, such grippers are dedicated to large volume 
handling of standard parts. The cost of the grippers may be 
as high as 20% of a robot’s cost, depending on the 
application and part complexity [1]. Electromagnet 
grippers have several advantages for handling ferrous parts 
over conventional impactive, ingressive or contiguitive 
grippers. [2,3] These grippers offer simple compact 
construction with no moving parts, uncomplicated energy 
supply, flexibility in holding complex parts and reduced 
number of set-ups [2]. However, their use is limited to 
ferrous materials (Iron, Nickel, Cobalt), electromagnet size 
is directly dependant on required prehension force; 
residual magnetism in the part when handled when using 
DC supplies requires the additional of a demagnetizing 
operation to the manufacturing process. While the choice 
of material limits application, and demagnetizing is a 
requirement, the holding force is an important unknown. 

 
Figure 1 illustrates the working principle of an 

electromagnetic gripper.  

 
Figure 1: Principle of Electromagnetic Gripper 

(Adapted from Monkman, 2007) 
 
When placed in contact with an electromagnet, the 

part provides a flow path for the magnetic flux that 
completes the magnetic circuit. The force of attraction 
produced by this circuit holds the part against the 
electromagnet. During the robot motion, the part tends to 
slip against the electromagnet surface if the tangential 
holding force in that direction exceeds the limiting force of 
static friction for the magnet-part contact. This component 
of the holding force is in turn dependent on the holding 
force normal to the electromagnet surface via the 
coefficient of static friction for the magnet-part material 
pair [2]. Also, the part flatness and corresponding surface 
roughness can have an effect on the tangential holding 
forces.  This is important because in practical foundry 
operations, it is difficult to produce smooth surfaces, 
which are extremely flat. As a result, the source of 
variation in the normal holding force observed in the 
manufacturing plant cannot be easily explained. 

 
Although the users of electromagnets in iron 

foundries   know that factors such as material hardness, 
surface contact conditions, and electromagnet design 
influence the holding force, very little scientific work has 
been reported on this topic. Most of the available literature 
is of a commercial nature [4,5,6,7].The authors are aware 
of the gripper mechanisms available in literature [2, 
8,9,10,11,12] suitable for handling iron parts, however, 
there is no study that would adequately clarify the 
mechanism by which the surface roughness affects the 
contact forces (normal and tangential) of an 
electromagnetic gripping head. Recently, Wadhwa et al. 
reported results from initial survey and experiments on 
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normal and tangential holding forces by an electromagnet, 
but the work does not directly address the effect of surface 
flatness on the holding forces.  

 
Understanding the framework for robust iron foundry 

prehension will save the need of time consuming costly 
experimentation to determine the holding forces and/or the 
adequacy of a given electromagnet in a gripper for 
assembly handling operation. Moreover, the underlying 
principles will help the manufacturing engineers 
understand the theoretical issues to be considered while 
selecting the electromagnets for part handling in practice 
and hence avoid damage to the robot and the 
electromagnet gripper.[8](Figure 8) 

 
This paper presents the system configuration and a 

theoretical approach to modeling the holding force in 
magnetic grippers. The approach is termed the magnetic 
circuit, and utilizes Kirchoff’s law for magnetic circuits. A 
predictive model for the normal holding force combined 
with the Coulomb friction model for the tangential holding 
force will enable the selection of optimum operating 
conditions needed to prevent part slip during part handling 
and hence avoid damage to the part or the gripper. 

2. The Foundry Automation Design Concept 

The automation cell was installed between the Fettling and 
the Assembly area in the Foundry. [14] 

 
Figure 2: Metalcasting Process 

 
The overall design concept of the Ethernet communication 
of the material handling system consists of three 
subsystems, the robot manipulator, material handling 
system, and the vision system as shown in Figure 5. The 
intelligent gripper utilized a servo mechanism in which 
motion controller coupled with the vision system is used 
for making decisions during the part handling operation.  
 

      
 
Figure 3: Markers casted on the part  
 

The control system layout shown in Figure 4 shows the 
control strategy that orients the electromagnet heads 
according the part orientation. The purpose of the vision 
system was to recognize the part and extract the 
orientation. The second purpose of the vision system was 
to assist in decision making. The part orientation was 
identified by the markers (Figure 3) which were cast in the 
part. The vision system conveyed the parts orientation to 
the robot gripper via the Ethernet and the electromagnets 
were translated to orient towards the grasping regions. 
 

 
 

Figure 4: Schematic of Robot Assembly System 

3. System Configuration 

The six axis ABB ERB 6400 robot used in foundry 
assembly operation is shown in Figure 5. A Sony XCG-
U100E overhead camera was used for identifying the 
orientation of the part lying on the conveyor belt, which 
was internally tracked by the robot. The image captured by 
the camera was processed by Scorpio Vision System 
(Tordivel AS) and transferred via closed network Ethernet 
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connection to the Robot. The robot gripper then moved the 
electromagnets accordingly to pick the part. 
 

 
Figure 5: Robot Assembly Cell set up 

 

 

Figure 6: Gripper picking part from Conveyor Belt. 

The part was made of cast iron with the following nominal 
chemical composition: 3.2 percent Carbon, 2.65 percent 
Silicon, 0.45 percent Phosphorus, 0.45 percent Manganese, 
0.05 percent Sulphur, 0.09 percent Chromium and 0.002 
percent Lead. The surface texture of the part taken with 
IFM 3.1.1 is shown in Figure 7.  
 
While the layouts provided in this paper are based on the 
real assembly shop data in a company, the actual 
production volumes and assembly station rates are not 
revealed due to proprietary nature of the information. 

4. Magnetic Circuit Modeling 

4.1 Background 

The force produced by a magnetic circuit is proportional to 
the magnetic flux density in the circuit. The amount of flux 
present depends on the reluctance of the system. The 
reluctance is low when there is perfect contact between the 
part and the electromagnet surface. However, part form 
errors (e.g., surface errors as shown in Figure 7) and 
roughness lead to an imperfect contact with air gaps 
between the part and the electromagnet surfaces. Air is a 

low magnetic conductor and has a permeability ( 0 = 

7 14 .10 Hm   ). This results in large reluctance for 
elements containing air gaps that in turn can lower the 
holding force normal to electromagnet surface. Therefore, 
it is important to model and understand the effects of part 
flatness and surface finish on the holding forces. 
 

         

Figure 7: Cast Iron Part Surface (Obtained using IFM 3.1.1.) 

4.2 The Magnetic Circuit Approach 

The magnetic circuit approach is an analytical method, 
analogous to electric circuit analysis, for modeling 
electromagnetic devices [15,16]. Cherry et al. in a classic 
paper [17], demonstrated the duality between electric and 
magnetic circuits. The driving force in a magnetic circuit 
is the magnetomotive force (MMF)   which produces a 

magnetic flux against a coil reluctance  .  The reluctance 
is defined as: 

                                
l

A
                                   (1) 

Where l  is the length of the magnetic flux path, A  is the 
cross section area perpendicular to the flux, and   is the 

permeability of the material [15].  
 
For a given MMF and  , the flux  in the circuit can be 

found from Kirchoff’s law for magnetic circuits. The 
holding force can be computer using the following simple 
relation: 

                                     
2

02

B A
F


                                 (2) 

Where B represents the magnetic flux density in the 
airgap separating the components, A  is the cross section 

area of the airgap and 0 is the permeability of air. 

 
The flux depends on the overall reluctance of the system. 
The reluctance is low when there is perfect contact 
between the part and electromagnet. However, part form 
errors, e.g., roughness (Figure 7), and deviation from 
flatness give rise to air gaps between the part and gripper. 
Since actual size and distribution of the airgaps in the 
gripper-part interface are difficult to determine for a 
gripper directly in contact with the part surface; it is 
proposed to model a small uniform air gap that can be 
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reproduced in an experiment. When the part rests directly 
on the magnet gripper surface, a uniform air gap equal to 
the part out-of-flatness error is could be used. It can be 
assumed here that the reluctance of this air gap is 
equivalent to the reluctance of the actual contact. 
 
The reluctances proposed in this model include those of 
the electromagnet, air gaps, part, and the surrounding air 
medium. The procedure for modeling the reluctances is 
described next. 

4.2.1 Electromagnet Reluctance Electromagnet . 

Figure 1 shows the approximate magnet geometry 
used to calculate the average cross sectional areas 
and to simplify the shape path of the flux lines. Note, 
only half of a cylindrical electromagnet is considered. 
[2] The magnetic characteristics (B-H curve) could 
be obtained from the supplier. 
 
4.2.2 Part Reluctance Part . The ring-shaped part 

[ASTM Standards A 773A] has a non-uniform cross 
section perpendicular to the magnetic flux. The part 
reluctance is calculated using the following equation [15]: 

 

                        
( ). ( )Part

dl

l A l
                           (3) 

 
To evaluate this line integral, a numerical integration 
scheme can be used. The mean path is such that it is 
normal to the radial line representing the cross sectional 
area. The variation in part permeability along the flux path 
is explicitly accounted for in the calculation of the circuit 
reluctance. 

 

Figure 8: Equivalent Magnetic Circuit of the Magnet-Part System 

4.3 Airgap Reluctance Airgap . The airgap term applies 

to the flux lines crossing the magnet-part interface. In 
reality, the airgap length varies at each point in the 
interface because of surface roughness and form errors. In 

this model, an equivalent uniform airgap length is used. 
The cross-sectional area of the air gap is equal to the 
magnet-part contact area. 
 
Of the simplifications made above, the use of a mean 
magnetic flux path is most significant since it implies that 
the magnetic circuit model cannot predict the distribution 
of flux in the magnet-part system. However, it can still be 
used to estimate the total normal holding force and to gain 
an insight into the effects of magnet and part variables. 
 
4.4 Model Solution. Solution of the magnetic circuit 
model involves determining the flux flowing through each 
component of the circuit.  This is done using Kirchoff’s 
law for magnetic circuits, which states that the sum of 
MMF in any closed loop must be equal to zero [15]: 

       0i i i i
i i i

MMF R H l             (4) 

where index i represents  the i th element of the closed 

loop. iH  is the magnetic field in the i th element, and il is 

the length of the flux path in the i th element. For the 
magnet used in the gripper, the equation reduces to: 
 

         0(2 / ) 0
Work Work Airgap AirgapH l B l            

(5) 
 
The factor of 2 in the last term accounts for the crossing of 
airgap twice, once from the N pole to the part and again 
from the part to the S pole. For the circuit shown in Figure 
8, the part holding force is produced by the fraction of flux 
that crosses the magnet-part air gap, which is given by: 

                       1 2.(1 ).P p p                                     (6) 

where 1p is the fraction of  leaking and 2p is the 

fraction of 1.(1 )p  entering the airgap and the part. 

Equation (6) when combined with Equation (2) gives the 
mechanical force acting on ½ of the model of the part.  

5. Conclusions 

Foundries, once the low relation of manufacturing 
engineering, are on their way to automation and 
undergoing investments in robot installations to increase 
quality and reduce costs. [7] Material handling is an 
important portion of foundry plant automation and if not 
carefully considered, can lead to rapid wear (Figure 9) and 
high maintenance costs for the robot interface with the part. 
 
The part texture attributes (surface roughness and texture) 
affect the holding forces of an electromagnet gripper. 
Future effort in this area will present the effect of these 
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attributes on normal and tangential holding forces. The 
results from the magnetic circuit model will be compared 
with available commercial software and substantiated with 
experimental analysis. 
 
 

 

Figure 9: Scratched Electromagnet Surface. (Obtained using IFM 3.1.1.) 
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Abstract 
Nowadays, the video documents like educational courses 
available on the web increases significantly. However, the 
information retrieval systems today can not return to the users 
(students or teachers) of parts of those videos that meet their 
exact needs expressed by a query consisting of semantic 
information. In this paper, we present a model of pedagogical 
knowledge of current videos. This knowledge is used throughout 
the process of indexing and semantic search segments 
instructional videos. Our experimental results show that the 
proposed approach is promising. 
Keywords: video course, ontology, OWL, conceptual indexing, 
semantic search, vector method adapted. 

1. Introduction 

The e-Learning is largely based on multimedia 
materials and particularly on videos. Many institutes, 
schools and associations on the web diffuse 
video lectures on scientific conferences, seminars 
and thesis dissertations or habilitations (e.g. INRIA, 
ENS, Aristotle…). Some 
Universities (or virtual campus) diffuse on the 
Internet their lectures as audio or video (are cited as an 
example: MIT, Berkeley, Strasbourg, MedNet and 
Lausanne). In addition, university lectures are 
grouped in thematic portals such 
as WebTV Lyon3 or SciVee (one of many examples 
of sites dedicated to science videos). These videos are 
recorded in different 
formats: i.e. video streamed (or podcast) or structured 
multimedia documents (where video and presenter's 
voice are synchronized with slides), and this for a live 
broadcast or delayed. 
While these video documents are more accessible to their 
richness and semantic expressiveness and their numbers 
are growing more and more, their treatment remains 

problematic. In particular, the search for relevant video 
sequences according to criteria related to the semantic 
content is not trivial. This can affect 
the learner while revising it or the researcher (or 
teacher) who wants to reuse a portion of a video for him. It 
is often more convenient for a user (learner or teacher) to 
use semantic information in its query (scientific 
concepts) to get the most relevant answers. Therefore a 
process of indexing and searching by the semantics of this 
type of video should be set up. 
Before reaching this stage, it should be noted that it is 
virtually impossible to achieve the semantic level, starting 
from a low-level analysis of video 
content. Interpretations of the contents of a video, 
which are semantically richer, make the task of the 
indexer more complicated than the case of a by 
keyword indexing. This is because he must choose the 
best index to describe content very rich in 
information. One meets the same difficulty in the research 
process. So we must first develop models capable of 
describing and modeling the semantic content of these 
videos in order to facilitate access, reuse and navigation 
by semantics. 
In this context, the processing of video 
content using techniques of knowledgebase is an 
interesting idea. In the perspective of Semantic Web, 
which is becoming a basis for distance 
learning environments, the ontology provides a rich 
semantic better than any other method of knowledge 
representation [1]. In a teaching platform, the precision of 
a search for educational content can be improved if based 
on the conceptual vocabulary defined in ontology while 
avoiding the ambiguities in terminology and 
allowing inferences that reduce noise and 
increase relevance. 
Our work aims to develop ontological models to form 
a conceptual vocabulary shared between the teachers 
and learners. We will use this vocabulary in the 
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annotation of videos from university lectures. Then, 
we seek to develop a system for indexing 
and searching the semantic content of video segments, 
based on their ontological annotation to overcome the 
lack of such a tool actually. 
In Section 2, we present different approaches 
to video indexing, namely, classical / semantic, automatic / 
semi-automatic, low level / high level. Section 3 will come 
later, and will present some work using ontologies for 
indexing documents in the two areas of interest, namely 
the e-learning and audiovisual. Then we describe in 
Section 4 our approach which is divided 
into five stages: ontological modeling of semantic content 
of video courses, their annotation based 
on models developed, conceptual indexing, conceptual 
research and finally experimentation. We conclude 
by specifying the limits and prospects of our approach. 

2. Semantic Indexation of Video 

The indexing of the video document is difficult and 
complicated. This type of material does not decompose to 
easily identifiable units as is the case for text document. It 
is therefore necessary to have tools able to segment, to 
describe and to annotate the content [2]; this is the task 
of annotating video document. 
Charhad has defined video annotation as the process by 
which text informations (or other) are associated 
with specific segments of video material to enrich the 
content. This information does not modify the document 
but is just mapped to it. The annotation is often considered 
to be a laborious task that requires human 
intervention; however, it remains in high demand for 
describing the semantic content of a video. 
Several standards are used to describe or to 
annotate multimedia content, such as Dublin Core [3] 
and MPEG7 [4], using a defined list of attributes such 
as creation date, authors, image resolution, etc... Dublin 
Core is used to describe the 
data cataloging bibliographic records. MPEG 7 is used to 
describe, in a fine low-level, visual and sound elements of 
an audiovisual document (such as texture, dominant color 
...). But Troncy in [5] found that the descriptors of the 
latter are too low to accommodate all the needs 
of semantic description. These standards are far from 
satisfactory because each provides few mechanisms 
of knowledge. Therefore ontologies can supplement 
them in order to access the level of multimedia semantics. 
Indexing based on ontologies to represent the 
documentation granules is called semantic 
indexing. It consists in choosing the set of 
concepts and instances of ontology as a representation 
language of the documents. The granules are then indexed 
by concepts that reflect their meaning rather than 

words quite often ambiguous. One should use an 
ontology reflecting domain or domains of 
knowledge discussed in the document collection [6]. 
Hernandez identified two steps to semantic indexing [6]. 
The first step is to identify the concepts or instances of the 
ontology in the granules also called conceptual annotation. 
The second step is to weight the concepts for each 
document based on the conceptual structure from which it 
originates. 
In what follows, we will cite some works that 
use ontologies for indexing video 
documents corresponding to two areas: e-learning and 
broadcasting. 

3. Existing Works 

The use of ontology in the context of indexing has grown 
in recent years in various fields; we cite two that interest 
us: the audiovisual sector [2], [7] and [8] and the field of e-
Learning [9], [10] and [11]. In this latter, several 
studies are based on the general idea of indexing document 
fragments on the basis of different kinds of ontologies: 
i.e. ontology document structure, domain 
ontology or pedagogical ontology (figure, 
formula, equation...), to reuse them to compose more or 
less automatically new resources. 
For example, the IMAT project [9] is turned to the use 
of ontology for indexing. The handling 
of documents requires the use of an 
ontology called 'document' which adds to 
the traditional domain and pedagogical ontologies. The 
ontology of the course is divided into three 
sections describing the content, the context and the 
structure. The content is the domain ontology and the other 
two parts are related to the pedagogical 
aspects (structuring the chapters, nature of the parties, 
etc.). 
The project MEMORAe [10] describes organizational 
memory training based on two ontologies. The first 
is domain ontology which describes the concepts of the 
training: individual (student, 
teacher...), documents (book, web page ...), educational 
activities (courses, TP...). The second is an application 
ontology that specifies all the concepts useful for specific 
training such as algorithms or statistics. 
The project Trial Solution [11] consists in taking 
each educational resource and breaks it down into learning 
objects 'OP'. Each OP is represented by its semantic 
content and its relationship with the 
other OP and metadata that concern. An annotation 
tool was developed by the project that indexes each 
node by metadata and by the terms of a thesaurus. May be 
mentioned other similar works in the field of e-
learning [12], [13] and [14]. 
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In the audiovisual field, we cite the work of [7] which 
articulates a specific conceptual knowledge of a domain 
through ontology in the context of indexing of audiovisual 
materials on the theme ‘Sport TV emission’ In this work, 
there are two ontologies: 
-  An audio-visual ontology to standardize the meaning 

of terms commonly used to describe the structure 
and format of audiovisual materials. For example a 
schema that indicates that a sports 
magazine is like sports program and that always begins 
with start sequence plateau, followed by a number 
of sequences that are either plateau sequence or 
a sequence launch-plateau-report and ends with a 
sequence end. 

- The second is the domain ontology that models 
the concepts of a particular sport which is his 
example cycling (tour de France, sports magazine, 
etc.)... 

The work of Isaac [8] is based on the semantic 
description of the content of television programs on the 
theme of medicine. It combines 
multiple ontologies namely: ontology 
of AV and thematic ontologies related medical fields 
(MENELA which describes the field 
of coronary disease and includes concepts related 
to cardiac surgery correspondent to the topic of the 
corpus, GALEN contains concepts related to all medical 
fields). 
In [2], Charhad proposed a model for the 
representation of semantic content of videos. This model 
allows synthetic and integrated consideration of 
information components (image, text, sound). He 
developed a number of tools to extract concepts (name of a 
person, a geographical place or an organization) and one 
for detection and recognition of the identity of the 
speaker which is based on the analysis of automatic 
transcription of speech in a video. 
We also cite some recent studies, [15] and [16], on the 
treatment of the semantic content of video representation 
of the field of e-learning. Dong et al. [15], offer a model of 
multi-ontology annotation of multimedia documents. But 
they focus in their paper on video presentations of lectures, 
seminars and corporate training. Each segment is 
annotated from a Multimedia Ontology (OM) and several 
domain ontologies. The 'OM' ontology is based on the 
standard MPEG7, but focuses on the aspect of content 
description. It contains three types of classes or concepts: 
multimedia concepts (image, video, audio, video segment, 
etc…), non-multimedia concepts (agent, place, time, 
etc…) and descriptor concepts of domain ontologies (such 
as Gene Ontology 'GO '). We note that the pedagogical 
aspect is missing in the annotation in this work. 
First, we must state that in e-learning, the course 
material is available on the web in two categories of 
documents: static multimedia documents (such as web 

page, pdf, doc, etc…) and dynamic or 
temporal documents (such as video, 
audio or SMIL [17]). The number of documents of the 
second category continues to grow while indexing jobs in 
the field of e-learning mentioned above are based only on 
documents of the first type. 
Second, the temporal nature of 
such documents creates a number of constraints on 
their management. Indeed, the specificity of 
these documents is to be temporal objects. Inherently this 
temporality does not present itself and can not be 
stored and this has several consequences. One of them is 
the imposition of rate of reading the document, if the video 
is an hour, it takes an hour to see it and if the information 
sought begins at the 12th minute and lasts 10 minutes, 
then you have to wait all this time or scroll through 
the first 11 minutes to find her. 
Third, the video courses posted on the web are annotated 
in general metadata (format, creation date, author, title, 
keywords, and sometimes abstract). Note that the use 
of free text (keywords, abstract), to describe the 
content, prevents the control of 
the description’s semantic and this severely limits the 
possibilities of reasoning. 
Search engines currently available do not allow a search 
by the semantic content of a sequence (or segment) in 
a video course because it is not logically structured, 
nor semantically described. There are no tools that 
offer this possibility so far. 
So our contribution is in the context of offering the 
community of e-learning (learner or teacher) a system that 
helps to search the semantic content of instructional video 
segments. 

4. Approch 

In a context of video courses information 
seeking by semantic content, modeling is an important and 
necessary task from which the index will be formulated 
and the by which research process will be more 
efficient and more accurate. Our approach comes as 
a modeling and indexing of pedagogical video courses and 
research through the semantics of the segments in 
such videos. 
At the theoretical level, our contribution consists in the 
proposal and the construction of two types 
of ontologies, one for the pedagogical structuring of a 
video course and the other for describing the semantic 
content of its various granules. Both ontologies will be 
used in the phase of conceptual annotation. 
At the experimental level, our contribution consists, 
first, in the conceptual annotation of a corpus of video 
course about continuous professional training broadcast on 
the Web from the University NETTUNO under the project 
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MedNet'U. Through this project MedNet'U 
(Mediterranean Network of Universities), satellite 
channels Rai Nettuno Sat forwarded academic lessons 
on professional training arguments in four 
languages: Italian, French, English and Arabic. 
 The annotation is done on ten video lessons from 
the course 'data structure and algorithm' (in 
French). Then, our contribution consists in the 
implementation of the prototype IRSeCoV: a system 
of indexing and semantic searching of pedagogical 
video 
segments through conceptual annotations associated 
with the corpus and we follow by an experiment. 

4.1 Construction of Ontologies 

We need two ontologies to model the content of courses in 
video format. The first will be built for pedagogical 
structuring of a video course and will be 
called pedagogical ontology of the video course. The 
second is the ontology of the domain of teaching and, as 
its name suggests, it will model the knowledge of a subject 
area (a teaching modulus) for a deeper semantic 
description of this type of course. We begin by 
describing the latter. 

4.1.1 Ontology of the Domain of Teaching 

A domain or area of teaching is a single module 
within training. A module addresses or teaches one or 
more concepts. A concept can be broken down into 
several concepts; it may depend on one or 
more concepts as may be the prerequisite of one or 
more concepts as well. So, three types of relationships may 
exist between two concepts: 'is_decomposed_into', 
'depends’, and 'is_prerequisite’. Note 
that ‘is_prerequiste’ has the characteristic of 
transitivity while ‘depends’ is symmetrical and 
‘is_decomposed_into’ is anti-symmetric. 
It is noted that the exploitation of the characteristics of 
these relationships can generate or infer instances not 
found in the basis of the original facts. 
Consider the example of teaching domain "data structure" 
which discusses the concepts: 
function, parameter, parameter passing by 
value, list, pointer and recording. Instances of relationships 
that can exist between these concepts are represented as 
follows: 
- is_decomposed (function, parameter). The function is 

composed of parameter. 
- depends (function, parameter_passing_by_value). Sinc

e this relationship is symmetrical, the inference 
system can deduce the next instance:  

- depends (parameter_passing_by_value, function). 
- is_prerequiste (pointer, list) and  

- is_prerequiste (list, tree)  => 
is_prerequiste (pointer, tree). The relation is transitive. 
Fig. 1 shows this ontology in the form class diagram. 

 

Fig. 1. Domain Ontology of Teaching. 

We can mention the existence of instances of the class 
concepts that are identical. We cite as an example: loop 
and repetition’s instruction, address and pointer, record 
and structure, two-dimensional table and matrix, parameter 
and attribute, etc... This semantics is specified in OWL 
[18] by the property 'sameAs' between individuals. 
An instance of this ontology creates domain ontology to 
teach D (a specific module). It can be manual or semi-
automatically. In the second case, this process makes use 
of language engineering tools (such as LEXTER) for the 
extraction of candidate terms from one or more textual 
course materials in a particular field D. These terms 
represent the extension of the class concept and should be 
selected, sorted by an expert in the field and organized 
hierarchically according to the relation 
'is_decomposed_into’. Then, the semantics of the domain 
is refined by the precision of identical instances of the 
class concept and the relations of the two bodies 
'is_prerequisites' and 'depends' that can exist between 
different concepts. 
For our part, we manually created an ontology for the 
module ‘Data Structure’ with the publisher 'protégé 2000'. 
Below one can find an excerpt from the OWL code 
generated by this tool. We used the French language 
because the video lessons we annotate are in French. 
 
<?xml version="1.0"?> 
<rdf:RDF 
    xmlns=http://www.owl-
ontologies.com/Ontology1277939276.owl# 
 ……… 
<Teaching_domaine rdf:ID="structure_de_donnee"> 
<teachs> 
 <concept rdf:ID="instruction"> 
  <is_decomposed rdf:resource="#affectation"/> 
  < is_decomposed  
   rdf:resource="#instruction_de_controle"/> 
 <is_decomposed 
  rdf:ID="#instruction_de_repetition"/> 
 <concept rdf:ID="boucle"/> 
   <owl:sameAs rdf:resource=  
    "#instruction_de_repetition"/> 
 </concept> 
 <concept rdf:ID="passage_parametre_par_valeur"> 
   <depends rdf:resource="#fonction"/> 
 </concept> 
 <concept rdf:ID="pointeur"> 
   <prerequisites rdf:resource="#liste"/> 
 </concept> 
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… 
</teachs> 
… 

4.1.2 Pedagogical Ontology of a Video course 

A video course is presented in one or more video lessons. 
Each video lesson (it can be a chapter or sub chapter) is 
divided or segmented into several temporal segments. The 
segment corresponds to the explanation of one or more 
slides with the same title. So the segment in this case must 
represent an idea or a subject or unit of interest which will 
be returned by our search system. 
A segment or a slide contains one or more pedagogical 
objects 'POb' (or Learning Objects). It can be a definition, 
an example, an exercise, a solution_exercice, an 
illustration, a rule, a theorem, a demonstration, etc.... 
While viewing some video lessons from the corpus that we 
chose, we found that a slide contains a definition of a 
concept followed by a small example. We also noticed that 
one example can be presented in two or three slides with 
the same title; we opted for this manner of structuring 
segments. 
This POb concerns one or more concepts of a teaching 
domain. The relation 'concerns' manages the alignment of 
two ontologies: i.e. pedagogical ontology of the video 
course (POV) and domain ontology of teaching (DOT). To 
do this, there is a need to import the second (DOT) into the 
first (POV) (see Fig. 2). 
A question: why a POb concerns a number of concepts and 
not one. If we take the example of the video lesson with 
the title 'functions', where there is a slide with an exercise 
on the use of a table as a parameter of a function, we see 
that the POb-type 'exercise' concerns the three concepts 
(underlined) of the domain ontology of teaching ‘Data 
Structure’ (to our knowledge, there is no search engine 
that responds to a request of this type). 

4.2 Annotation Process 

Some authors, such as Charhad, consider or call the 
annotation phase as assisted or manual indexing. This 
phase describes the pedagogical video documents by 
considering two aspects: one is pedagogical and identifies 
the components of the educational structure of the 
document (slide, learning object type definition, example 
...) and the second is thematic and describes each element 
as a concept in the field. 
Troncy and Isaac used the tool SegmentTool, while 
Charhad used VidéoAnnex. In our case, we have 
developed a new tool for segmentation and annotation of 
video course called OntoCoV and based on ontologies we 
created. 

 

Fig. 2. The Pedagogical Ontology of the video course. 

The description or annotation via OntoCoV begins with 
the localization or temporal segmentation into entities 
regarding an indivisible concept. It comes to identify 
segments in time, where each corresponds to exposure of 
one or more slides with the same title. Then, each segment 
must characterize its pedagogical structure. These two 
steps generate the instantiation of the ontology of video 
course. Next, a description of the semantic content of each 
segment is made by the association of concepts of the 
ontology of a teaching field that is particular to different 
pedagogical objects (POb). 
This ontology must have a close relationship with the 
video lesson being annotated. So OntoCoV gives its user 
the possibility to integrate ontology of a particular area. 
This ontology is presented in our tool as a tree graph, 
which allows the user to quickly browse and select, at all 
levels (hierarchy of concepts), the concept that seems 
pertinent for its indexing. At the end, the system will 
generate all the annotations in the operational language 
OWL. These annotations provide a basis of facts that will 
be exploited in subsequent phases. 

 

Fig. 3. The interface of OntoCoV tool. 
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Fig. 3 shows the interface of the tool OntoCoV which is 
divided into two regions: 
(a)  Area to watch the video with buttons to play the 

video, stop it, create a segment, etc... 
(b)  Region to display all the segments slide built. 

A small separate window appears by clicking on a segment 
of the area (b). It contains a list of pedagogical objects 
forming the selected segment. We can describe each POb 
by associating a list of concepts of the ontology of 
teaching field already built into the tool. 
After the annotation of a video lesson of the course 'data 
structure and programming techniques', the tool will 
generate the following OWL code: 

… 
<video_course rdf:ID="structure_de_donnee"> 
 <is_presented_into> 
  <lesson_video rdf:ID="fonction"> 
  <URL 
rdf:datatype="http://www.w3...#string">  
        http://.../fonction.wmv </URL>  
   <is_segmented rdf:resource="#slide_2"/> 
   <is_segmented rdf:resource="#slide_3"/> 
   <is_segmented rdf:resource="#slide_7"/> 
  </lesson_video> 
 </is_presented_into> 
<langage rdf:datatype="&xsd#time">frensh</langage> 
… 
</cours_video> 
<slide rdf:ID="slide_2"> 
 <Duration rdf:datatype="&xsd#time">00:03:22 
  </Duration> 
 <Beging rdf:datatype="&xsd#time">00:02:01  
  </Beging> 
 <Title rdf:datatype="&xsd#string">introduction au  
  function</Title> 
 <contains> 
  <POb rdf:ID="definition_1"> 
     <concerne rdf:resource="&p1#adresse"/> 
     <concerne rdf:resource="&p1#fonction"/> 
  </POb> 
 </contains> 
 <contains> 
  <POb rdf:ID="exemple_1"> 
   <concerne rdf:resource="&p1#valeur_retournee"/> 
   <rdfs:comment rdf:datatype="&xsd#string"> 
    differents type de valeurs retournée    
   </rdfs:comment> 
  </POb > 
 </contains>     
</slide> 
… 

4.3 Conceptual Indexing 

Once the concepts of both ontologies have been 
identified in the temporal segments, we move to the phase 
concept’s weighting for each slide. 

In this part of our work, we present an index structure 
that can pose queries on temporal segments of video 
document. For this we use the vector model of Salton [19] 
while adjusting the calculation of the weight TF_IDF 
(Term Frequency_Inverse document Frequency) for our 
needs, drawing on the works of [20] and [21]. 
It is proposed that the document for a video lesson is no 
longer represented by a vector but a matrix of concepts 

and temporal segments. Since the segments are described 
by concepts instead of words, we compute the weight of 
concepts with respect to segments in which they appear. 
Thus we define the new formula CF_ISDF (Concept 
Frequency_Inverse Segment and Document Frequency), as 
follows: 

( , , ) ( , , )

( , , ) ( , )

CF ISDF c s d CF c s d
ISF c s d IDF c d

− = ×
× ×

 

( , , ) log
( , )
dS

ISF c s d
SegF c s

 
=  

 

 

( , ) log
( , )
dS

IDF c d
SegF c s

 
=  

 

 

   (1) 

( ), ,CF c s d : The number of occurrences of concept c in 

the segment s of the document d. 
D : Set of all documents (video lessons) of the corpus. 

dS : Number of segments in the document d. 

( , )SegF c s : Number of segments in the document d in 

which the concept c appears. 
( )DF c : Number of documents containing the concept. 

This formula allows us to balance the concept not only by 
its frequency in the segment s on a document d, but also its 
distribution in the document (ISF(c, s, d)); this last 
measure represents the discriminatory strength of a 
concept c in the document d. The distribution of the 
concept in the corpus (IDF(c, d)) is also important. If a 
concept appears in several documents, it is less 
representative for a given document with respect to 
another concept that appears only in only one document. It 
is the discriminatory strength in the corpus. 

4.4 Conceptual Search  

Now we come to the search phase which is also called 
the interrogation phase. It includes: 
-  formulating the need for information through query, 
-  translating the query into an internal representation 

defined by a query template, 
-  comparing the request to document’s indexes in the 

corpus by the correspondence function, 
- presenting the results in order of relevance. 
Formulation of the query: The corpus of video courses 
covers several subjects or areas of teaching. For each TD 
we associate an ontology according to the model 
developed above. These ontologies, which were used 
during the annotation, will be used to help the user 
formulating its query. Our system provides an interface for 
visualization and exploration of an ontology of a particular 
TD, chosen by the user, to guide him to browse the tree of 
this ontology and giving him the opportunity to choose the 
concepts of his query (see Fig. 5). 
The reason that led us to choose this way of query 
formulation is twofold: 
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-  the user has indeed difficulty to specify his need and to 
express it, 

-  one must remove ambiguities and improve the 
precision and recall of our system. 

Query template: For each query (as for segments), we 
associate a vector. We can assign a weight to the concepts 
of the query. We assign the value 1 when the concept is 
present and 0 otherwise. 
Correspondence Function: We adapt a measure of 
pertinence from classical vector model. The relevance of a 
query Q over a segment S of the document D is: 

,( , ) cos( , )D S D Qpertinence S Q V V=   (2) 

VS,D and VQ are respectively the vectors of weight of 
concepts in segment S of document D and query Q. 
The Search Results: is a list of references to the most 
pertinent segments, viewed in order of pertinence in a page 
coded in HTML + time. Hence the user can see and read a 
selected video segment on the same page. 

4.5 Prototype and Experiment 

To evaluate our approach, we implemented a 
prototype called IRSeCoV (Abbreviation of French 
translation of: Indexing and Semantic Search in 
Video Course). Our system aims to allow a more 
accurate and relevant search of pedagogical video 
segment. It has several components (see Fig. 4 and 
Fig. 5) which allow it to be modular. 

 

Fig. 4. The General architecture of IRSeCoV system. 

To evaluate our system, we have two approaches: 
- The first concerns the evaluation of the structure of the 
index. It comes to calculate the time of indexing, the 
storage space of the index relative to the size of the corpus, 
the time of constructing the ontology and the time of 
corpus annotation. Calculating of time of constructing the 
index does not assess the value of the index. 
- The second concerns the evaluation of the relevance of 
the index by testing its impact on research using traditional 
measures of relevance (recall and precision). 
Initially we tested the weight of some concepts taken from 
the index table that was generated by our system. 

The experimentation of our system was done on a corpus 
(annotated by OntoCoV) of 9 video lessons (from 25) of 
the module 'data structure and programming techniques' 
which was given during a continuing professional 
formation by the virtual university NETTUNO under the 
project MedNet'U. The following table shows some 
concepts and the list of segments in which they appear. 
The segment is defined by the document number (video 
lesson) and the segment number (slide) in this document. 

Table 1: List of concepts associated with segments 

Concepts List of segments  

Pointeur {(D1,S7), (D4,S1), (D5,S5), (D5,S12), 
(D6,S2), (D8,S9), (D8,S14), (D9,S4)} 

Parametre_formel {(D4,S2)} 

 
CF-ISDF(Pointeur,S2,D6) = 1×log(13/2) ×log(9/6)   

 = 0,7589. 
CF-ISDF(Pointeur,S9,D8) = 6×log(16/11) ×log(9/6)

  
 = 0,9110. 

CF-ISDF(Pointeur,S14,D8)= 1×log(16/11) ×log(9/6)
  

 = 0,3038. 
CF-ISDF(Parametre_f,S2,D4) = 1×log(14/2) ×log(9/1)  

 = 4,2756. 
 
-  If a concept appears in two segments of the same 

lesson, the frequency determines the most pertinent 
segment. See the concept 'pointeur' in the two segments 
(D8,S9) and (D8,S14). 

-  If a concept appears in segments from different 
lessons, then the discriminatory strength ISF determines 
the most pertinent segment. See the concept 'pointeur' 
in the segments (D6,S2) and (D8,S14). 

 If a concept appears in one or two segments at most in the 
corpus, it will have a great weight because of the 
discriminatory value IDF; as can be seen with the concept 
‘parametre_formel’. 
The user can specify in his query the pedagogical object 
with the concepts he seeks. The system returns a list of 
segments sorted by pertinence. For each segment, it 
displays the name of the lesson, its beginning, its duration, 
its title and more importantly, the pedagogical objects 
included in the segment with a comment. The user can 
thus select the segments as needed (see Fig. 5). 
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Fig. 5. System interface IRSeCoV. 

We plan to expand the testing of our system on a corpus of 
video courses from different teaching field to assess its 
relevance by calculating recall and precision. 

5. Conclusions 

We have presented in this paper an approach of searching 
by the semantic content of pedagogical video segments 
using ontologies. We built two ontologies, the first 
structure, pedagogically, a video course and the second 
models the knowledge of a teaching field. 
We realized a new tool called OntoCoV that generates the 
annotation of video lesson in OWL-based on ontologies. 
Then we detail the indexing and the conceptual searching 
of all annotated video course by adapting the vector 
method. We have defined a new formula CF-ISDF to 
calculate the weight of a concept in a video segment. To 
implement this approach, we developed the prototype 
IRSeCoV and we experimented this system on a few video 
lessons annotates on the module 'data structure'. The 
obtained results show the feasibility and benefits of using 
ontologies to search by the semantic content in 
pedagogical video segments. 
However, it is important to note that our approach is far 
from being finished and that it has to evolve in the near 
future. 
To improve the research relevance, we think to use 
semantic inference in the search of content. The results 
(explicit assertions) returned by the conceptual search may 
be supplemented by implicit assertions derived or inferred 
from the knowledge base by exploiting the semantic 
relations between concepts (e.g. transitivity, similarity, 
etc…) 
We suggest also extending the ontological model, by 
integrating knowledge about the profile of learners to 
guide our system to the adaptation of video segments 
based on their profiles. 
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Abstract 
Artificial neural networks (ANNs) are computational intelligence 
techniques, which are used in many applications, such as disease 
diagnosis. The objective of this study was to evaluate 
two artificial neural networks created for the diagnosis of 
diseases in fish caused by protozoa and bacteria. As 
a classification system, ANNs are an important tool for decision-
making in disease diagnosis. A back-propagation feed-forward 
was selected, with two layers, sigmoid and linear activation 
functions, and the Levenberg -Marquardat algorithm, for the 
training of the ANNs. The results of the application of these 
neural networks for the diagnosis of fish diseases based 
on test cases indicated a 97% success rate for the classification 
of both bacterial and protozoan diseases. 
Keywords: Artificial Neural Networks, Fish Disease Diagnosis, 
Feed-forward back-propagation network, Artificial Intelligence, 
and Decision Support Systems. 

1. Introduction 

Artificial Neural Networks (ANNs) 
are adaptive models inspired by the organization 
of neurons in the human brain and learning of 
novel patterns from an initial 
detail [1]. These networks have been used successfully in 
areas ranging from engineering to medicine [2], [3], [4], 
[5], [6], [7]. In the medical field, ANNs are used to assist 
the specialist in the analysis, diagnosis and treatment of 
diseases. Most medical applications of artificial neural 
networks are classification problems, in other words, the 
task is based on the classification of measured parameters, 
to assign the patient to a small set of classes, which are 
the diseases [8], [9]. The back-propagation model with two 
layers (hidden and output), with the sigmoid and linear 
activation functions, has been used for the solution of 
some of these problems [6], [9].  
 

In contrast with the field of human medicine, few studies 
based on neural networks have been developed for the 
diagnosis of diseases in fish. This is partly because fish 
diseases are complex phenomena, the diagnosis of which 
demands considerable expertise, but also because infected 
fish tend to die quickly without adequate treatment [10]. 
Economically, the most important diseases include those 
caused by bacteria and protozoa. These diseases are 
especially difficult to identify because their clinical signs 
are similar, and differences may only arise during the 
acute or chronic phase, and in many cases, transmission 
patterns are unknown [11], [12]. Given this, there is a clear 
need for the development of new and more effective 
approaches to the diagnosis of bacterial and protozoan 
diseases in these animals. 
 
Zeldis and Prescott [13] discussed problems and 
solutions for the development of a program for 
the diagnosis of diseases in fishes. They reviewed the 
different techniques employed by the experts in the field, 
emphasizing the considerable difficulties of diagnosing 
fish diseases, but concluded that the use of artificial neural 
networks would not be feasible due to the lack of an 
adequate database of fish diseases. 
 
However, while no central agency store these data, a 
number of university laboratories have accumulated a 
large quantity of data, which permits a more systematic 
evaluation of the phenomenon. In the present study, data 
from such a source are used to evaluate the applicability 
of ANNs to the diagnosis of fish diseases caused by 
bacteria and protozoa. The aim is to provide a reliable 
system for the rapid and accurate diagnosis of diseases in 
fishes. 
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2. Artificial Neural Networks (ANNs) 

Artificial Neural Networks (ANNs) are computational 
systems that simulate biological neural networks, which 
can also be defined as a specific type of parallel processing 
system, based on distributional or connectionist methods 
[14]. Their internal structure can also be modified in 
accordance with a specific function [1]. The structure of a 
network of this type is characterized by a number of 
interconnected elements (neurons) that learn by modifying 
themselves. As in nature, the function of the network is 
determined by the connections between the elements [2]. 
 
In this configuration of neural networks, a subset 
of processing elements can be added to the network 
(layers). This configuration is referred to as a neural 
network multi-layer perceptron (MLP-ANN). This MLP-
ANN is widely- used in applications such as 
approximation functions, feature extraction, optimization, 
classification and ease-of- use [15]. 
 
In this configuration, the first layer is the input layer and 
the last, the output layer, between which there may be one 
or more extra layers, known as hidden layers (see 
Figure 1). Within the context of a given learning 
algorithm, this configuration enables neural networks to 
achieve a specific function, as well as allowing 
adjustments in the value of the connections (weights) 
between elements [9], reducing the mean square error. 
 
The back-propagation approach and its variants are widely 
used as learning algorithms in neural networks. The 
procedure is based on the calculation of the gradient 
vector error, with the error gradually decreasing until 
all the expected results are displayed [2]. 
 

 

Figure 1 Structure of the multi-layer neural network perceptron. 

SOURCE: Krenker, Bester and Kos, 2011 [16]. 

Artificial neural networks can be divided into two 
categories - supervised and the unsupervised – based on 
the learning process. In supervised learning, inputs and 
outputs are presented to the network, which will adopt the 
patterns that provide the desired outputs [17]. In order to 
ensure that the output (system response) achieves a 

satisfactory result, the neural network adjusts the relative 
weights of the connections, using an interactive process. 
Following unsupervised learning, the network develops its 
own representation of the input stimuli in order to 
calculate the weights of acceptable connections until 
finding the answer to the problem. This type of network 
creates a map of self-organization, which has only inputs 
and no known responses. An ANN 
thus becomes a powerful and versatile tool, due to its 
considerable capacity for learning and, theoretically, that it 
can provide continuous mapping of any database with 
arbitrary accuracy [9]. 

3. The Proposed Method Based on Neural 
Network 

Two back-propagation feed-forward neural networks were 
constructed, one for bacterial and the other for protozoan 
diseases. The neural networks were derived from data sets 
provided by the Ichthyoparasitology and Fisheries 
Laboratory at the Federal University of Pará (Brazil), 
which provided information on the clinical signs of 
diseased fishes and their diagnosis. 
 
The data of the network were divided into inputs 
and outputs. The input data were the clinical signs, with 
the presence of signs being scored as 1 (present) or 0 
(absent). The output data for each disease group is 
the diagnosis of the disease. 
 
The network for the diagnosis of bacterial diseases was 
composed of 43 inputs, 20 neurons in the hidden layer 
and 12 neurons in the output layer (Figure 2), while that 
for protozoan diseases had 28 inputs, 22 neurons in the 
hidden layer and eight neurons in output layer 
(Figure 3). The structures proposed for the neural networks 
are presented in Figures 2 e 3.  

 

Figure 2 The proposed neural network for the diagnosis of bacterial 
diseases.  

 

Figure 3 The proposed neural network for the diagnosis of protozoan 
diseases.  
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3.1 Feed-forward architecture 

This feed-forward neural network model was selected 
for this project because this approach has been used 
successfully in other contexts for classification, 
prediction and troubleshooting. In this network 
model, information moves in only one direction, always 
forward from the input nodes, spreading to the hidden 
nodes and the on to the output nodes, where the output 
is compared with the desired value, resulting in an error 
for each element of the output [17]. 
 
In this system of feed-forward neural network, the hidden 
"neurons" are able to learn data patterns during the training 
phase and are then able to map the relationship between 
input/output pairs. In the hidden layer, 
each neuron uses a transfer function to process the data it 
receives from the input layer and then transfers this 
processed information on to the neurons of the output 
layer. The output of the hidden layer can be represented by 
the following function: 
 

   (1) 
 
where Y is a vector containing the output of each neuron 
(N) in a layer, W is a matrix containing the weights of 
each input (M) for all the neurons, X is a vector 
containing the inputs, b is a vector containing the bias, 
and ƒ (.) is the activation function [18]. 
 
In these types of network, data input and output are 
automatically divided into training, validation, and test 
sets. The training data are used for network learning. 
Training upholds the parameters set in the network 
structure, and then a set of validation data is used to 
minimize overfitting. These validation data are used to 
check the increase in accuracy in comparison with the 
training data, and are not shown in the final network. If 
accuracy increases during training, but then validation 
remains constant or decreases, network training is 
terminated. 

3.2 Fish Disease Diagnosis Data (Protozoan diseases) 

A database provided by a specialist in fish diseases was 
transcribed into the form used for the construction, 
validation, and testing of the network. The data were then 
analyzed for the diagnosis of potential diseases caused by 
protozoa pathogens. 
 
Thirty records of diagnosed diseases caused by protozoa 
were used, based on the set of clinical signs shown in table 
1. Of the 30 samples in the data set, 80% were used to 
train the neural network, while the remaining 20% were 
used in the test network. 

3.3 Fish Disease Diagnosis Data (Bacterial diseases) 

The data on the diseases caused by bacteria were also 
converted into a form appropriate for analysis in the neural 
network. Thirty-one records were analyzed based on the 
clinical signs outlined in table 2. As for the previous 
procedure, 80% of the samples were used to train the 
neural network, while the other 20% were used in the test 
network. 

3.4 Performance Evaluation 

The tool used for the construction, running and evaluation 
of the proposed neural networks was Matlab Toolbox 7.10. 
In both networks, the feed-forward model with sigmoid 
activation function in the hidden layer and a linear output 
layer was adopted because it is the most frequently-used 
procedure for function fitting (or nonlinear regression) 
problems. The Levenberg-Manquardt training algorithm 
was also used for the back-propagation network. This type 
of algorithm is faster for standard and feed-forward 
networks, and performs better for function fitting 
(nonlinear regression) than for pattern recognition 
problems. The network produced in this study can be 
expected to successfully diagnose eight types of disease 
caused by protozoa, and 12 by bacteria (Table 3). 

4. Results of the Experiment 

The result obtained from the artificial neural network 
approach to the diagnosis of diseases, based on reported 
clinical signs, demonstrated that the network was able to 
learn the patterns corresponding to the clinical signs of 
specific fish diseases. The networks were also subjected to 
the respective test sets (unknown cases), which again 
produced satisfactory results, as described below (tables 3 
and 4). 

4.1 Artificial Neural network 1: Protozoan diseases 

The network classified 97% of the cases in the protozoan 
test set. The validation vectors used to stop the training 
network at the point set by the training algorithm are 
shown in figure 4. Validation ceased when the 
GRADIENT performance decreased, the performance 
adaptive variable (MU) was reduced, and the validation 
performance (VAL FAIL) increased. 
 
The best performance validation score (0.01088) was 
recorded at time 4 (figure 5). The mean square error 
(MSE) is the mean square of the differences between 
actual and desired outputs. Lower values indicate better 
performance, and zero is equal to no error. The validation 
and test curves were very similar. The percentage 
accuracy in the sample simulation of the feed-
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forward back-propagation network was 97%. 
Overall MSE was 5.44087e-3 and regression 
(R) was 9.83867e.-1. 

 

Figure 4: Training state values 

 

Figure 5: Network error values plot. 

Table 3: The Mean Square Error (MSE) and regression values (R) for 
training, validation and testing. 

 MSE R 

Training 7.08966e-5 9.99771e-1 

Validation 1.08804e-2 9.99501e-1 

Testing 6.44062e-2 9.97507e-1 

 

4.2 Artificial Neural network 2: Bacterial diseases 

The second network also classified 97% of the cases in the 
bacterial test set. The validation vectors used to stop the 
training network at the point set by training algorithm are 
shown in Figure 6. Once again, validation ceased when the 

GRADIENT performance decreased, the performance 
adaptive variable (MU) was reduced, and the 
validation performance (VAL FAIL) increased. The best 
performance validation score (0.056193) was recorded at 
epoch 7 (Figure 7). The percentage accuracy in the sample 
simulation of the feed-forward back-propagation network 
97%, MSE was 2.28988e-2 and R was 9.54099e-1. 

 

Figure 6: Training state values 

 

Figure 7: Network error values plot. 

Table 4: The Mean Square Error (MSE) and regression values (R) for 
training, validation and testing. 

 MSE R 

Training 1.92955e-8 9.99999e-1 

Validation 5.61926e-2 9.14124e-1 

Testing 7.65403e-3 9.65968e-1 
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5. Conclusions and Future Work 

This article presents the construction and testing 
of two feed-forward back-propagation neural networks for 
the diagnosis of protozoan and bacterial diseases in fishes. 
The artificial neural networks had satisfactory outcomes 
for both data sets. The results indicate that artificial neural 
networks provide a viable approach for the diagnosis 
of diseases in fish, and may be further enhanced to aid in 
the treatment of these diseases, as well as the diagnosis of 
diseases caused by other vectors, such as parasites 
or fungi, and well as disorders related to environmental 
changes. 
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Table 1: Clinical Signs variables used to analyze the data set of protozoan 
diseases. 

Clinical sign of disease 
Nº Diagnostic Variable  
1 Abscess {Yes, no} 
2 Anorexia {Yes, no} 
3 Apathy {Yes, no} 
4 Ascites {Yes, no} 
5 Cotton-like appearance {Yes, no} 
6 Gills with excess mucus {Yes, no} 
7 Gills with blood {Yes, no} 
8 Blindness {Yes, no} 
9 Pale coloration {Yes, no} 
10 Dark coloration {Yes, no} 
11 Dyspnea {Yes, no} 
12 Swimming disorders {Yes, no} 
13 Exophthalmos {Yes, no} 
14 Injuries to the body {Yes, no} 
15 Differentiated feces {Yes, no} 
16 Hypertrophy of organs {Yes, no} 
17 Bleeding in external organs{Yes, no} 
18 Organs with lesions {Yes, no} 
19 Ulcerative lesions {Yes, no} 
20 White blemishes{Yes, no} 
21 Disjointed movements {Yes, no} 
22 Fins destroyed {Yes, no} 
23 Fins closed {Yes, no} 
24 Nodules {Yes, no} 
25 White spots {Yes, no} 
26 Skin mucus{Yes, no} 
27 Rash{Yes, no} 
28 Abnormal tegument {Yes, no} 

 

Table 2: Clinical Signs variables used to analyze the data set of bacterial 
diseases. 

Clinical sign of disease 
Nº Diagnostic Variable  
1 Abscess {Yes, no} 
2 Anorexia {Yes, no} 
3 Apathy {Yes, no} 
4 Ascites {Yes, no} 
5 Swollen anus {Yes, no} 
6 Hemorrhagic anus {Yes, no} 
7 Hemorrhagic areas{Yes, no} 
8 Gills affected {Yes, no} 
9 Gills pale {Yes, no} 
10 Blindness {Yes, no} 
11 Red coloration {Yes, no} 
12 Pale coloration {Yes, no} 
13 Dark coloration {Yes, no} 
14 Abnormal growth {Yes, no} 
15 Dyspnea {Yes, no} 
16 Fin disorders {Yes, no} 
17 Edema {Yes, no} 
18 Abnormal scales {Yes, no} 
19 Exophthalmos {Yes, no} 
20 Furuncle {Yes, no} 
21 Hypertrophy in organs {Yes, no} 
22 Bleeding {Yes, no} 
23 Bleeding in the eyes {Yes, no} 
24 Bleeding in the external organs {Yes, no} 
25 Bleeding in the internal organs {Yes, no} 
26 Minor hemorrhage {Yes, no} 
27 White lesions {Yes, no} 
28 Dark lesions {Yes, no} 
29 Hemorrhagic lesions {Yes, no} 
30 Lesions in organs {Yes, no} 
31 Minor lesions {Yes, no} 
32 Ulcerative lesions {Yes, no} 
33 White blemishes{Yes, no} 
34 Intense bruising {Yes, no} 
35 Membrane surrounding the organs {Yes, no} 
36 Fins destroyed {Yes, no} 
37 Fins closed {Yes, no} 
38 Nodules {Yes, no} 
39 Red spots {Yes, no} 
40 Delay of sexual maturation{Yes, no} 
41 Ulcers {Yes, no} 
42 Abnormal tegument {Yes, no} 
43 Disease spreading in hours {Yes, no} 
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                     Table 3: Types of disease diagnosed for the two groups. 
 
 

Group Type of disease 
Bacterial Mycobacteriosis 
Bacterial Streptococcus infection 
Bacterial Peduncle disease 
Bacterial “Spinal column” disease 
Bacterial Bacterial gill disease 
Bacterial Septicemia provoked by Edwardsiella 
Bacterial Red mouth disease 
Bacterial Furunculosis 
Bacterial Septicemia caused by mobile Aeromonas 
Bacterial Septicemia caused by Pseudomonas 
Bacterial Bacterial kidney disease 
Bacterial Pseudo-renal disease 
Protozoan Velvet disease 
Protozoan Ichthyobodosis 
Protozoan Disease caused by rhizopods (amoebae) 
Protozoan Disease caused by flagelates (Hexamita spp.) 
Protozoan Disease caused by ciliates I (Trichodina spp.) 
Protozoan Disease caused by ciliates II (Chilodonella spp.) 
Protozoan Disease caused by ciliates III (Sessilina) 
Protozoan White spot disease 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 74



 

 

A Review of Burst Scheduling Algorithm in WDM Optical Burst 
Switching Network 

R.P.Adgaonkar 1 and S.N.Sharma 2  
 

 1 Department of Computer Engineering, G.S. Mandal’s Marathwada Institute of Technology (M.I.T.) 
Aurangabad, M.S., India 

  
 

2 Department of Computer Engineering, G.S. Mandal’s Marathwada Institute of Technology (M.I.T.) 
Aurangabad, M.S., India 

 
 
 

 
Abstract 

Optical Burst Switching (OBS) has proved to be an efficient 
paradigm for supporting IP-over-WDM networks. The growth of 
a variety of applications which transmit voice, data, video and 
multimedia, has necessitated the need to provide Quality of 
Service (QoS) over OBS networks. One of the key factors in 
OBS is the scheduling algorithm that is used in the switches to 
allocate the incoming bursts to a wavelength. Since the arrival of 
bursts is dynamic, it is highly desirable that the scheduling is 
done as quickly as possible. In this paper, a survey of various 
existing burst scheduling algorithm that provide QoS and reduce 
burst dropping probability is presented and compare different 
algorithm. 
 
Keywords: WDM, Optical Burst Switching Network, LAUC 

1. Introduction 

A WDM technology has the enormous amount of 
bandwidth available in fiber cable. In WDM system, each 
carries multiple communication channels and each channel 
operating on different wavelength. Such an optical 
transmission system has a potential capacity to provide 
Tera bytes of bandwidth on a single fiber. WDM 
technology has the capability to provide the bandwidth for 
the increase in the huge on traffic demand of various 
applications like audio, video and multimedia, which 
needs the QoS over the network [1]. 

The currently existing switching techniques can be 
broadly classified into optical circuit switching (OCS), 
optical packet switching (OPS) and OBS techniques [1], 
[2]. In OCS, an end-to-end optical light path is setup using 
a dedicated wavelength on each link from source to 
destination to avoid optical to electronic (O/E/O) 
conversion at each intermediate nodes. Once the light path 
is setup, data remain in optical domain throughout 
transmission of data. OCS is relatively easy to implement 
but main drawback of OCS is circuit setup time and 
improper holding time of resources like bandwidth. On 

other hand, no circuit setup is required in OPS but packet 
header need to be processed in the electronic domain on 
hop-by-hop basis. Due to which data payload must wait in 
optical buffers like fiber delay lines (FDLs), which is very 
complex and challenging task in high speed optical 
networks. To do this task, OPS require optical buffers, 
O/E/O converters and synchronizers. The new switching 
technology, which combines the merits of coarse gained 
OCS and fined gained OPS was proposed and called as 
OBS [1], [2], [3], [4]. 
 

 
 Fig 1: OBS Network Model 

 
In OBS network model, as shown in the Fig. 1 [5], 

there are two types of routers, edge and core router, which 
are connected by WDM links. Various type of client‘s data 
with same destination are aggregated at the edge router in 
a data burst. The data could be IP/SONET/SDH/ATM cell 
or combination of all packet type.In OBS, edge router is 
responsible for burst assembly/ disassembly, scheduling of 
burst, transmission of burst, deciding the offset time, 
generation of burst control packet (CP) functions. Core 
router will forward the burst to its destination node [6], 
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[7]. In OBS, a burst consist of header and payload called 
data burst. A burst header is called as CP. Typically; CP 
contains information about burst size and burst arrival 
time. The CP and payload are send separately on different 
channels called as control and data channel respectively as 
shown in Fig. 2 [8]. The burst is preceded in time by a CP, 
which is send on separate control wavelength. The 
preceded time is called as “offset time”. 

After a burst is generated, the burst is buffered in the 
queue at edge router for an offset time before being 
transmitted to give its CP enough time to reserve network 
resource along its route. During offset time, packets 
belonging to that queue may continue to arrive. These 
extra packets are dropped [9]. 

 

 
Fig 2: Separate Transmission of data and control signals. 

 
At each intermediate node, CP undergoes O/E/O 
conversion to get it processed electronically. The time 
taken for processing a CP is called as the “processing 
time” [9], [10], [11]. Depending upon CP information 
wavelength is reserved for the incoming burst for that 
duration by core router [4], [6],[7], [8]. 

Basically, there are three different assembly schemes, 
namely threshold-based, timer-based and hybrid-based [9], 
[10]. 

In a timer-based scheme, a timer is started to initialize 
the assembly process. A burst containing all the packets in 
the buffer is generated when the timer exceeds the burst 
assembly period [9]. While in a threshold-based scheme, a 
burst is created and sends into the OBS network when the 
total size of the packets in the queue reaches threshold 
value [9]. 

Hybrid assembly scheme is the combination of both 
threshold-based and timer-based assembly scheme [9]. In 
the hybrid assembly scheme, a burst can be sending out 
when either the burst length exceeds the desirable 
threshold value or the timer expires. 

In OBS network, different wavelength reservation 
schemes are used for reserving the wavelength. One is 
called as Tell-And-Wait (TAW). In TAW, when source 
has the burst to send, it first reserve the wavelength along 
the route by sending “request” message. If the wavelength 

is granted by intermediate nodes along its route, a positive 
acknowledgment (PACK) message returns to source from 
the destination; otherwise negative acknowledgment 
(NACK) is received at source [4], [12],[13], [14]. 

Second scheme is called Tell-And-Go (TAG), in 
which two reservation schemes has been proposed. They 
are Just-Enough-Time (JET) and Just-In-Time (JIT). In 
JET, reservation is made by using CP information. The 
reservations made for the duration of data burst. The 
resources are reserved and released implicitly. In JIT, the 
resources are reserved as soon as CP is received and hold 
resources until burst departure time. The resources are 
released explicitly by sending another control message and 
which results in bad resource utilization. Due to this the 
wavelength holding time to that node is larger than burst 
transmission time [4], [12], [13], [15]. 

2. Burst Scheduling Algorithm 

Another important factor which affects the network 
traffic is scheduling algorithms used to schedule burst. 
Arrival of bursts at OBS node is dynamic. Scheduling 
technique must schedule arrival burst on the available 
wavelengths for the entire duration of burst transmission. 
Scheduling technique must schedule burst efficiently and 
quickly. Scheduling algorithm should be able to process 
the CP fast enough before the burst arrives to the node. It 
should also be able to find proper void for an incoming 
burst to increase channel bandwidth utilization. Following 
are proposed burst scheduling algorithms in the literature. 

 

2.1 Latest Available Unused Channel (LAUC)    

 Algorithm [16],[17]. 

In LAUC, burst scheduling is done by selecting the latest 
available unscheduled data channel for each arriving data 
burst. In this algorithm, a scheduler keeps track of horizon 
for each channel. Horizon is the time after which no 
reservation has been made on that channel. LAUC 
searches the wavelength by using horizon information on 
each channel. The scheduler assigns each arriving new 
burst to the data channel with minimum void formed by 
that burst on data channel. For example, in Fig.3, 
wavelength C2 and C3 is unscheduled at the arrival time t 
of the new burst. Wavelength C3 will be selected for the 
new burst because the generated void (t-t3) on wavelength 
C3 will be smaller than the void (t-t2) that would have 
been created if wavelength C2 was selected.  
 
LAUC algorithm is simple and has a good performance in 
terms of its execution time. However, it results in low 
bandwidth utilization and a high burst loss rate. 
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Fig 3: Illustration of LAUC data scheduling algorithm. 

 

2.2 Latest Available Unused Channel with Void    
      Filling (LAUC-VF) Algorithm [16],[17]. 
 

In LAUC, the voids are created between two data 
burst assignment on the same data channel. This is termed 
as unused channel capacity. LAUC-VF is variant of 
LAUC. In this algorithm, a scheduler keeps track of 
horizon and voids for each channel. LAUC-VF maintains 
start and end time of void for each data channel. LAUCVF 
searches for the void such way that newly formed void is 
very small compared to other voids. An example of 
LAUC-VF algorithm is illustrated in Fig. 4. New data 
burst with duration L arrives at time t to the optical switch, 
the scheduler first finds the outgoing wavelengths that are 
available for the time period (t, t+L). Wavelengths C1, C2 
and C5 are available for the coming data burst. 
Wavelengths C2 is chosen to carry the new data burst 
because the void that will be produced between the bursts 
and coming data burst is the minimum void. 

  
Fig 4: Illustration of LAUC-VF data scheduling algorithm 

Implementation of LAUC-VF has a much longer execution 
time than the LAUC scheduling algorithm, especially 
when the number of voids is significantly larger. However, 
it result in high bandwidth utilization and a low burst loss 
rate. 
 

2.3 Best-Fit (BF) Algorithm [16]. 
In BF, a scheduler keeps track of horizon and void for 
each channel. It also maintain start time and end time of 

void for each data channel. Scheduler tries to search for a 
void such way that newly created void is the smallest void 
before and after scheduled burst. An example of Min-EV 
algorithm is illustrated in Fig. 5. 

 
Fig 5: Illustration of BF data scheduling algorithm 

 
New data burst with duration L arrives at time t to the 
optical switch, the scheduler first finds the outgoing 
wavelengths that are available for the time period (t, t+L). 
Wavelengths C1, C2, C4 and C5 are available for the 
coming data burst. Wavelength C2 is chosen to carry the 
new data burst because the starting and ending void that 
will be produced between the bursts and coming data burst 
is the minimum void. Implementation of BF has a much 
longer execution time than the LAUC scheduling 
algorithm, especially when the number of voids is 
significantly larger. Also it achieves a loss rate which is at 
least as low as LAUC-VF, but can run much faster. 
However, it results in high bandwidth utilization and a low 
burst loss rate. 
 

2.4 Minimum Starting Void (Min-SV) Algorithm      
      [16], [17]. 
 
In Min-SV, a scheduler keeps track of horizon and void for 
each channel. It also maintains start and end time of void 
for each data channel. Scheduler tries to search for a void 
such way that newly created void is the smallest void after 
scheduled burst. An example of Min-SV algorithm is 
illustrated in Fig. 6. New data burst with duration L arrives 
at time t to the optical switch, the scheduler first finds the 
outgoing wavelengths that are available for the time period 
(t, t+L).Wavelengths C1, C2 and C5 are available for the 
coming data burst. Wavelength C2 is chosen to carry the 
new data burst because the starting void that will be 
produced between the burst and coming data burst is the 
minimum void. 
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Fig 6: Illustration of MIN-SV data scheduling algorithm. 
 

Implementation of Min-SV has a much longer execution 
time than the LAUC scheduling algorithm, especially 
when the number of voids is significantly larger. Also it 
achieves a loss rate which is at least as low as LAUCVF, 
but can run much faster. However, it results in high 
bandwidth utilization and a low burst loss rate. 
 

2.5 Minimum Ending Void (Min-EV) Algorithm    
      [16],[17]. 
 
In Min-EV, a scheduler keeps track of horizon and void 
for each channel. It also maintain start and end time of 
void for each data channel. Scheduler tries to search for a 
void such that newly created void is the smallest void 
before scheduled burst. An example of Min-EV algorithm 
is illustrated in Fig. 7. New data burst with duration L 
arrives at time t to the optical switch, the scheduler first 
finds the outgoing wavelengths that are available for the 
time period (t, t+L). Wavelengths C1, C2, C4 and C5 are 
available for the coming data burst. Wavelength C4 is 
chosen to carry the new data burst because the ending void 
that will be produced between the bursts and coming data 
burst is the minimum void. Implementation of Min-EV has 
a much longer execution time than the LAUC scheduling 
algorithm, especially when the number of voids is 
significantly larger. Also it achieves a loss rate which is at 
least as low as LAUCVF, but can run much faster. 
However, it result in high bandwidth utilization and a low 
burst loss rate. 
 

 
Fig 7: Illustration of MIN-EV data scheduling algorithm. 

 
BF, Min-SV and Min-EV algorithms are the variant of 

LAUC-VF algorithm. All the void filling scheduling 
algorithm yields better bandwidth utilization and burst loss 
rate than LAUC algorithm. But all the void filling 
scheduling algorithm has a longer execution time than 
LAUC algorithm. 

 

 
Fig 8: An example showing how a new burst is scheduled by using 

different scheduling algorithm. 
 

 
Table I shows the comparison of different scheduling 
algorithm [16]. 
 

Table 1: Comparison of Different Scheduling Algorithm. 

Scheduling 
Algorithms 

Time 
Complexity 

State 
Information 

Bandwidth 
Utilization 

LAUC O(W) Horizoni Low 
LAUC-VF O(Wlogm) Si,jEi,j High 
BF O(Wlogm) Si,jEi,j High 
Min-SV O(logm) Si,jEi,j High 
Min-EV O(logm) Si,jEi,j High 
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Table I summarizes the above discussion using the 
following notations: 

• W : Number of wavelengths at each output port.\ 
•  m : Maximum number of data bursts(or 

reservations) 
on all channels. 

• Horizoni : Horizon of the ith data channel. 
• Si;j and Ei;j : Starting and ending time of jth 

reservation on channel i. 

3. Conclusions 

OBS provides a cost-effective solution for switching in the 
next-generation optical Internet. Various Internet 
applications such as multimedia, voice-over-IP, 
ecommerce and web conferencing have different resource 
requirements and differ in how much they are willing to 
pay for the services. In this paper, a survey of burst 
rescheduling algorithms in OBS is presented along with 
advantages and disadvantages of this algorithm. 
 
References 

[1]  B. Mukharjee Optical WDM Networks, Springer Publication 
2006. 

[2]  Tzvetelina Battestilli and Harry Perros, “An Introduction to 
Optical Burst Switching”, IEEE Optical Communication ,Aug 
2003 

 [3]  C. Qiao and M. Yoo, “Optical Burst Switching: A New 
Paradigm for An Optical Internet”, Journal of High Speed 
Network, vol. 8, pp. 69-84, 1999. 

[4]  Takuji Tachibana and Soji Kasahara, “Performance analysis of 
timer-based burst assembly with slotted scheduling for optical 
burst switching network”, PERFORMANCE EVALUATION An 
International Journal, vol. 63, pp. 1016-1031, 2006. 

[5]  Yuhua Chen and Pramod K. Verma, “Secure Optical Burst 
Switching: Framework and Research Directions”, IEEE 
Communication Magazine, 2008. 

[6]  Tzvetelina Battestilli, “Optical Burst Switching: A Survey”, 
Technical Report, NC State University, Computer Science 
Department, July 2002.. 

[7]  Y. Chen, C. Qiao and X. Yu, “An Optical Burst Switching: 
ANew Area in Optical Networking Research”, IEEE Netwoks, 
vol.18, pp. 16-23, 2005.. 

[8]  B. Praveen, J. Praveen and C. Siva Ram Murty, “A Survey of 
differentiated QoS schemes in optical burst switched networks”, 
SCIENCE DIRECT Optical Switching and Networking, vol. 3, 
pp. 134-142, July 2006. 

[9]  Jason P. Jue and Vinod V. Vokkarane, Optical Burst Switching 
Networks, Springer Publication, 2005. 

[10]  Wang Ruyan, Wu Dapeng and Guo Fang, “Data Burst Statictics 
and Performance Analysis of Optical Burst Switching Networks 
with Self-Similar Traffic”, IEEE Computer Society, 2007. 

[11]  Burak Kantarci, Sema F. Oktug and Tulin Atmaca, “Performance 
of OBS techniques under self-similar traffic based on various 
burst assembly techniques”, Computer Communications, vol. 30, 
pp. 315-325, 2007. 

[12]  Karamitsos Ioannis and Varthis Evagelos, “A Survey of 
Resrvation Schemes for OBS”, University of Aegean, 
Department of information and Communication Systems. 

[13] Noureddine Boudriga, “Optical burst switching protocols for 
supporting QoS and adaptive routing”, ELSEVIER Computer 
Communications, vol. 26, pp. 1804-1812, 2003 

 [14] G. Mohan, K. Akash and M. Ashish, “Efficient techniques for 
improved QoS performance in WDM optical burst switched 
networks”, ELSEVIER Computer Communications, vol. 28, pp. 
754-764, 2005. 

[15]  Konstantinos Chistodoullopoulos, Emmanouel Varvarigos and 
Kyriakos Vlachos, “A new burst assembly scheme based on 
average packet delay and its performance for TCP traffic”, 
Optical Switching and Networking, vol. 4, pp. 200-212, 2007. 

[16]  Jinhui Xu., Chunming Qiao, Jikai Li and Guang Xu, “Efficient 
Channel Scheduling Algorithms in Optical Switched Networks 
using Geometric Technique”, IEEE Journal on selected areas in 
Communication, vol. 22, No. 9, November 2004. 

[17]  Jikai Li and Chunming Qiao, “Schedule burst proactively for 
optical burst switching networks”, ELSEVIER Computer 
Networks, vol. 44, pp. 617-629, 2004. 

 
First Author Sanjay N. Sharma has Received B.E. (Computer 
Engineering) degree in 1992. M.B.A. in (Marketing Management) 
in 1995.Currently pursuing M.E (Computer Engineering) from 
Aurangabad. He has more than 18 years of experience in 
teaching. Currently working as Assistant Professor in Computer 
Engineering at Thakur College of Engineering, Kandivali East, 
Mumbai, INDIA.His areas of interest are Image Processing and 
Computer Networks. 
 
Second Author Dr. R.P. Adgaonkar has received B.E. (Hons.)  
from Government College of Engineering, Aurangabad in 1968, 
M.Tech  from IIT Bombay in 1970,and Ph.D.in 1980. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 79



 

 

Real-Time Projection Shadow with Respect to Sun’s Position in 
Virtual Environments 

Hoshang Kolivand1 , Azam Amirshakarami2 and Mohd Shahrizal Sunar3  
 

 1,2,3 ViCubelab, Department of Computer Graphics and Multimedia, Faculty Computer Science and Information Systems, 
Universiti Teknologi Malaysia, 81310, Skudai Johor, Malaysia 

 
 
 
 
 
  
 

Abstract 
This paper proposes a real-time software for outdoor rendering to 
control the shadow’s position with effect of sun's position. The 
position of sun plays an important rule for outdoor games. 
Calculation of sun's position, as a result, position and length of 
shadows require a lot of attention and preciseness. Julian dating 
is used to calculate the sun's position in the virtual dome. In 
addition, of computer graphics, building design is another field 
that this paper contributes on it. To create shadow, projection 
shadow is proposed. By calculating the sun's position in the 
specific date, time and location on the earth, shadow is generated. 
Length and angle of shadow are two parameters measured for 
building design and both of them are calculated in this real-time 
application. Therefore, it can be used for teachers to teach some 
part of physics about earth orbit and it can be used in building 
design and commercial games in virtual reality systems. 
 
Keywords: real-time shadow, sun's position, sun light, 
projection shadow 

1. Introduction 

The principle calculations of the sun's positions have been 
very well known for a long time. The ancient Egyptians 
were able many years ago to calculate the sun's position so.  
By digging a large hole inside one of the pyramids, just 
once a year, on the king’s birthday, the sun could shine on 
the grave of their king. 
To create a realistic environment, shadow is the most 
important effects used to reveal information about the 
distance between objects in the scene. It is the major factor 
of 3-D graphics for virtual environment but unfortunately, 
it is difficult to implement in virtual environments, 
especially in real-time games. In computer games, shadows 
give the gamers feelings that trigger the sense that they are 
playing in the real world, resulting in maximum pleasure. 
Games which lack shadow are not seen as attractive by 
gamers, especially since gamers' have had a taste of virtual 
games, and their imagination now requests more and more 

realistic situations when they are watching cartoons or 
playing games. 
There are some different shadow techniques, like drawing 
a dark shape similar to the occluder on a plane. Although it 
is not precise, it is frequently used, especially in old 
computer games and some parts of advertisement 
animation. Another simple method to create real-time 
shadow is projection shadow algorithm [1] that is still 
widely used in game programming. In this method, shadow 
can be created just on horizontal and vertical plants at a 
time, but to create shadow on two adjacent horizontal and 
vertical planes need more calculation [2]. To have a 
shadow on arbitrary objects stencil buffer is appropriate. 
In computer games, shadow can reveal real distance 
between objects in virtual environment and give the 
gamer’s maximum feeling. A computer game without 
shadow cannot be very attractive even for indulged users 
when they play games or watch cartoons. 
In 1999, Preetham et al. approached an analytic model in 
rendering the sky. The image that they generated is 
attractive [3]. They present an inexpensive analytic sky 
model from Perez et al. (Perez model) that approximates 
full spectrum daylight for various atmospheric conditions 
[4]. 
In 2008, [5], worked on sky color with effect of sun's 
position. They used Julian dating and Perez model to 
create sky color. In 2010, Sami M. Halawani et al. 
published a paper entitled "Interaction between sunlight 
and sky color with effect of sun's position" [6]. They used 
Julian dating to control the position of sun. In 2008, 
Ibrahim Reda et al. introduced precise formulas for Julian 
day and used it for solar radiation [7]. 

2. Methods 

For outdoor rendering the sun’s position, sky color and 
shadows are most important effects. In this paper, the sun’s 
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position and shadow are combined. Projection shadow is 
high-speed method to create shadow on flat surfaces. The 
Julian date is one of the accurate techniques to determine 
the position of the sun. 

2.1 Hard Shadows 

 
Projection shadow technique is one of the simple methods 
to generate a real-time shadow. The most important 
advantage of projection shadows is high-speed rendering. 
The most prominent drawback of projection shadow is the 
fact that it needs a huge calculation to have shadow on 
arbitrary objects. The main idea of this method is to draw a 
projection of each occluder's pixels on the shadow receiver 
along the ray that is started from the light source up to the 
plane [2]. 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The scenario of shadow projection 

L is light source 
P is a pixel of occluder 
M is projection of  P 
N: Normal vector of ground. 
 

 

 

 
 

 
By using projection matrix for each pixel of occluder, 
projection shadow will be appearing on the plane. 

2.2 Dome Modeling 

Latitude is a distance from north to south of the equator. 
Longitude is the angular distance from east to west of the 
prime meridian of the Earth. Longitude is 180 degree from 

east to west. Each 15 degree represent one hour of each 
time. For example, if you can travel towards west 15 
degree per hour, you can turn off your time and turn on 
your time up on arrival without having any change in time. 
The earth spins around the sun in specific orbit once year.  
 
Dome is like a hemisphere in which the view point is 
located inside it. To create a hemisphere using 
mathematical formulas the best formula is: 
 

 
 
Where  is the zenith and  is the azimuth and 

  

  
This ranges is needed for a dome on the above of observer  
and the rest of sphere is not needed [11]. 
Before creating shadows in virtual environment, the sun's 
position must be determined; and this will be described in 
the next section 

Fig. 2. The zenithal and azimuthal angles on the hemisphere that θ is 
latitude and φ is longitude 

2.3   Sun's Position 

The principle calculation of the sun's position is well 
known long time ago and some exact data are needed. The 
ancient Egyptians were able in many years to calculate the 
sun's position so, with digging a large hole inside one of 
the pyramids, just once a year, when it is also the birthday 
of the king; the sun could shine on the grave of their king 
[8].  
 
The earth's oriented North - South line is not exactly 
perpendicular to the orbit.  It has about 23.5° deviation.  
The diversion of earth during a turn in the orbit around the 
sun maintains.  When earth is located on the right side of 
the sun, the southern hemisphere, due to the slight 

L 

M 
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deviation (23.5°), more direct radiation from the sun 
receives. About six months later, when the earth goes to 
the other side of the sun, this radiation to the northern 
hemisphere is vertical. 
Longitude and latitude are two most important necessary 
aspects to calculate the sun's position. The other 
information that is required is Greenwich Mean Time 
(GMT). To determine the position of the sun in the created 
dome, zenith and azimuth are enough.  
 

2.4   Calculation of Sun's Position Using Julian 
Date 

To calculate position of the sun, zenith and azimuth are 
enough. To have zenith and azimuth, location, longitude, 
latitude, date and time are needed [9]. Zenith is the angle 
that indicates the amount of sunrise while the azimuth is 
the angle that indicates the amount angle that sun turns 
around the earth. 
In 1983, Iqbal [10] proposed a formula to calculate the 
sun's position and in 1999, Preetham et al.[4] improved it. 
It is a common formula to calculate the position of the sun 
in physics.   

 
where 
t: Solar time  
ts: Standard time  
J: Julian date 
SM: Standard meridian  
L: Longitude  

 
The solar declination is calculated as the following formula: 
δ: Solar declination  
The time is calculated in decimal hours and degrees in 
radians.  
Finally zenith and azimuth can be calculated as follows: 

 

where 
θs : Solar zenith  
φs : Solar azimuth  

l : Latitude 

With calculation of zenith (θs) and azimuth (φs) the sun's 
position is obvious.  

2.5   Effect of Sun's Position on Shadows 

As the earth moves in its orbit, sun is moved from earth. 
Shadow's length depends on the position of the sun relative 
to the view situation. When a part of earth is tilted away 
from the sun, the sun's position is lower in the sky and 
shadows are long. On the other hand, when a part of earth 
is tilted towards the sun, position of the sun is highest in 
the sky and shadows are short. Longer shadows in a day 
appear at the sunrise and sunset; and the short shadows 
appear at the noon. The tilted of the earth axis is a reason 
that each part of earth can see more or less sun in a day. 
Different season is a result of different length of days and 
nights. 
 

3.   Result and Discussion 
 
Sun's position and length of shadows in real-time computer 
games can make a game realistic as much as possible. To 
keep real position and length of shadows in a virtual 
environment a substantial amount of precision is needed. 
Solar energy is free and a blessing of God for us, 
optimized usage of this blessing needs a mastermind. On 
the other hand, in building design and architecture, 
possible recognition of which direction is best to build a 
building in specific location. In cold places, building needs 
to stay in a situation that shadows lie in the back of the 
building but on the contrary, in warm places building 
should be located in the direction that shadows lie in front 
of the building.  
Figure 3, 4 and 5 show the direction of sun shine and 
shadow at 7:40, 10:59 (b) and 16:30 respectively, in UTM 
university on latitude 1.28 and longitude 103.45 in 22 
April 2011. The viewer location can be changed by 
changing the longitude and latitude. Date and time are also 
changeable. One of the facilities of the software is 
rendering automatically during a daytime. 

Fig. 3. Result of application at 7:40 in UTM (April 22, 2011) 
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Fig. 4. Result of application at 10:59 in UTM (April 22, 2011) 

 
 

Fig. 5. Result of application at 16:30 in UTM (April 22, 2011) 

 

4. Future work 
 
In this study, we have focused on projection shadow on flat 
surfaces. Shadow volume and shadow mapping are other 
techniques to create shadow. To have shadows on arbitrary 
object, shadow volume using stencil buffer is appropriated.  
Shadow mapping is more convenient for outdoor rendering 
because of high-speed rendering but not more than 
projection shadow. Volume shadow using stencil buffer or 
shadow mapping combined with sky color can make it as 
much realistic as possible. Interaction between the sun's 
position, sunlight, shadow and sky color in the outdoor 
virtual environment can be more attractive. 
 

5. Conclusion 
 
Since this research targets at shadows and sun's position 
for game engines and virtual environment, the real-time 
shadow technique seems appropriate. Subsequently, the 
hard shadow such as projection shadow was rendered with 
sun's position to get the precise effect of sun's position in 

outdoor effects such as shadows. The methodology used in 
this research combines projection method with sun's 
position and sky modeling. The first objective of this 
research is achieved by the use of projection shadow to 
create hard shadows and to recognize the position of the 
sun for each viewpoint in specific location, date and time 
of day.  
The proposed application can be used for outdoor games 
without any hesitation about the position of the sun and 
location of shadow for each object.  Other contribution of 
this application is for building designer to find the best 
direction to build a building to save the solar energy. 
Expert proposed method can also be used to display the 
sun's position and to describe the amount of shadow 
changes in some high schools. 
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Abstract 
Fluid level, pressure, temperature and flow control is a very 
common problem in the industry.  Considering the advantages of 
fuzzy control systems instead of  other conventional methods of 
control, in this paper a new approach using fuzzy logic to control 
the fluid level of biphasic (liquid and steam) fluid system, based 
on both temperature and pressure parameters presents. 
Simulations show that joining "pressure changes" parameter as 
third input of fuzzy controller, improves the efficiency of our 
control system and lead to more smooth changes in its output. 
Keywords: Fuzzy controller, Level, Pressure, Temperature. 

1. Introduction 

Benefits of Artificial Intelligence (AI) based control 
systems compared to other classical control methods, has 
encouraged many interested researchers to study and 
design such systems. Reviewing and comparing between 
conventional and intelligent control systems, especially 
discussion about classical and fuzzy logic methods, in 
many articles shows the importance of AI in new 
controllers. Combination of conventional control methods 
and fuzzy is also an attractive research area for many 
researchers [1-4]. 

Artificial Intelligence based Control methods, especially in 
the case of non-linear systems or when system has many 
complications, are very efficient, because in these cases the 
system cannot be addressed simply by equations and 
mathematical descriptions. 

 In fuzzy control systems, human knowledge in the form of 
fuzzy if-then rules is the foundation for decision making in 
fuzzy inference system (FIS). In a fuzzy control system, 
which system parameters are crisp numbers, they must 
change into fuzzy sets by Fuzzifier to be able to react as 

the fuzzy inference engine inputs. Fuzzy inference engine 
interprets fuzzy input sets and assesses them with fuzzy if-
then rules, finally the results will expressed by fuzzy 
output sets. Since, the equipments react by crisp inputs, 
fuzzy output sets have to change into crisp numbers by 
Defuzzifier. The various part of a fuzzy control system are 
shown in Fig. 1. 

In the following paragraphs, in section two, controller 
design methods and section three simulation methods are 
described. Results are discussed in Section four and finally 
in section five conclusions and future works are expressed. 

2. Design Method 

In this paper pressure, temperature and pressure-derivation 
considered as proposed FIS inputs. In practice, information 
of temperature and pressure comes by sensors as crisp 
numbers and pressure derivation is obtained by calculating 
at any time. As shown in Fig. 1, these three inputs, after 
fuzzification will be given to FIS. Fuzzy inference engine 
is responsible for decision making according to if-then 
rules database. Final results will be explains as fuzzy sets. 
We used Mamdani’s1 method for this decision making. 
More details are available in [5]. 

In order to control the fluid level in the boiler, based on 
two parameters temperature and pressure, usually two 
separate control mechanisms and two separate outlet 
valves are considered. In this paper, using fuzzy logic, a 
control surface will be defined by the percent outlet valve 
openness, based on both these parameters. This surface is 
 

1. Ebrahim Mamdani [Mam75] 

represented in (Fig. 2). To improve the efficiency of this 
mechanism, first derivation of the pressure -as third FIS 
input- is jointed in the final decision making. In reference 
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[6] by S. Panich, the similar method is presented for 
controlling the output level of a tank with pressure variable 
from 0 to 12 bars and temperature from 0 to 120 ° C. The 
pressure and temperature are the controller input and 
percent of output valve openness is the controller output. 
Fuzzy surface that obtained by Panich method is something 
similar to Fig. 2 that obtained in our simulations. But, 
because we have used three inputs, two other fuzzy 
surfaces are available for analyses: one surface represent 
controller output depending upon the “pressure” and 
“pressure derivation” and another surface, related to the 
“temperature’ and “pressure derivation”. For instance Fig. 
3 shows the percent of outlet valve openness versus 
“pressure” and “pressure derivation”. 

However in this method, we increased applied FIS rules up 
to 75 but it is not so complicated for new control systems 
to analyze 75 rules instead of 25. New added rules will 
increase the system flexibility and this will make a smooth 
and more careful outlet valve operation. We will discuss 
more about outlet valve operation in various situations and 
through the system input changes in the fourth section. 

Most of the time and depends on system contents and 
features, changes in temperature could be sense with some 
delay for obvious reasons. But in the case of pressure 
changes, instruments usually could sense variations almost 
as soon as theirs happens. This is the reason that prods us 
to elect this parameter as third input of fuzzy inference 
system. 
On the other hand considering water thermodynamic 
properties [7], in our certain range (160 to 230 ° C and 
pressure 17 to 21 bars) temperature and pressure of 
biphasic system (water and steam) are also in 
thermodynamically equilibrium. So regardless of changes 
in other parameters, reducing or increasing the temperature 
and pressure should be commensurate. 
 

3. Simulation Method 

Mass may not be transferred in or out of a close system 
boundaries that always contain the same amount of matter 
whereas heat and work could be exchanged across the 
boundary of the system. In open systems, matter may flow 
in and out of the system boundaries. The first law of 
thermodynamics for open systems states: the increase in 
the internal energy of a system is equal to the amount of 
energy added to the system by matter flowing in and by 
heating, minus the amount lost by matter flowing out and 
in the form of work done by the system [7]. 

 

 
Fig. 1. Various part of fuzzy control system. 

 
Fig. 2.  Output control surface. 

 

 
Fig. 3. Percent of outlet valve openness versus pressure and pressure 

derivation. 

In simulation, for better investigations, sometimes we have 
considered that pressure and temperature changes amongst 
each other. That is because basically we don’t experience a 
closed system. And for example the boiler input water may 
affect our system properties. 

We have used MATLAB7.5 to design and simulate 
controller. Temperature has considered in the range from 
160 to 230 ° C and pressure could vary between 17 to 21 
bars. It is an under pressure tank operation range, that 
could be applied as a part of super hot steam production 
chain, in power plants and refineries. 

fuzzifier 

If-Then Rules 

Fuzzy Inference 
Engine 

Defuzzifier 

Crisp 
Numbers to 
Actuators 
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3.1. Fuzzification and Defuzzification Parts 

In FIS the Fuzzifier classifies crisp input parameters, 
temperature and pressure into five fuzzy sets, from lowest 
value to the highest. All input and output linguistic 
variables have been normalizing in the range from 0 to 1. 
Very Low (VL), Low (L), Medium (M), High (H), and 
Very High (VH) are the linguistic variable terms that could 
be considered to describe the severity of two input 
variables temperature and pressure. We have used 
trapezoidal membership function for the sake of its 
simplicity and applicability for those parameters. Fuzzy 
membership functions for temperature and pressure are 
shown in Fig. 4 and Fig. 5. Using sigmoid curve 
membership function, pressure derivation could be 
expressed by three linguistic variables: negative, zero and 
positive. Fig. 6 depicts membership function for input 
variable pressure derivation. After calculation, pressure 
derivation crisp data, has been normalized in the range of -
100 to +100. Percent of valve openness is the single 
system output. Because we are trying to have more softly 
changes in outlet valve operation, we have used Gaussian 
membership function in defuzzification part. Being very 
smooth, Gaussian membership function will provide our 
favourite results. Strong Close (SC), Close (C), Medium 
(M), Open (O) and Strong Open (SO) are our five 
linguistic variables in FIS defuzzification part (Fig. 7). 

3.2. Inference Engine and If-Then Rules 

The main part of decision making in our algorithm is 
depended on pressure and temperature parameters changes, 
and only some percent (in this paper about 15%) of outlet 
valve operation is considered to affect by the  

 

Fig. 4. Membership function for input variable: temperature. 

 

Fig. 5. Membership function for input variable: pressure. 

 

Fig. 6. Membership function for input variable: differential. 

 

Fig. 7. Membership function for output variable: percent of valve 
openness. 

parameter “temperature-derivation”. This percent can 
prepare or change by if-then rules and depended on 
designer practical experience. It is expected that this 
method make outlet valve operation more smooth and 
improve its reaction by forecasting changes in system 
parameters. We will investigate this idea during our 
simulations. In the simulations that carried out in this 
paper, 75 fuzzy if-then rules have been used for decision 
making in FIS. 75 if-then rules constitute a three 
dimensional rule table. Each rule in our proposed method 
will participate in decision making with a weight number 
between 0 and 1, which represent severity of effect of that 
particular rule. In this way the control surface (Fig. 2) is 
extremely flexible and under the designer desire control. 
The fifteen first rules are as bellow:  
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1. If (Pressure is Very-low) and (Differential is Positive) 
and (Temperature is Very-low) then (Valve is strong-
close)(1)  
2. If (Pressure is Low) and (Differential is Positive) and 
(Temperature is Very-low) then (Valve is strong-close) (1)  
3. If (Pressure is medium) and (Differential is Positive) and 
(Temperature is Very-low) then (Valve is close) (1)  
4. If (Pressure is High) and (Differential is Positive) and 
(Temperature is Very-low) then (Valve is medium) (1) 
5. If (Pressure is Very-high) and (Differential is Positive) 
and (Temperature is Very-low) then (Valve is medium) (1)  
6. If (Pressure is Very-low) and (Differential is Zero) and 
(Temperature is Very-low) then (Valve is strong-close) 
(0.6) 
7. If (Pressure is Low) and (Differential is Zero) and 
(Temperature is Very-low) then (Valve is strong-close) 
(0.6) 
8. If (Pressure is medium) and (Differential is Zero) and 
(Temperature is Very-low) then (Valve is close) (0.6)  
9. If (Pressure is High) and (Differential is Zero) and 
(Temperature is Very-low) then (Valve is medium) (0.6)  
10. If (Pressure is Very-high) and (Differential is Zero) and 
(Temperature is Very-low) then (Valve is medium) (0.6)  
11. If (Pressure is Very-low) and (Differential is Negative) 
and (Temperature is Very-low) then (Valve is strong-close) 
(0.2)  
12. If (Pressure is Low) and (Differential is Negative) and 
(Temperature is Very-low) then (Valve is strong-close) 
(0.2)  
13. If (Pressure is medium) and (Differential is Negative) 
and (Temperature is Very-low) then (Valve is close) (0.2) 
14. If (Pressure is High) and (Differential is Negative) and 
(Temperature is Very-low) then (Valve is medium) (0.2)  
15. If (Pressure is Very-high) and (Differential is 
Negative) and (Temperature is Very-low) then (Valve is 
medium) (0.2) 

3.3. Defuzzifier Part 

 FIS classifies its outputs in five fuzzy sets: Strong Close 
(SC), Close (C), Medium (M), Open (O) and Strong Open 
(SO). These sets must change into crisp numbers for being 
applicable in actuators and tools. We used Center of 
Gravity method to defuzzify FIS outputs. Defuzzifier 
output, explains percent of valve openness by a crisp 
number that could be apply to actuators. In other similar 
cases for example, this number might use to express a 
buster pump power. Fig. 8 has graphically depicted some 
part of defuzzification by center of gravity method. 
 

 
Fig. 8. Defuzzification by center of gravity method. 

4. Simulation Analysis 

Simulation output results are shown in Fig. 9. The output 
of fuzzy controller with only two fuzzy inputs designed by 
Panich is shown in blue. We called this method “fuzzy 
controller”. And proposed controller output, with three 
fuzzy inputs is shown in red, and under the title of 
“improved fuzzy controller”. We applied temperature and 
pressure to controllers as those inputs. The controller’s 
output will be investigated in different cases and with 
changes in those parameters. Obviously the controller must 
response to increasing and decreasing of its inputs by 
opening and closing some proportionate percent of outlet 
valve. 

According to simulation output results (Fig. 9), at time 15, 
reducing in the temperature is correctly diagnosed by 
improved fuzzy controller and its outlet valve is shown 
appropriate response by closing for about 15 percent.  
Fuzzy controller doesn’t show any suitable response to this 
situation. At time 30 increasing in pressure on both 
controllers have been correctly diagnosed. But the slope 
has more gentle changes in the proposed controller. 

At time 35 the pressure has been kept fixed, improved 
controller was started to opening the outlet valve more 
softly considering the increment in temperature. After that, 
increasing in temperature lead to increase the speed of 
valve opening in the improved controller that shows the 
prediction capability of improved fuzzy controller. But we 
can’t see remarkable sensitivity in reaction of Panich's 
fuzzy controller. 

Both controllers respond the same near the time 40. After 
that, improved fuzzy controller has been senses the 
reduction of the temperature and starts to closing the valve. 
Fuzzy controller reaction takes place with some delay. At 
time 45 we have a minimum in temperature. After that time 
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with increasing in temperature fuzzy controller starts to 
opening the valve immediately but improved fuzzy 
controller starts the same action with some delay. Both of 
these two behaviours of improved fuzzy controller are 
reasonable, because of atypical minimum (fault) in 
temperature reporting. (We have a minimum in 
temperature while pressure has been kept constant near to 
its maximum). This is a fault in system considering the 
water and vapour thermo dynamic equivalence carves as 
mentioned by Gordon J.Van Wylen in [7]. In fact in this 
case improved fuzzy controller compensates this fault by 
increasing in temperature, keeping the valve in its close 
state some more. 

Decreasing in pressure while the temperature is constant is 
also an unusual case in time 70, Because of above 
mentioned reasons. We discuss this case only for study. 

There is a little point to mention too. As we could see in 
times 5 and 50, sometimes when it is needed to close the 
outlet valve, fuzzy controller opens it a little before start to 
closing! Improved fuzzy controller shows it’s better 
reaction in that cases too and have a smooth operation at 
reminded times. 

 

Fig. 9. Simulation output results. 

5. Conclusions and Future Works 

This is a very important problem in mechanical fluid 
systems to have smooth changes in fluid flow. Sever 
changes in flow may cues mechanical damages in system 
considering water hammer phenomenon. Water hammer 
(or, more generally, fluid hammer) is a pressure surge or 
wave resulting when a fluid (usually a liquid but 
sometimes also a gas) in motion is forced to stop or change 
direction suddenly (momentum change). Water hammer 
commonly occurs when a valve is closed suddenly at an 

end of a pipeline system, and a pressure wave propagates 
in the pipe. It may also be known as hydraulic shock. 

This pressure wave can cause major problems, from noise 
and vibration to pipe collapse. It is possible to reduce the 
effects of the water hammer pulses with accumulators and 
other features, [8]. 

In this paper a new method based on fuzzy logic was 
present to controlling the biphasic fluid level according to 
both temperature and pressure parameters. Industry usually 
uses two separate mechanisms and two independent 
control valves to carry out this problem.  Simulations show 
that joining pressure changes, as third input parameter to 
fuzzy controller improve its behavior in controlling the 
outlet valve operation. In this paper fuzzy surface for a 
particular situation was considered. It is possible to 
optimize if-then rules of this surface for other situation and 
problems too. In this paper we considered some percent of 
outlet valve operation relevant to defined third parameter. 
It caused our controller to have gently operations and also 
being more flexible and sensitive. Depended on designer 
experience and problem necessity in similar cases the 
penetration of the last parameter could be optimized. 
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Abstract 
In this paper, we propose a new slotted multiband antennas 
simulated at different frequencies. The insertion of slots in the 
patch gives a good adapting frequency with various forms on the 
radiation pattern. The main feature of the proposed antenna is the 
capability to generate a near isotropic radiation pattern in 
different frequencies .The design details of the conceived antenna 
are presented and discussed. Simulations of the different 
reflection coefficient and radiation pattern are presented. These 
were carried out using CST Microwave Studio. This model has 
got numerous applications in network sensors, field 
measurements and electromagnetic compatibility. 
 
Keywords: Multiband antenna, slot antenna, miniature 
antenna, near isotropic coverage, circular polarization.  

1. Introduction 

In recent years the rapid growth of wireless communication 
technologies leads to the great demands in using a multi-
frequencies band on one device, because the systems want 
to operate at multi-frequencies in some applications such 
as mobile applications, pico-cell base station applications, 
and Wireless LAN applications. The main purpose is to 
reduce number of antennas in the systems. The antenna 
operating in multi-frequency operation band has been 
invented and it is called a multiband antenna [1].  
However, the transmitted signal is expected to be as stable 
as possible, whatever the orientation of the communicating 
objects is. For short distance, low cost, low data rate and 
low consumption applications, that is to say, when an 
adaptive solution cannot be envisaged, the most straight-
forward strategy is to search for an antenna radiating 
uniformly in all directions, knowing that an isotropic 
antenna doesn’t exist [2]. 

The geometry and detailed dimensions and the feeding 
network as well as the far-field pattern results of the 
proposed antenna are successively presented below. 

2. Antenna structure 

In this study, we propose two models of geometry with the 
main difference is the number of slots in the vertical 
patch .The antenna structure is depicted in Fig1. Six slotted 
patches are located along the sides of two intersected 
cylinders, such as, four patches on the horizontal mode and 
two patches on the vertical mode. As presented the 
following figure. 

 

(a)                                           (b)          
 

Fig1-(a)Antenna with two slots in the vertical patch,(b) 
Antenna with tree slots in the vertical patch of the new 

model 
 
 
 
Fig 2(a) illustrate the antenna structure. The green top 
layer is made of a low permittivity and low-loss substrate, 
in order to optimize the antenna efficiency and bandwidth, 
where ε r = 2.33, μ = 1 and thickness = 2.1 mm. A 0.7 mm 
thick copper layer is used as a ground plane for the antenna 
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structure. Fig 2(b) illustrate the horizontal patches 
structure ,such as, the distance between two patches on 
each other is 1mm. As presented the Fig 2(b) . 
 

 
(a) 

 
 
 

 
 

(b) 
 

Fig 2-(a) Structure of the antenna with six patches, (b) 
Structure of the horizontal patches. 

 
The six patches are fed with equal amplitudes. S2 and S3 
are fed with the same phase of 90°. There is a phase 
difference of 90° between S1, (S2,S3) and S4. It presents 
the advantage of greatly reducing the mutual coupling 
between patches. 
 

Patch number  1 and2 3and 4   5 6 
Amplitude 

relative to patch 
1 1 1 1 

Phase delay 
relative to patch 

0° 90° 90° 180° 

 
Table1: Amplitude and phase constraints of the antenna. 

 

3. Vertical patch configuration 
 
3.1 Patch with two slots 
 
Fig3 illustrates the elementary vertical patch are 36.85 mm 
long, 23.79 mm wide .And two slots of 12.21 mm 
long,9.35 wide . This patch is made of  copper. They are 
fed via holes of 1 mm wide and 2.5mm long. Via holes are 
connected to the feeding network. 
 

 
Fig 3: Vertical patch used with two slots 

 
3.1.1 Radiation properties of antenna 
 
In Fig4, the computed return loss of antenna with two slots 
in vertical patches. The simulated antenna by CST 
Microwave Studio software is well adapted at five resonant 
frequencies of 4.7 GHz, 5.5GHz, 6GHz, 7.4GHz and 8 
GHz. The reflected power reaches the values of -21.74 
dB,-14.5 dB,-18.4 dB,-13.5 dB and –12.83 dB at these 
resonant frequencies respectively. 
 

 
 

Fig4: Computed return loss of antenna 
 

 
The main purpose of the antenna is it’s near isotropic 
radiation pattern which allows the communication 
performances to be uniform between devices 
whatever are their orientations in several resonant 
frequencies . The antenna radiation pattern is near 
isotropic. Fig 5 (a) to Fig 5(o) presents the antenna 
directivity pattern in two cutting plans at different resonant 
frequencies. 

 
Fig 5(a) : Polar diagrams (Phi=0°) at frequency = 4.7 GHz 
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Fig 5(b)  : Polar diagrams (Phi=90°) at frequency = 4.7 GHz 

 

 
Fig5(c)  : Polar diagrams (Theta=90°) at frequency = 4.7 GHz 

 

 
Fig5(d)  : Polar diagrams (Phi=0°) at frequency = 5.5 GHz 

 

 
Fig5(e)  : Polar diagrams (Phi=90°) at frequency = 5.5 GHz 

 

 
Fig5(f)  : Polar diagrams (Theta=90°) at frequency = 5.5 GHz 

 

 

Fig5(g)  : Polar diagrams (Phi=0°) at frequency = 6 GHz 
 

 
Fig5(h)  : Polar diagrams (Phi=90°) at frequency = 6 GHz 

 

 
Fig5(i)  : Polar diagrams (Theta=90°) at frequency = 6 GHz 

 

 
Fig5(j)  : Polar diagrams (Phi=0°) at frequency = 7.4 GHz 

 

 
Fig5(k)  : Polar diagrams (Phi=90°) at frequency = 7.4 GHz 

 

 
Fig5(l)  : Polar diagrams (Theta=90°) at frequency = 7.4 GHz 
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Fig5(m)  : Polar diagrams (Phi=0°) at frequency = 8 GHz 

 

 
Fig5(n)  : Polar diagrams (Phi=90°) at frequency = 8 GHz 

 

 
Fig5(o) : Polar diagrams (Theta=90°) at frequency = 8 GHz 

 
 
3.2 Patch with tree slots 
 
Fig6 illustrates the elementary vertical patch are 36.85 mm 
long, 29.79 mm wide .And tree slots of 12.21 mm 
long,9.35 wide . This patch is made of copper. They are 
fed via holes of 1 mm wide and 2.5mm long. Via holes are 
connected to the feeding network.     
 

 
 

Fig 6: Vertical patch used with tree slots 
 
3.2.1 Radiation properties of antenna 
 
In Fig7, the computed return loss of antenna with tree slots 
in vertical patches. The simulated antenna by CST 
Microwave Studio software is well adapted at four resonant 
frequencies of 4.7 GHz, 5.6 GHz, 6GHz, and 7.4GHz. The 

reflected power reaches the values of -27.75 dB,-24.6 dB,-
15.5 dB and -12.5dB at these resonant frequencies 
respectively. 

 
Fig7: Computed return loss of antenna 

 
 
Fig 8 (a) to Fig 8(o) presents the antenna directivity pattern 
in two cutting plans at different resonant frequencies. 
 

 
Fig8(a)  : Polar diagrams (Phi=0°) at frequency = 4.7 GHz 

 

 
Fig8(b)  : Polar diagrams (Phi=90°) at frequency = 4.7 GHz 

 

 
Fig8(c)  : Polar diagrams (Theta=90°) at frequency = 4.7 GHz 
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Fig8(d)  : Polar diagrams (Phi=0°) at frequency = 5.6 GHz 

 

 
Fig8(e)  : Polar diagrams (Phi=90°) at frequency = 5.6 GHz 

 

 
Fig8(f)  : Polar diagrams (Theta=90°) at frequency = 5.6 GHz 

 

 
Fig8(g)  : Polar diagrams (Phi=0°) at frequency = 6 GHz 

 

 
Fig8(h)  : Polar diagrams (Phi=90°) at frequency = 6 GHz 

 

 
Fig8(i)  : Polar diagrams (Theta=90°) at frequency = 6 GHz 

 

 
Fig8(j)  : Polar diagrams (Phi=0°) at frequency = 7.4 GHz 

 

 
Fig8(k)  : Polar diagrams (Phi=90°) at frequency = 7.4 GHz 

 

 
Fig8(l)  : Polar diagrams (Theta=90°) at frequency = 7.4 GHz 

 

4. Feeding network 
 
In this section, we propose a microstrip network of  the 
antenna  with two 90° hybrid couplers and one 180° hybrid 
coupler are located in the bottom side of the PCB. As 
presented the following figure. 
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Fig9: Schematic of the feeding network [3] 
 
The circuit layout, as illustrated in Fig 10, was designed 
using ISIS Proteus. The components are ultra small SMT. 
The input network is connected through two U-fl coaxial 
connectors (E1 and E2). 
 

 
 

Fig 11: Layout of the microstrip network [4]. 
 

The antenna will be positioned in a vertical mode on the 
PCB. 

5. Conclusion 

A small multiband miniature antenna with slots on the 
patches is presented for different application. The 
simulated results were conducted using the CST 
Microwave Studio. Furthermore the proposed antenna has 
a near isotropic pattern for several frequency bands 
signifying that the proposed antenna is suitable for using in 
different field in communications. In addition, key 
advantage of the proposed antenna is simplicity of 
designing, simple structure, and cost-effective to 
manufacture. 
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Abstract 

The integration of MANET and Internet extends the network 
coverage and also increases the application domain of the 
MANET. The connection of ad hoc networks to the Internet is 
established via Internet gateways, which acts as a bridge between 
them. One of the key overhead components affecting the overall 
performance of this integration is the discovery and selection of 
Internet gateways as discovery time and handover delay have 
strong influence on packet delay and throughput.  In this paper, 
the three Internet gateway discovery approaches have been 
implemented and then the impact of node mobility for two 
different cases have been examined in terms of performance 
metrics throughput, end-to-end-delay and routing overhead using 
network simulator NS2. Our simulation results reveal that the 
reactive Internet gateway discovery approach scale poorly with 
increase in number of traffic sources and node mobility to access 
Internet as compared to the proactive and hybrid gateway 
discovery approaches. However, reactive gateway discovery 
results higher throughput and lower end-to-end delay for the 
same situation than proactive and hybrid approaches. Hybrid 
Internet gateway discovery approach performance was always 
observed in between reactive and proactive approaches. The 
simulation results have also been analytically verified.  

Keywords: Mobile ad hoc network (MANET), Internet 
gateway discovery, Perormance analysis, AODV, NS2, Internet. 

1. Introduction 

MANET applications need a connection to the world wide 
Internet [1]. For instance members of a conference, which 
have configured an ad hoc network to exchange 
information among each other, may need a connection to 
the Internet to download their emails. For such a scenario, 
integration of the Internet and the MANET is required. In 

order to realize such an interworking, an access point, i.e., 
Internet gateway, is required which has both wired and 
wireless interfaces. The challenge in interconnecting ad 
hoc networks to Internet stems from the need to inform ad 
hoc nodes about available Internet gateways while making 
a minimal consumption of the scarce network resources. 
So, an efficient Internet gateway discovery approach for 
ad hoc networks becomes one of the key elements to 
enable the use of hybrid ad hoc networks in future mobile 
and wireless networks. Due to the multi-hop nature of 
MANET, there might be several reachable Internet 
gateways for a mobile node at some point of time. If a 
mobile node receives Internet gateway advertisements 
from more than one Internet gateway, it has to decide 
which Internet gateway to use for its connection to the 
Internet. Several Internet gateway discovery approaches of 
interconnectivity between mobile ad hoc networks and 
Internet have been proposed in the literature. However, a 
comprehensive performance evaluation and comparative 
analysis of these approaches have not been performed yet. 
A comprehensive evaluation and performance comparison 
of Internet gateway discovery approaches in different 
scenarios will enable one to design and choose a proper 
Internet gateway discovery approach. This paper sheds 
some light onto the performance implications of the main 
features of each approach, presenting simulation results, 
which provide valuable information to MANET-Internet 
integration designers. Firstly, we introduce the three 
existing Internet gateway discovery approaches [2,3,13] 
and then, based on the simulation results with NS2 [4], we 
give a detailed comparison and analysis in various 
network scenarios.  In this paper, we investigate the 
impact of traffic sources and mobility in terms of 
performance metrics throughput, end-to-end delay, and 
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routing overhead on the three Internet gateway discovery 
approaches. We also compare the routing overhead 
obtained through our simulation with routing overhead 
computed through analytical model in the same scenario 
proposed by Ruiz et al. [5] for the three Internet gateway 
discovery approaches. Figure 1 shows an interworking 
scenario [1,6,7] in which a mobile node from ad hoc 
domain wants to communicate with a fixed node on the 
Internet. 

iMac

Mobile Node Internet Gateway

Internet
Fixed Node

Ad hoc Network Wired Network

Figure 1: Internet access for ad hoc networks 

 
The remainder of the paper is organized as follows: 

Related work about Internet gateway discovery approaches 
and their performance is presented in Section 2. We present 
the simulation environment, simulation results and its 
analysis obtained under various conditions, i.e., varying 
mobility in Section 3. Validation of our simulation results 
with analytic model has been presented in Section 4. 
Finally, the paper ends with concluding remarks in Section 
5. 

2. Related Work 

The proposal by Broch et al. [17] is based on 
integration of MANET with Mobile IP using a source 
routing protocol. They introduced a border router or 
gateway, which has two interfaces. Routing on Internet 
gateway’s interface internal to the ad hoc network is 
accomplished using dynamic source routing (DSR) [18] 
protocol, while its interface connected to the Internet is 
configured to use normal IP routing mechanisms. Mobile 
nodes in an ad hoc network are assigned home addresses 
from a single network. The nodes within range of the 
foreign agent act as gateways between the ad hoc network 
and the Internet. As a reactive approach, foreign agent 
discovery is only done when required. Traditional IP 
routing is used on the Internet side, while within MANET, 
DSR protocol is used. Foreign agents are responsible for 
connecting the ad hoc network with the Internet. 

Hamidian et al. [8] gave a solution, which provides 
Internet connectivity to ad hoc networks by modifying the 
AODV routing protocol. An “I” flag is added as an 
extension to AODV RREQ and RREP to locate the fixed 
node. If a mobile node fails to receive any corresponding 

route replies after one network-wide search, it assumes 
that the destination is a fixed node and is located in the 
Internet. Thus, it delivers the packets through an Internet 
gateway. Three methods of gateway discovery for a 
mobile node to access the Internet are provided: proactive, 
reactive and hybrid approach. All of them are based on the 
number of physical hops to gateway as the metric for the 
gateway selection. 

In [11] the scalability of both approaches (proactive 
and reactive) is compared with respect to the number of 
Internet gateways by Ghassemian et al. The fixed access 
network together with the ad hoc fringe constitutes a 
multihop access network. AODV protocol manages 
routing in the ad hoc domain. The simulation results show 
that the proactive approach is more advantageous because 
the packet delivery ratio is higher and, although the 
signaling overhead is larger too, it is reduced for a higher 
number of Internet gateways, because the amount of 
periodical gateway advertisements is increased but more 
data packets are transmitted successfully. The hybrid 
gateway discovery approach is also compared. The hybrid 
gateway discovery represents a balance between the 
reactive and the proactive approaches when the number of 
Internet gateways increases is also reduced. 

El-Moshrify et al. [15] proposed a solution in which 
mobile nodes can access the Internet via a stationary 
gateway node or access point. Three proposed approaches 
for gateway discovery are implemented and investigated. 
Also, the effect of the mobile terminals speed and the 
number of gateways on the network performance are 
studied and compared. A mobile node uses no load 
balancing approach to efficiently discover an Internet 
gateway in this proposal.  

Kumar et al. [19] analyzed Internet connectivity of 
MANETs via fixed and mobile Internet gateways and 
pointed out limitations in the existing approaches. It 
provides a good insight to the research community for 
further modification and review. 

Lakhtaria et al. [16] compared the performance of 
three gateway discovery protocols. The metrics taken for 
performance comparison were packet delivery ratio (PDR) 
and routing overhead.  

3.  Simulation Model and Performance 
Evaluation 

To assess the performance of the three Internet 
gateway discovery approaches under the same conditions, 
we implemented them within the network simulator ns-2.34 
[4] using Hamidian [8] approach. The Internet gateway 
selection function uses the criteria of minimum hops to the 
Internet gateway, in order to get a fair comparison among 
the three approaches. The simulations  
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were conducted on an Intel Core 2 Duo processor at 2.53 
GHz, 4 GB of RAM running Fedora Core 5.   
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

3.1 Simulation Model  

The studied scenario consists of 20 mobile nodes 
randomly distributed over an area of 1200500 m., two 
fixed hosts host1 and host2 (shown in green color) two 
routers (shown in blue colors) and two Internet gateways 
(marked as red colors) as depicted in Figure 2. All fixed 
links have a bandwidth of 10Mbps, which is enough to 
accommodate all traffic coming from the mobile nodes. In 
order to support wireless LAN in the simulator, the 
Distributed Coordination Function (DCF) of IEEE 802.11 
is used as MAC layer protocol. A mobile node uses 
modified AODV protocol [12] to communicate with its 
peers and to access wired networks through an Internet 
gateway. All simulations were run for 500 seconds of 
simulation time. Two different cases (Case I and Case II) 
have been considered. In the first case, i.e., Case I, we take 
three CBR data sources as given in Table I. Mobile nodes 

MN7, MN12 and MN16 start sending data at SIMt
=5 

second to host1 through one of the two Internet gateways.  
We then vary the node mobility as per data given in Table 
I.  The traffic sources connected to mobile nodes  MN12 
and MN16 keep on sending data at constant 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
rate, i.e., 320 Kbps (packet inter arrival time=0.0125 
second, so data rate = (1/. 0125)*512*8=320 Kbps). In this 
way three different flows (fid=0, fid=1 and fid=2) are 
active in the network.  

 

3.2 Movement Model 

The mobility model used in this study is the Random 
Waypoint Model [9]. As per this model, a mobile node 
remains stationary for a specified pause time, after which it 
begins to move with a randomly chosen speed (0 to 20 m/s) 
towards a randomly chosen destination within the defined 
topology. The mobile node repeats the same procedure 
until the simulation ends. The random speed is chosen to be 
a value, which is uniformly distributed between a defined 
minimum and maximum value as given in Table 1. We 
generated mobile nodes movement pattern by using CMU’s 
movement generator. The command used is: 
$./setdest [-n num_of_nodes] [-p pausetime] [-s maxspeed] 
[-t simtime] \  [-x maxx] [-y maxy] > [outdir/movement-
file] 
 

Figure 2:  A snapshot of the simulation scenario
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3.3 Communication Model 

The communication model is determined by four factors: 
number of sources, packet size, packet rate and the 
communication type. We used the CBR (constant bit rate) 
communication type, which uses UDP (User Datagram 
Protocol) as its transport protocol. CBR traffic has been 
used instead of TCP. The reason is that TCP performs 
poorly in ad hoc network because packets that are lost due  

Table I: Simulation Parameters for Simulation Model 

to link failure and route changes trigger TCP’s congestion 
avoidance mechanism [10]. Three and six sources are used 
to generate network traffic (CBR) with sending rate as 
given in Table I. The packet size of 512 bytes is used 
throughout the simulation. The traffic connection pattern is 
generated through CMU’s traffic generator (cbrgen.tcl). 
The main parameters in cbrgen.tcl are “connections” 
(number of sources) and “rate” (packet rate). So, the 
command used is: 
$ns cbrgen.tcl [-type cbr|tcp] [-nn nodes] [-seed seed] [-mc 
connections][-rate rate] 

3.4 Performance Metrics 

In order to investigate the effect of traffic load and 
mobility on three different gateway discovery approaches, 
we used the following performance metrics: 

Throughput: It is defined as the ratio of total number 
of data bits (i.e. packets) successfully received at the 
destination to the simulation time. 

End-to-End Delay: It is defined as the delay for 
sending packets from source node to the fixed host.  This 
metric includes all possible delays caused by buffering 
during the Internet gateway discovery latency, route 
discovery latency, queuing at the interface queue, 
retransmission delays at the MAC layer, and propagation 
and transfer times. 

Routing Overhead: It is defined as the ratio of the 
AODV packets to the data packets sent and received by all 
the mobile nodes. 

3.5 Simulation Parameters 

The common parameters for all the simulations are 
given in Table I similar with [11]. 

3.6 Simulation Results And Analysis 

We present in this subsection the performance of 
three Internet gateway discovery approaches for the various 
metrics presented above. 

Effect of Node Mobility 

In this sub section, we examine the effect of node 
mobility on performance metrics throughput and end-to-
end delay for the two cases studied earlier. For both the 
cases, i.e. for Case I and Case II, MN7 sends only at 8 
Kbps. 

Figure 3 shows the average throughput for CBR 
traffic at host1 (i.e. node MN7 host1 with flow id 0) for 
the three Internet gateway discovery approaches for Case I 
where mobile node speed varies from 1 m/s up to 20 m/s 
with 5 seconds of pause time.  At low speed, the 
throughputs of the three algorithms are almost similar  

Parameters Value 

Number of mobile nodes 20 

Number of sources 3 and 6 

Number of gateways 2 

Number of fixed nodes 2 

Topology size 1200 meters 500meters 

Transmission range 250 meter 

Traffic type Constant Bit Rate (CBR) 

Packet sending rate (Kbps) of 
mobile node MN7 

8 

Packet sending rate (Kbps) of 
mobile nodes MN8, MN10, MN12, 
MN16 and MN20 to host1 or host2 

320 (fixed) 

Packet Size 512 bytes 

Mobile node speed 1,5,10,15 and 20 m/sec 

Mobility model Random Waypoint 

Pause time 5 seconds 

Link level layer 802.11 DCF 

Carrier sensing range 500 meters 

Simulation time 500 seconds 

Wireless channel bandwidth 2 Mbps 

Interface queue limit (wireless 
node) 

50 packets 

Interface queue limit (wired node) 50 packets 

ADVERTISEMENT_ INTERVAL 5 seconds 

ADVERTISEMENT_ZONE 4 hops 

Wired link bandwidth 10 Mbps 

Buffer management of wired nodes Drop Tail 
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 Figure 3: Throughput vs node mobility for Case I (Source: node MN7, 
Destination: host1, sources: 3) 

and quite good but as node speed increases, due to frequent 
link changes and connection failures, packet drops occur 
and throughput starts decreasing. However, the proactive 
and hybrid approaches have larger throughput than the 
reactive approach at higher node speed. Reactive discovery 
results in lower throughput as the source continues to send 
data packets, which get lost due to link breaks until a route 
error packet is received by the sending mobile node.  

For Case II, throughput of mobile node MN7 
decreases with speed. In this case proactive discovery gives 
lower throughput as compared to others at higher node 
speeds (Figure 4).  

Throughput for MN'7's at 8 Kbps
 No. of sources:6
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Figure 4: Throughput vs node mobility for Case II (Source: node MN7, 
Destination: host1, sources: 6) 
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Figure 5: Average end-to-end delay vs node mobility for Case I (Source 
node MN7, Destination node host1, sources: 3) 

Performance of hybrid gateway discovery remains in 
between proactive and reactive for both the cases (see 
Figure 3 and Figure 4). Moreover throughputs of MN7 are 
lower in the three gateway discoveries when the traffic 
sources are increased form 3 to 6. Figure 5 and Figure 6 
show average end-to-end delay of MN7 for the three 
gateway discovery approaches for mobile node speed from 
1 m/s up to 20 m/s, pause time of 5 seconds and number of 
sources 3 and 6. Figure 5 represents the average end-to-end 
delay for CBR traffic (for flow id 0 between mobile node 
MN7 and host1) for Case I on the three discovery 
approaches as mobility increases.  
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Figure 6: Average end-to-end delay vs node mobility for Case II (Source: 
node MN7, Destination:  host1, sources: 6) 
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As the figure shows, the average end-to-end delay is lower 
for the hybrid and proactive approaches than for the 
reactive approach and increases rapidly with mobile node 
speed. This is because mobile nodes update their route 
entries for the gateways more frequently in case of either 
proactive or hybrid discovery approach which results in 
shorter and fresher routes. This increases average end-to-
end delay in case of reactive discovery approach. 
Figure 6 depicts the variation in the average end-to-end 
delay of packets with mobile node speed for six sources 
(Case II). In this case, proactive discovery results in higher 
average end-to-end-delay due to high node mobility 
compared to reactive and hybrid. But at higher mobility, 
the difference in end-to-end delay for the three gateway 
discovery approaches becomes lesser. 

4.  Validation of Simulation Results with 
Analytical Model 

Ruiz et al. [5] presented an analytic model for the above 
three Internet gateway discovery approaches for analyzing 
scalability issue. Gateway discovery overhead is used as 
performance metric to measure the scalability of an Internet 
gateway discovery approach. It is the total number of 
control messages associated with the discovery of an 
Internet gateway.  

 
This metric gives information about the control 

overhead to provide Internet connectivity. Table II shows a 
summary of basic parameters used in the model. Metric 
chosen for a route to the Internet gateway is the hop count 

Table II: Notations used in the derivation 

as this metric enables a mobile node to select the nearest 
Internet gateway to communicate with hosts in the Internet.  

4.1 Reactive Gateway Discovery Overhead 

In reactive gateway discovery, a source node discovers 
an Internet gateway reactively.  Therefore, in this case 
gateway discovery overhead includes Internet gateway 
route request broadcast messages, plus Internet gateway 
reply messages from every Internet gateway to the source. 
The overhead of the   reactive Internet gateway discovery 
for one source is given by the following equation [5]  

overheadR
=[ overheadF

+(
1overheadR  dur  t)]   S        (1) 

where, overheadF
 gives the number of messages needed to 

realize that a destination is a fixed node and is given by the 
following equation 

overheadF (1,3,5,7,30)

( )r
j

N j



                                         (2) 

Given a broadcast message with time to live (TTL) equal to 

x, 
( )rN x

 is the number of nodes forwarding this message 
. 

1overheadR
 represents the overhead of the reactive 

discovery of the gateway for one source and can be 
computed by the following equation [5] 

1overheadR
=N+ GN  N                                          (3) 

4.2 Proactive Gateway Discovery Overhead 

In proactive approach, Internet gateways periodically 
broadcast Internet gateway messages  (GWADV) to an 
entire ad hoc network. Therefore, total overhead in number 
of messages required in this approach can be computed by 
the following equation   

overheadP
=S   overheadF

 + adv
   t   (N+1)   GN

  (4)    

4.3 Hybrid Gateway Discovery Overhead 

The hybrid gateway discovery approach has the 
combined overhead of proactive and reactive approaches. 
The number of nodes within a scope of s hops from any 

Internet gateway iG
 is given by the following equation 

( )iG
rN s

=   

( 3)

2

s s 

                                           (5) 

with s[0, 1N  ] 

The probability of a given ad hoc node receiving a 
GWADV message from any of the Internet gateways is 
given by 

Notations Meaning 

N 
Total number of nodes in a square lattice covering a certain 
area. 

GN
 

Number of Internet gateways 

GN N
 

Number of ad hoc nodes 

S Number of active sources communicating with fixed nodes. 

t 
The time interval during which all sources send CBR traffic 
to the fixed nodes through Internet gateways 

adv
 

The rate at which GWADV messages are being sent out by 
Internet gateways 

dur
 A parameter used to compute route duration time dur
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=

1
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N N
N




                                              (6) 

The overall overhead of the hybrid gateway discovery 
approach is due to the following overhead: 

 overhead to realize that the destinations are 
outside MANET. 

 overhead in broadcasting of GWADV 
messages over s hops by each Internet 
gateway. 

  overhead needed by those sources not covered 
by the GWADV messages. These nodes find 
Internet gateways and create a default route. 

Therefore, the total overhead in number of messages 
required by the hybrid approach can be computed by the 
following equation  

 

overheadH
 = S  overheadF

 + adv   t   (
G
rN

 (s) +1)    

GN
 + 

1overheadR  dur
  t  S   (1- cP

(s))            (7)   

The Internet gateway discovery overheads of the three 
Internet gateway discovery approaches when the number of 
active traffic sources are 3 and 6 are computed using the 
approaches obtained through analytical model and 
simulation above analytic model. The results obtained with 
analytic model and simulation for the scenario considered 
(with parameters taken from Table I, and t=500 s, 

adv
=1/5 as Internet gateway advertisement interval is 5 

sec) is listed in Table III. These simulated results are 
compared with the analytical results in Table III. We can 
see that all the figures are quite similar, taking into account 
that the model and the simulated environment have many 
differences (simulated area, mobility, MAC layer, etc), so 
some deviation is expected. 

From the analytical results obtained from analytical model  
given by Ruiz et al. [5]) and with our simulation results, it  

can be concluded that as the number of traffic sources and 
mobility increase, reactive approach incurs higher overhead 
than proactive and hybrid approaches. Therefore the 
reactive approach shows poor scalability as number of 
sources connecting to the Internet increases. Hybrid 
gateway discovery approach incurs minimum overhead. 
This validates our simulation results for scalability issue. 

5. Conclusions 

In this paper, we considered Internet connectivity of ad 
hoc networks via Internet gateways. AODV routing 
protocol for ad hoc networks has been modified to offer 
enhanced Internet connectivity and then we investigated in 
depth the effect of traffic sources and node mobility on the 
three Internet gateway discovery, viz. reactive, proactive 
and hybrid for providing inter-connectivity between ad hoc 
networks and Internet. The performance metrics chosen are 
throughput, average end-to-end delay and routing 
overhead. To assess the performance of this idea, 
simulation has been carried out using NS2 Simulator [4] for 
two different cases (number of active sessions, i.e., for 3 
and 6 sources). At low mobility, the performance of 
proactive and hybrid gateway discovery is better as 
compared to reactive discovery. They result in higher 
throughput, lower end-to-end delay compared to reactive 
approach. But as number of sources and node mobility 
increases, the reactive gateway discovery outperforms 
proactive and gives similar performance with hybrid 
discovery approach. Reactive gateway gives higher 
throughput and lower end-to end delay than proactive 
approach. However reactive approach shows poor 
scalability as number of sources connecting to Internet 
increases which is confirmed by comparing routing 
overheads obtained through our simulation and routing 
overheads computed through analytical model [5]. 
Performance of hybrid gateway discovery approach always 
remains in between reactive and proactive approaches. 
However, the overall performance of the three Internet 
gateway discovery approaches are very much dependent on 
the prevailing network conditions. 
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Abstract 
Symmetric key cryptography is one of the most critical 
computing problems that need high performance computing 
power resources. The use of large key sizes and complex 
encryption/decryption algorithms to achieve unbreakable state 
has led to an increased time computational complexity. 
Traditionally, this problem is solved in the grid environment by 
partitioning data streams into several blocks of a predefined size. 
This is done while sequentially reading the data from the raw 
data file. The grid manager node then takes the responsibility of 
passing these blocks to the executer nodes where different blocks 
are processed separately and simultaneously. Although this 
technique allows parallel processing to speed up the 
encryption/decryption process, creating blocks by sequentially 
reading the data file and distributing these blocks on executers 
synchronously by the central manager node is a poor technique 
and a source of delay. In this paper, we present a novel approach 
that tackles this problem by allowing executers to access data file 
at random and asynchronously exchange the blocks among them, 
thereby, delay is significantly reduced and data size can be scaled 
up. In order to show the merit of our approach experiments have 
been conducted through a system-level middleware for grid 
computing called Alchemi. The results show a remarkable 
performance enhancement in our approach over traditional 
approaches in terms of speed. 

Keywords: Grid computing, Grid Middleware, Alchemi, Data 
Encryption/Decryption, Symmetric Key Cryptography. 

1. Introduction 

The concept of grid computing is gaining popularity with 
the emergence of the Internet as a medium for global 
communication and the wide spread availability of 
powerful computers and networks as low-cost commodity 
components [1]. The computing resources and special 
class of scientific devices or instruments are located across 
various organizations around the globe. These resources 

could be computational systems (such as traditional 
supercomputers, clusters [2], or even powerful desktop 
machines), special class of devices (such as sensors, radio 
telescope, and satellite receivers), visualization platforms, 
or storage devices. A number of applications need more 
computing power than can be offered by a single 
resource/reasonable time and cost. This promoted the 
exploration of logically coupling geographically 
distributed high-end computational resources and using 
them for solving large-scale problems. Such emerging 
infrastructure is called computational (power) grid [3]. 
Computational grids are expected to offer dependable, 
consistent, pervasive, and inexpensive access to high-end 
resources irrespective of their physical location and the 
location of access points [3]. 
 
The grid must be designed and created in such a way that 
their components (fabric, middleware, and higher-level 
tools) and applications handle the key design issues in a 
coordinated manner. For instance, grid middleware offers 
services for handling heterogeneity, security, information, 
allocation, and so on. Higher level tools, such as resource 
brokers, support dynamic adaptability through automatic 
resource discovery, trading for economy of resources, 
resource acquisition, scheduling, the staging of data and 
programs, initiating computations, and adapting to changes 
in the grid status [4]. In addition, they also need to make 
sure that domain autonomy is honored but still meets user 
requirements such as quality of service in coordination 
with other components. 
 
Symmetric key cryptography is one of those complex 
large-scale problems that need high computing power to 
be solved efficiently. Cryptanalysis on this problem is 
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encouraging the use of larger key sizes and complex 
algorithms to achieve an unbreakable state [5]. However, 
this leads to an increase in computational complexity. 
Therefore, many researchers investigated the deployment 
of high performance computing approaches such as grid 
computing, cluster computing and Peer-to-Peer (P2P) to 
develop efficient and cost-effective symmetric key 
cryptography schemes. By utilizing these approaches, the 
performance of symmetric key cryptography can be 
improved through parallel execution [5]. 
 
Traditionally, this problem is solved in the Grid 
environment by partitioning data streams into several 
blocks of a predefined size [5, 14]. This is done while 
sequentially reading the data from the raw data file. The 
grid manager node then takes the responsibility of 
assigning these blocks to the executer nodes where 
different blocks are processed separately and 
simultaneously. Although this technique allows parallel 
processing to speed up the encryption/decryption process, 
creating blocks by sequentially reading the data file and 
distributing these blocks on executers synchronously by 
the central manager node is poor technique and a source of 
delay. In this paper, we present a novel approach that 
tackles this problem by allowing executers to access data 
file at random and asynchronously exchange data blocks 
among them.  The proposed approach is faster and more 
scalable than traditional approaches since it avoids the 
delay occurs due to partitioning the data into blocks by the 
grid application while reading the file and  passing large 
sets of data by the manager to the executers. The validity 
and the feasibility of the proposed approach is examined 
through a system level middleware for creating grid 
computing environment called Alchemi. Experiments 
show a remarkable performance enhancement in our 
approach over traditional approaches. 
 
The rest of this paper is organized as follows: in section 2 
we outline background information. Section 3 presents the 
open source, Alchemi, which provides the middleware for 
creating an enterprise grid-computing environment. 
Section 4 presents DES (Data Encryption Standard); 
Encryption and Decryption using Alchemi grid computing 
framework. Our proposed approach is presented in Section 
5. Section 6 presents performance evaluation experiments 
conducted through Alchemi and discusses the results. 
Finally, section 7 gives our conclusions. 

2. Background 

In order to meet the increasing demand of large-scale 
scientific computation in the fields of life sciences, 
biology, physics, and astronomy, the notion of 
"computational grid" was proposed in mid 1990s [6]. It 
has been observed that computers (such as PCs, work-
stations, and clusters) in the Internet are often idle. Grid 
computing aims to integrate idle computational power over 
the Internet and provide powerful computation capability 
for users all over the world [7]. Since a grid connects 
numerous geographical distributed computers fashion, an 
important issue is how to evenly distribute submitted tasks 
to nodes. This is a load balancing problem, one of the 
scheduling problems on the grid. By solving this problem, 
the computational resources of the grid can optimally be 
utilized. To perform grid computation, the process must be 
divisible into several sub-processes and run in parallel. 
The following are some of famous projects that have been 
designed for grid computation. 
 
The human genome is composed of 24 distinct 
chromosomes with about 3 billion DNA base pairs 
organized into 20,000~25,000 genes [8]. To identify these 
genes and determine the sequences of 3 billion DNA base 
pairs, running a computer simulation would be expensive 
and time consuming. Based on computational grid, the 
Human Genome Project was completed in 2003, three 
years ahead of the target goal. After the Human Genome 
Project was completed, scientists wanted to understand the 
function of human proteins, which affect human health, to 
discover the cure for diseases such as AIDS and cancer.  
Human Proteome Folding (HPF) project was started and 
ran on two computational grids [9].   
 
Chemical reactions or molecular behavior can be huge and 
complicated processes. Some chemistry problems, like 
quantum mechanics, would take hundreds of years to 
simulate on a personal computer. Computational 
Chemistry Grid [10] is one of the most important virtual 
organizations, which provides all necessary software and 
resources for computational chemistry. Searching for 
extraterrestrial intelligence (SETI), is a compelling 
scientific research that utilizes grid computation 
technology to analyze space-based radio signals collected 
from a radio telescope, at Arecibo, Puerto Rico [12].   
 
Grid computation is not only used in science, but also in 
business computation, where all corporate resources can 
be pooled so they can be processed efficiently in parallel, 
according to the business demand. The Oracle 10g [11] 
runs all database systems in a virtual environment (grid) 
where all systems are considered a resource pool, using 
resources efficiently and dynamically for business needs. 
Grid computation can also be used in financial modeling, 
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earthquake simulation, and climate/weather modeling, 
which are complex processes requiring an intricate 
infrastructure. A dynamic grid environment, which can 
perform parallel processing under a collaborative network, 
must be created to deliver the information. A number of 
projects worldwide are actively exploring the development 
of grid computing technology. They include Globus [13], 
Legion [15], NASA Information power grid [16], and 
Condor [17].  

3. Windows-based grid computing framework 
(Alchemi) 

The Alchemi grid-computing framework was conceived 
with the aim of making grid construction and development 
of grid software as easy as possible without sacrificing 
flexibility, scalability, reliability and extensibility. The key 
features supported by Alchemi are [18,19]:  

• Windows based machine with .NET grid computing 
framework; 

• Internet-based clustering of desktop computers without a 
shared file system 

• Federation of clusters to create hierarchical, cooperative 
grids 

• Dedicated or non-dedicated (voluntary) execution by 
clusters and individual nodes 

• Object-oriented grid thread programming model (fine-
grained abstraction) 

• Web services interface supporting a grid job model 
(coarse-grained abstraction) for cross-platform 
interoperability (e.g., for creating a global and cross-
platform grid environment via a custom resource broker 
component). 
 

 

Fig. 1 Distributed components and their relationships [19] 

Alchemi's distributed components consist of four types of 
nodes (or hosts) that take part in enterprise grid 
construction and application execution. These nodes 
include: User node, Manager node, Executer node and 

Cross platform Manger node, Fig. 1. An Alchemi 
enterprise grid is constructed by deploying a Manager 
node and one or more Executor nodes configured to 
connect to the Manager. One or more Users can execute 
their applications by connecting to the Manager. An 
optional component, the Cross Platform Manager, 
provides a web service interface to custom grid 
middleware. These components allow Alchemi to be 
utilized to create different grid configurations, which are 
desktop cluster grid, multi-cluster grid, and cross-platform 
grid (global grid). According to [19], these are described 
as follows: 
 
Cluster (Desktop Grid): is the basic deployment scenario, 
a cluster (as shown in Fig. 2) consists of a single Manager 
and multiple Executors that are configured to connect to 
the Manager. One or more Owners can execute their 
applications on the cluster by connecting to the Manager. 
Such an environment is appropriate for deployment on 
Local Area Networks as well as the Internet. 
 

 

Fig. 2 Cluster (desktop grid) deployment [19] 

Multi-cluster environment: is created by connecting 
Managers in a hierarchical fashion, Fig. 3.a. As in a single-
cluster environment, any number of Executors and Owners 
can connect to a Manager at any level in the hierarchy. An 
Executor and Owner in a multi-cluster environment 
connect to a Manager in the same fashion as in a cluster 
and correspondingly their operation is no different from 
that in a cluster.  
 
Global Grid: the cross platform manager is used to 
construct a grid conforming to the classical global grid 
model, Fig. 3.b. A grid middleware component such as a 
broker can use the Cross-Platform Manager web service to 
execute cross-platform applications (jobs within tasks) on 
an Alchemi node (cluster or multi-cluster) as well as 
resources grid-enabled using other technologies such as 
Globus. 
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Fig.3: Alchemi deployment in [a] multi-cluster    [b] global grid 
environments [19] 

4. DES Encryption/Decryption using Alchemi 
grid computing framework 

In this paper, we are concerned with symmetric key 
encryption algorithms such as DES and RC4  
[5] as a grid application that runs under Alchemi 
framework. These algorithms are extremely fast 
(compared to public-key algorithms) and are well suited 
for performing cryptographic transformations on large 
streams of data. Typically, these algorithms are used to 
encrypt one block of data at a time. Block ciphers 
cryptographically transform an input block of n bytes into 
an output block of encrypted bytes. The Enterprise Grid 
Middleware (Alchemi) is used to solve the symmetric key 
cryptography problem as shown in Fig. 4. Alchemi 
provides a Software Development Kit (SDK) that can be 
used by developers to develop grid applications. The SDK 
includes a Dynamic Link Library (DLL) that supports 
object oriented programming model for multithreaded 
applications. 
 
A grid application, called GridCryptoGraphy, has been 
built on top of Alchemi middleware grid environment as 
shown in Fig. 5. In this application, three main classes 
have been developed. The first class (GridCryptForm) is 
the interface to control and monitor the progress of the 
encryption and decryption process. It is also used to 
specify the location, connect user, and configure number 
of threads to be submitted to Alchemi manager. The 
classes GridEncryptThread and GridDecryptThred are the 
thread classes that run under Alchemi and they use the 
DES algorithm.  
 
The flow of GridCryptoGraphy program starts by dividing 
the raw file into several blocks and separating these blocks 

in order to parallelize the encryption process. The block 
separation process is done by reading the data file 
sequentially according to the block size. Each part of the 
file (block) is assigned to a thread including the last block 
whose size is the remainder of the predefined block size. 
The manager node passes the threads to the executer 
nodes. After the threads return with the encrypted results, 
GridCryptoGraphy saves the encrypted data to an output 
file according to the order of the threads. 
 

 
 

Fig.4: Symmetric Key Cryptography using Alchemi Middleware 

 

Fig. 5 GridCryptoGraphy Architecture 

5. Cryptography using asynchronous data 
exchange 

Our approach modeifies GridCryptoGraphy application to 
enable every executer accesses the input data file directly 
and at random by developing two new classes in this 
application. The classes are (AssGridEncryptThread and 
AssGridDecryptThread) which are the thread classes that 
run under Alchemi. The GridCryptoGraphy application 
only passes the names of input and output files to the 
manager as strings. It also passes the block size that each 
thread will access. So each thread will access the random 
access file according to each thread id multiplied with the 
block size, so if the block size is 1000, then thread number 
(0) will access the file in byte number (0) and thread 
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number (1) will access the file in byte number (1000), and 
so on. This process is accomplished through the reading 
and writing of the file, so the whole process is 
asynchronous as shown in Fig. 6. The job of the manager 
will only be initiating the threads, and not passing large 
datasets, thereby, we avoid delays due to creating large 
data blocks and passing them to executers. 
 

 

Fig. 6 GridCryptoGraphy Second experiment Architecture 

6. Performance evaluation 

Two experiments on large datasets have been conducted. 
Experiment 1 is a repetition of the GridCryptoGraphy 
application in [5] for a quantitative comparison with the 
results of experiment 2 that implements our approach. 
Eight executers have been used in each experiment with 
the following specification: for experiment 1, Intel® 
Pentium® 4 CPU 2.40 GHz, 512 MB RAM. For 
experiment 2, Intel® Pentium® 4 CPU 1.60 GHz, 128 MB 
RAM. Microsoft Windows XP Professional Version 2002 
Service Pack 2. The nodes were interconnected over a 
shared LAN network of 100 Mbps. 
 
The Alchemi manager was installed on a separate 
computer together with SQL Server 2000 and has the 
following specification: Intel® Pentium®4 CPU 3.00 
GHz, 512 MB RAM. Microsoft Windows Server 2003 
Standard Edition. The executions of the 
GridCryptoGraphy application run on the same computer 
with the manager.  
 
A separate computer is used for monitoring the 
performance of the application with the following 
specification: Intel® Pentium®III CPU 731 MHz, 128 MB 
RAM. Microsoft Windows XP Professional Version 2002 
Service Pack 2. 

 

The encryption and decryption experiments were 
conducted on files of size 9645200 bytes (approximately 
10 MB), 56610116 bytes (approximately 57 MB), 
104858112 bytes (approximately 105 MB), 597393408 
bytes (approximately 598 MB) and 1060842110 bytes 
(approximately 1061 MB) with different block sizes. For 
each file the encryption and decryption was carried on 
1,2,3,4,5,6,7 and 8 executer nodes. The encryption 
experiments were conducted on file of size 104858112 
bytes (approximately 105 MB) with 1, 5 and 10 Mb block 
size, which lead to the creation of 105, 21 and 11 work 
units respectively. For each experiment, the encryption 
was carried on 1, 2, 3, 4,5,6,7 and 8 executor nodes. Some 
snapshots of the program running are illustrated in Fig. 
7(a-d).  
 
The time performance results of experiment 2 are shown in 
Table 1.a and in Fig. 8.a. The speedup performance results 
are shown in Table 1.b and in Fig. 8.b where the speedup 
calculation is based on the following formula: 
 Speedup=(((Time taken by 1 executer using 1 megabytes 
block size - Time taken by m executer using n megabytes 
block size )/ Time taken by 1 executer using 1 megabytes 
block size )*100)+100)    
 
Figure 9 and figure 10 show the comparison between the 
results of experiment 1 and experiment 2. Although 
executers used in experiment 1 have higher specifications 
(Pentium IV 2400 MHz processor and 512 MB of 
memory) than those (Pentium IV 1600 MHz processor and 
128 MB of memory) used in experiment 2,  It has been 
found that: 
 Fig. 9 and Fig. 10 show remarkable improvements in the 

performance of our approach (experiment 2) compared 
to that of the traditional approach (experiment 1). 

 In the first experiment, there is a drop in the 
performance after using 4 executers. In contrary, in the 
second experiment there was improvement in 
performance till 8 executers, therefore, larger files as the 
video file of size 1060842110 bytes (approximately 
1061 MB) could successfully be encrypted. 

 Although increasing the block size creates less work 
units and so the performance should be increased. It is 
found that the performance in experiment 1 is reduced 
compared with experiment 2. 
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Fig. 7a: GridCryptoGraphy at runtime (monitoring of finished threads) 

 

Fig.7b: GridCryptoGraphy at runtime (initializing files using 5-mega 
block size and 12 working unit) 

 

Fig. 7c: Six executers are working 

 

 

 

Fig. 7.d: Execution desktop 

Table 1.a: Encryption time Performance results of 105Mega bytes file 
size 

 
 (1 Mega) 

min :sec 
(5 Mega ) 
 min :sec 

(10 Mega) 
min: sec 

1 00:42.563 00:35.469 00:35.141 

2 00:23.625 00:26.328 00:24.063 

3 00:23.469 00:24.266 00:24.013 

4 00:22.641 00:23.328 00:23.375 

5 00:21.859 00:21.281 00:23.078 

6 00:20.078 00:20.828 00:22.188 

7 00:21.313 00:20.391 00:20.172 

8 00:21.547 00:18.469 00:20.141 

Table 1.b: Encryption Speedup Performance results of (105Mega bytes) 
file size 

 

No of 
Executer
 

Block 
size 
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Fig. 8.a: Result graph of (104858112 bytes) file size with different block 
sizes 

 

Fig. 8.b Speedup Result graph of (104858112 bytes) file size with 
different block sizes 

 

Fig 9.a: A time comparison of results to the first and second experiments 
(104858112bytes) file size with different block sizes 

 

Fig. 9.b A time comparison of results to the First and Second        
Experiments of (104858112 bytes) file size with 1 Megabytes block sizes 

 

 

Fig. 9.c A time comparison of results to the First and Second Experiments 
of (104858112 bytes) file size with 5 Megabytes block sizes 

 

Fig. 9.d A time comparison of results to the First and Second Experiments 
of (104858112 bytes) file size with 10 Megabytes block sizes 
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Fig. 10.a Speedup comparison of results to the First and Second 
Experiments of (104858112 bytes) file size with different block sizes 

 

Fig (10.b) a speedup comparison of results to the First and Second 
Experiments of (104858112 bytes) file size with 1 Megabytes block sizes 

 

Fig. 10.c A speedup comparison of results to the First and Second 
Experiments of (104858112 bytes) file size with 5 Megabytes block sizes 

 

Fig (10.d) a speedup comparison of results to the First and Second 
Experiments of (104858112 bytes) file size with 10 Megabytes block sizes 

7. Conclusions 

This paper presents a grid based solution for solving the 
complex and large-scale problem of symmetric key 
cryptography that requires high performance computing 
resources. The problem was solved through a system-level 
middleware infrastructure called Alchemi. Alchemi is 
capable of creating an enterprise grid computing 
environment by harnessing windows machines and 
provide users with seamless computing ability and 
uniform access to resources in the heterogeneous grid 
environment. The proposed approach enhances the 
performance in terms of speed and limits the 
communication overhead. It is also scalable and cost-
effective due to the effective and efficient utilization of a 
commodity-based high performance-computing platform.   
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Abstract 

The primary objective of this paper is to implement a sensorless 
indirect stator field oriented control (ISFOC) of induction motor 
drive with rotor resistance tuning. Indeed, the proposed method 
for simultaneous rotor speed and rotor resistance estimation is 
based on Luenberger observer (LO). In order to estimate the 
rotor speed and the rotor resistance, an adaptive algorithm based 
on Lyapunov stability theory by using measured and estimated 
stator currents and estimated stator flux is proposed. The 
suggested control scheme, as a result, achieves a sound 
performance with computational complexity reduction obtained 
by using the analytical relation to determine the LO gain matrix. 
Again, the observer is simple and robust, when compared with 
the previously developed observers, and suitable for online 
implementation. For current regulation, however, this paper 
suggests a conventional Proportional-Integral (PI) controller with 
feed-forward compensation terms in the synchronous frame. 
Owing to its advantages, an Integral-Proportional (IP) controller 
is used for rotor speed regulation. The design, analysis, and 
implementation for a 3-kW induction motor are completely 
carried out using a dSpace DS 1104 digital signal processor 
(DSP) based real-time data acquisition control (DAC) system, 
and MATLAB/Simulink environment. Digital simulation and 
experimental results are presented to show the improvement in 
performance of the proposed algorithm. 
Keywords: Stator flux orientation control (ISFOC), Sensorless 
vector control, rotor resistance estimation, feedforward 
decoupling, induction motor drive, Luenberger state-observer 
(LSO). 

1. Introduction 

Due to their high performances in terms of reliability, 

robustness and efficiency, the adjustable ac-motor drives 
are increasingly adopted in most industrial applications 
such as military, aerospace and automotive industries [1]. 
The aforementioned qualities have been researched and 
improved by using intelligent and sophisticated control 
methods based on the field oriented control (FOC) because 
it adjusts both the amplitude and phase of ac-excitations. 
The vector control technique has been widely used for 
high-performance induction motor drives where the 
knowledge of the rotor speed is necessary. This 
information is provided by an incremental encoder, which 
is the most common positioning transducer used today in 
industrial applications [2, 3].  
The use of this sensor implies more electronics, higher cost, 
lower reliability, difficulty in mounting in some cases such 
as motor drives in harsh environment and high speed 
drives, increase in weight, increase in size, and increase in 
electrical susceptibility. 
To overcome these problems, in recent years, the 
elimination of the transducers has been considered as an 
attractive prospect. Therefore, numerous approaches have 
been proposed to estimate the rotor velocity and/or 
position.  
In hottest literature, many researchers have carried out the 
design of sensorless vector control induction motor drives. 
These methods, definitely, are based on the following 
schemes:  
Model Reference Adaptive System (MRAS): [4, 7].  
Extended Kalman Filters (EKF): [8, 10].  
Extended Luenberger observer (ELO): [12, 17]. 
Newly fuzzy logic and neuronal networks observers [18, 
19]. 
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Indeed, some of these methods require specially modified 
machines and the injection of disturbance signals or the use 
of a machine model. Otherwise, all other methods for 
speed estimation using a machine model fed by stator 
quantities are parameter dependent; therefore, parameter 
errors can degrade the speed control performance. Thus, 
some kind of parameter adaptation is required in order to 
obtain high-performance sensorless vector control drive. 
At very low speed, indirect stator-flux-oriented control 
(ISFOC) of induction motor drive is particularly sensitive 
to an accurate rotor resistance value in the stator flux. To 
prevail over this problem, online tuning rotor resistance 
variation of the induction motor is essential in order to 
maintain the dynamic performance of a sensorless ISFOC 
drive. Recently, many works dealing with drives without 
shaft transducers have been developed using different 
approaches to estimate rotor speed and rotor resistance [11, 
20]. Most of these approaches require additional sensors 
that were not strictly used in standard ISFOC drive; thus, 
increasing cost and complexity may rule out practical use. 
In the very paper, we suggest a contribution to the issue of 
sensorless indirect stator-flux-oriented control (ISFOC) of 
IM drive with rotor resistance tuning. The rotor speed and 
rotor resistance is estimated by the designed-observer by 
relying on the measured and estimated stator currents and 
estimated stator fluxes. As a matter of fact, this observer is 
designed to simultaneously estimate the rotor speed, the 
rotor resistance, the stator flux and the stator currents. In 
this respect, the singular perturbation theory is used to get 
a sequential and simple design of the observer, and the flux 
observer stability is ensured through the Lyapunov theory. 
Afterwards, a full description and justification of the 
proposed algorithm is given and its performances are 
tested by simulations and experiments. Although related 
algorithms have previously been presented, the following 
contributions are believed to be new. First, the dynamic 
and steady-state performances are analyzed. Excellent 
behaviour is verified in most cases.  Second, the use of the 
stator field oriented control and a general framework is 
developed.  
This paper is organized as follows: in Section 2, we briefly 
review the indirect stator-flux-oriented control (ISFOC) of 
induction motor drives. The procedure design proposed to 
simultaneous rotor speed and rotor resistance estimation is 
described in Section 3. Experimental and simulation results 
are presented in section 4. Finally, in Section 5 we give 
some comments and conclusions. 

2. Stator Flux Orientation Strategy 

For ISFOC, the stator flux vector is aligned with d-axis and 
sets the stator flux to be constant equal to the rated flux, 

which means sdsΦ = Φ  and 0qsΦ = . 

2.1 Induction Motor Model 

The dynamic model of an induction motor can be 
represented according to the usual d-axis and q-axis 
components in synchronous rotating frame as 

( )
1

Rs s r ss rv p i L ids ds s sl qsr rs r

τ τ στ τ
σ ω

τ ττ τ
+ Φ

= + − −
+
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1Ls pr isl qsL ir s s ds
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T n ie p s qs= Φ  (5) 

Where s rslω ω ω= − ; 
Lr

r
Rr

τ = ; 
Ls

s
Rs

τ = ; and 
2

1
M

L Ls r
σ = −   

It can be perceived that if the stator flux is kept constant, 
the torque can be controlled by the q-axis current. 
The electromagnetic torque equation and the electrical 
angular speed motor are related by: 

( )
d rJ f n T Tr p e l

dt

ω
ω+ = −  

 
(6) 

2.2 Feedforward decoupling controller 

It can be seen that the d-axis and q-axis voltage equations 

are coupled by the terms sL is sl qs r
σ ω

τ
Φ

− −  and  

L i ss sl ds rσ ω ω+ Φ . These terms are considered as 

disturbances and are cancelled by using a decoupling 
method that utilizes non-linear feedback of the coupling 
voltages. If the decoupling method is implemented, the 
voltage equations become [18]. 

( )
1

Rs s r s rv v e p id ds d dsr s r

τ τ στ τ
τ τ τ

+
= + = +

+

 
  
 

 
 

(7) 

( )
1

Rs s r s rv v e p iq qs q qsr s r

τ τ στ τ
τ τ τ

+
= + = +

+

 
  
 

 
 

(8) 

Where se L id s sl qs r
σ ω

τ
Φ

= + and e L i sq s sl ds rσ ω ω= − − Φ  ; 

ed and eq  are, respectively, the d-axis and q-back 

electromotive force (EMF).  
Hence, the dynamics of the d-axis and q-axis currents are 
now represented by simple linear first-order differential 
equations. Therefore, it is possible to effectively control 
the currents with a PI controller.  

In Fig. 1, kii  and kip  denote the proportional and integral 

gains of the PI d, q axis current controller, respectively. 
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( )G pd , ( )G pq  are the no decoupling electrical d, q axis 

transfer functions of the induction machine. It should be 
noted that the estimated values, denoted by ^, are 
introduced to cancel out the coupling terms in the 
induction motor model.  
If we assume that the back EMFs are canceled by the 
feedforward compensation term, we obtain 

( ) ( )
1

KcG p G pd q pcτ
= =

+
 (9) 
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Figure. 1 Block diagram of the conventional PI controller with feed 
forward decoupling method. 

Where 
)(

rKc Rs s r

τ
τ τ

=
+

 is a gain and r s
c s r

στ τ
τ

τ τ
=

+
 is a time 

constant. 
The closed-loop current transfer function is 
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This allows us to write 
2
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Where 
K kc ii

n
c

ω
τ

=  and 
1

2

K kc ip

n c
ξ

ω τ

+ +
= .  

nω and  ξ  indicate the natural frequency and damping 

ratio, respectively. When the dynamics of the d- and q-axes 
currents are equivalent, the PI gains can be copied to the q-
axis controller. 

3. Adaptive Luenberger Observer  

3.1 Flux observer of induction motor 

The state model of the induction motor can be described in 

a rotating reference frame by: 

{ ( ) ( ) ( )
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y t x t
= +

=
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(12) 

The adaptive full observer for the estimation of the stator 
current and the stator flux, using the measured stator 
currents and voltages, is described by the following set of 
equations: 
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Where ^ alludes to the estimated values, ( )x t
is the 

observer state vector and L  is the observer gain matrix 
which is selected so that the system will be stable. 

3.2 Luenberger Observer Gain Design  

To ensure that the estimation error vanishes over time for 
any (0)x  , we should select the observer gain matrix L  so 
that ( )A - LC  is asymptotically stable. Consequently, the 
observer gain matrix should be chosen so that all 
eigenvalues of ( )A - LC  have real negative parts. 
To ensure stability for all ranges of speed, the conventional 
procedure is to select the observer poles proportional to 
the motor poles (the proportionality constant is 1kp  ). If 

the poles of the induction motor are given by IMλ , the 

observer poles LOλ  are selected as: 

k p IMLOλ λ=  (14) 
This can be achieved by defining the observer matrix L  in 
a special form 

1 2

3 4

l l
l l

+
= =

+
   
     

I J L2 1L
I J L2 2

 
   
(15) 

To determine the eigenvalues of the matrix A , we use: 
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In order to simplify the equation we define 

a rγ ω= −I J2  ; 
1 1

b r
L Ls r s

ω
σ τ σ

= − +I J2  et c Rs= I2  

The characteristic equation of the matrix A is then 
2

0a bcIM IMλ λ+ − =    (17) 

To determine the eigenvalues of the matrix ( )A - LC  
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Hence, the characteristic equation is 
2

( ) ( ) 0a b cLO LOλ λ+ + − + =L L1 2  (19) 
The substitution of Eq. (16) in (21) yields  

2 2
( ) ( ) 0k k a b cp pIM IMλ λ+ + − + =L L1 2  (20) 

The identification of Eq. (22) and 2 *pk (19) gives the 

following results: 
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3.3 Adaptive Flux Observer for Speed Estimation 

When the motor speed is not measured, it is treated as an 
unknown parameter in the observer (13). By adding an 
adaptive scheme for estimating the rotor speed to the 
observer, both states and unknown parameters can be 
estimated simultaneously. The adaptive scheme is derived 
using Lyapunov theory. From (12) and (13), the estimation 
error of the stator and rotor flux is given by the following 
equation: 

( ) ( )e e x= + +A LCΔA  (22) 

Where e x x= −  ; 
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We define a Lyapunov function candidate V  
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Where λ  is a positive constant and 
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With Γ  a nonsingular matrix 
For the derivation of the adaptive mechanism, the 

unknown parameter 
r

ω  is considered constant. The time 

derivative of V becomes 

( ) ( )1 1

2
2

( )
s ss i s i

T
V e e

d

dt

T
n n

rr
rLs

e e
α ββ α

ω
ω

ω
σ λ

− −
= + + +

+ − ∆
∆

              

Φ −Φ

Γ A LC Γ Γ A LC Γ

 
 

 
 
 
(24) 

The adaptive scheme for speed estimation is given by: 

( ) ( )
0

r
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The adaptive flux observer is stable according to the 
Lyapunov direct method if the observer gain is chosen 
such that the first term of (24) is negative semidefinite. 
This condition is fulfilled if the eigenvalues of Γ(A+LC)Γ-

1 
have negative real parts. Since the eigenvalues of 
Γ(A+LC)Γ-1 equal the eigenvalues of (A+LC) (Γ is 
nonsingular), the observer should have stable poles. 

3.4 Adaptive Flux Observer for Speed and Rotor 
Resistance Estimation 

Due to temperature changes during operation, the IM stator 
resistance and rotor resistance will vary. The proposed 
adaptive observer can be extended to include rotor 
resistance estimation. When both rotor resistance and 
speed are treated as unknown parameters of the observer, 
the estimation error of the stator and rotor flux is 
calculated from (12) and (13) and is provided by the 
following equation. 

( )e e x x′= + + +A LCΔA ΔA         (26) 
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and its time derivative is 
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The adaptive scheme for rotor resistance estimation is 
found by equating the second and third term in (28) 
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The structure of the proposed adaptive observer for speed 
and rotor resistance estimation is shown in Fig. 2. 
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Figure. 2 Block diagram of combined speed and rotor resistance 
estimation. 

4. Simulation and experimental results 

In this section, some simulation and experimental results 
are presented to evaluate the effectiveness of the proposed 
control scheme for an induction motor. Figure 3 shows the 
block diagram of the proposed sensorless ISFOC with 
rotor resistance tuning of induction motor drive system. 
The bloc diagram consists of an induction motor, a PWM 
voltage source inverter, a field orientation algorithm, a 
coordinate translator, and a speed controller. 
To implement the proposed sensorless ISFOC with rotor 
resistance tuning of induction motor drive, an experimental 
testing ground was carried out. It is essentially composed 
of: 
• An induction motor a 3-kW whose parameters are 

listed in appendix. 

• A static power electronics convertor from semikron 
composed of a diode rectifier and a three-leg voltage 
source IGBT inverter. 

• Current sensors of Hall. 
• A dSpace DS 1104 ACE Kit with control desk software 

plugged in a Pentuim 4 personal computer. 
For the implementation of the proposed sensorless ISFOC 
ISFOC with rotor resistance tuning of induction motor 
drive, an experimental has been carried out (Fig. 4). The 
sensorless ISFOC algorithm which is programmed with 
Matlab-Simulink and downloaded in the dSpace 1104 
control board offers a four-channel 16-bit (multiplexed) 
ADC and four 12-bit ADC units. A sampling period of 
50μs is selected and the insulated gate bipolar transistors 
(IGBTs) are working at a switching frequency of 10 kHz 
with a dead time of 20μs. The load is generated through a 
magnetic powder brake coupled to the induction motor. 
The output control signals of the Slave I/O PWM are of 
TTL level 5V, whereas IGBTs of the static inverter must 
receive signals of 15V. Additionally, an adaptation 
interface board using the integrated circuit IR2130 from 
International rectifier is realized. 
In order to check the validity of the implementation of 
ISFOC with rotor resistance tuning of induction motor 
drive using dSpace DS 1104 control board, some 
simulation and experimental works have been performed. 
The flux is kept constant at its rated value 1.21Wb. The 
first aim of the present simulation and experimental results 
is to test the performance of the sensorless ISFOC with 
rotor resistance tuning of induction motor drive system for 
a reference speed ±1000 rpm with load torque equal 20 
N.m applied and removed at t = 6.5 and 16.5 s, 
respectively. 
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Figure.3 Block diagram of sensorless (ISFOC) with rotor resistance 
tuning of induction motor drive system. 
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Figure.4 Scheme used for experimental setup. 

The IP speed controller is designed to stabilize the speed 
control loop. Moreover, the gains of the IP controller are 
determined by using a design method to obtain a damping 
ratio of 1.  
As a first test, Fig. 5 shows the simulation and 
experimental results for sensorless (ISFOC) with rotor 
resistance tuning of induction motor drive. Accordingly, 
when the speed command changes from zero to (1000 rpm) 
in forward rotation, it changes to reverse direction of the 
same speed.  
In Figs. 5(a) and (b), the simulation and experimental 
results of the reference, estimated and actual rotor speed, 
and in Fig. 5(c) and (d), simulation and estimated results of 
d-axis and q-axis stator flux, are presented. The estimated 
d, q components of stator flux are obtained from the stator 
voltage model of induction motor in d, q reference frame. 
Besides, simulation and measured results of d-q axis 
currents are given in Figs. 5(e) and (f). Fig. 5(g) and (h) 
shows, respectively, simulation results and experimental of 
estimated rotor resistance.  
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Figure.5 Experimental and simulation results of sensorless (ISFOC) (no 
load) with rotor resistance tuning for reversing speed reference from 

1000rpm to -1000rpm. 

As a second test, some simulation and experimental results 
for sensorless (ISFOC) with rotor resistance tuning of 
induction motor drive are presented in Fig. 6 for 1000 rpm 
speed reference command and a load torque of 20 N.m is 
applied and removed at t=6.5 and 16.5s, respectively. In 
Figs. 6(a) and (b), the simulation and experimental results 
of the reference, real and estimated rotor speed, and in Figs. 
6(c) and (d), the simulation and estimated results of d-axis 
and q-axis stator flux, are presented a load torque variation. 
In Figs. 6(e) and (f), the simulation and experimental 
results of d-q axis currents are presented. Furthermore, the 

simulation results and measured stator phase currents are 
given in Figs. 6(g) and (h). Figs. 6(i) and (j) show, 
respectively, the simulation results and measurement of 
load torque and q-axis stator current. Fig. 6(k) and (l) 
shows, respectively, the simulation and experimental 
results of estimated rotor resistance. 
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Figure.6 Experimental and simulation results of sensorless (ISFOC) (with 
load torque of 20 N.m applied at 6.5 s) with rotor resistance tuning the 

speed command is 1000 rpm 

In steady state operation, it should be noted that in Fig. 6(c) 
and (d) the d-axis stator flux builds up to the rated value 
(1.21 wB) by d-axis stator current, while q-axis stator flux 
and current components remain zero. This shows that a 
decoupling between stator flux and the torque is achieved. 
It should also be noted that we have considered the stator 
resistance to be constant. However, like stator resistance, 
rotor resistance also depends on temperature. It is clear 
that an improvement of high performance sensorless speed 
control requires tracking changes in stator resistance. 

5. Conclusions 

In this paper, one has validated the online simultaneous 
estimation of speed and rotor resistance in sensorless 
indirect stator flux orientation control of induction motor 
drive system based on Luenberger observer. In other words, 
the complexity of the algorithm is reduced by using 
analytical relations to obtain directly the Luenberger 
observer (LO) gain matrix as a function of the electrical 
velocity and the proportional constant. The validity of the 
proposed sensorless ISFOC of induction motor drive with 
rotor resistance tuning was also proven by simulation and 
experiments for a wide range of speed. More importantly, 
all experimental results confirm the good dynamic 
performances of the developed drive systems and show the 
validity of the suggested method. It is concluded from the 
results presented in this paper that the proposed scheme 
performs well for both high and low speed. 

Appendix 

List of motor specification and parameters: 220/380V, 
3kW, 4 poles, 1430 rpm 

2.3Rs = Ω ; 1.55Rr = Ω ; 0.261L L Hs r= = ; 0.245M H= ; 

1
0.002 . .f Nm s rd

−
= ; 2

0.03 .J kg m= .  
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Abstract 
Increasing customers’ satisfaction in this developed world is the 
most important factor to have a successful trade and production. 
New marketing methods and supervising the marketing choices 
will have a key role to increase the profit of a company. This 
paper investigates an expert system through four main principles 
of marketing (price, product, Place and Promotion) and their 
composition with a logic fuzzy system and benefiting from the 
experiences of marketing specialists. Comparing with the other 
systems, this one has special properties such as investigating and 
extracting different fields in which affect the customers’ 
satisfaction directly or indirectly as input parameters (26), using 
knowledge of experts to design inference system rule, composing 
the results of five fuzzy expert systems and calculating final 
result(customer’s satisfaction) and finally creating a high 
function expert system on management and guiding the 
managers to do a successful marketing in dynamic markets. 

  
Keywords: marketing mix model, fuzzy decision making system, 
fuzzy, expert system, mamdani inference, four P’s. 

1. Introduction 

Philip Kotler has defined marketing management as the 
analysis, planning, implementation, and control of 
programs designed to bring about desired exchanges with 
target audiences for the purpose of personal or mutual gain 
[1]. One of the most critical marketing management 

decisions is that decision of setting the marketing mix 
values, and selecting and employing strategy that 
periodically changes that marketing mixes in response to 
changing business environment. The marketing mix 
problem involves setting the values of the marketing 
decision variables; the four P’s; namely, Product, Price, 
Place and Promotion. Developing an effective marketing 
mix is important for product planners seeking to gain 
competitive advantage in industrial markets. The decision 
regarding specifying the marketing mix depends on a set 
of variables, the majority of which are stochastic, 
dynamic, vague or inexact, and qualitative or 
intangible; such as competitor's price, competitor's 
product quality, competition level, forecasted sales and 
others. These types of variables necessitate adoption of 
appropriate approaches that can deal with such variables' 
nature. These variables natures are inherent in various 
business sectors, specially in case of agriculture business, 
like agro-food companies, producers of fertilizers, and 
other agro-chemical products, where the existence of some 
stochastic variables such as climate, forecasts, demand and 
a varieties of  qualitative variables like food safety, 
availability, competition, etc. The proposed model is 
generally applicable to any business sector or industry and 
specially useful and appropriate in the situation where 
stochastic, qualitative and vague variables are inherent in 
the inputs to the problem [2]. 
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2. Literature Review 

Traditionally, the problem of setting the marketing- mix 
has been dealt with in a partial manner, in the sense that 
most of the articles considered only one element of such 
mix at a time. For instance, in 1987 Magruth and Kenneth 
provided three major criteria for evaluating marketing 
channels [3]. In 1989, Lyrch and Hooky explored the 
question of possible changes in industrial advertising 
practice by focusing on the advertising budgeting 
approaches revealed in recent large-scale U.K. survey [4]. 
In 1995, Earl Cox described a model for new product 
pricing [5]. Fuzzy logic methods are very important at 
management and subgroups. Z. L. Yang Use of Fuzzy 
Evidential Reasoning in Maritime Security Assessment 
[14] and Enrico Zio a Fuzzy Decision Tree for Fault 
Classification [15], Enrico Cameron Risk Management 
and the Precautionary Principle: A Fuzzy Logic Model 
[16]. The model combines the expertise of financial, 
marketing, sales, and manufacturing management to 
develop a recommended initial pricing position for a new 
consumer product. This pricing model showed how fuzzy 
rule-based system can combine the intelligence of several 
experts into a single, cohesive process. Little literature 
attempted to deal with the stochastic, vague and qualitative 
nature of variables, which inherently affects such 
marketing decision or provide a whole method for setting 
the four P’s and also very little ones that have considered 
the practical expression of product quality and integrating 
it with other 3 P’s.  However, in attempting to treat the 
problem from a total perspective, Bay Arinze in 1990 
described a computer-based marketing decision support 
system to support planning strategy for marketing and as 
an expert system shell aid in the selection of marketing 
mix variables’ values [6]. In 1992, Arinze and Burton 
developed a simulation model as the heart of a marketing 
decision support system (MKDSS) to model the stochastic 
element of the marketing mix, marketing dynamics, the 
interactions between marketing instruments and 
competitive effects, to support decision making process 
and developing the marketing mix [7]. In 2001, Fazlollani 
and Vahidov attempted to extend the effectiveness of 
simulation-based DSS through genetic algorithms [8]. 
They applied a hybrid method based on the combination 
of Mont Carlo Simulation and GA to the marketing mix 
problem to improve the process for searching and 
evaluating alternatives for decision support. Genetic 
algorithms for tourism marketing  was proposed by 
stephen hurley[8]and Bayesian neural network learning 
for repeat purchase modeling in direct marketing was 
proposed by bart baesens[9].modeling fuzzy data in 
qualitative marketing research was proposed by sajeed 
varki[10] On optimal partially integrated production and 
marketing policy with variable demand under flexibility 

and reliability considerations via Genetic Algorithm 
[11]and Variable selection in clustering for marketing 
segmentation using genetic algorithms[12]. 
2 

3. Method 

3.1 Fuzzy Marketing Method 

Marketing management and Customer Relationship 
Management (CRM) need methods to analyze, evaluate 
and segment their customers according their value for the 
company in order to improve customer relationships, 
optimize customer or marketing performance and to 
maximize profitability. One problem of scoring methods 
like the RFM (Recency, Frequency, Monetary value) 
model, ABC and portfolio analysis is that they have always 
been applied in a sharp manner so far, i.e. values are 
assigned sharply to predefined classes. This often leads to 
misclassifications (under-/overvaluations) [13]. 

 

Fig. 1 Fuzzy Marketing Model. 

With the fuzzy classification approach, these problems 
can be avoided, objects are classified exactly and resources 
can be allocated optimally. In a fuzzy ABC analysis, 
customers can partly belong to two classes, in fuzzy 
portfolio analysis to four and in fuzzy scoring methods to 
several classes at the same time. In addition, the 
membership degree to each class can be computed, which 
allows e.g. the calculation of individual, personal prices, 
accounts or incentives and the adoption of the marketing 
mix (mass customization).In addition, the fuzzy logic 
approach can be used also in the domain of performance 
measurement in order to analyze, classify, evaluate and 
manage different marketing relevant measures and 
indicators, for instance customer equity or Customer 
Lifetime Value (CLV) The main advantage of a fuzzy 
classification compared to a classical one is that an element 
is not limited to a single class but can be assigned to several 
classes. In addition, fuzzy classification and fuzzy methods 
support qualitative and quantitative indicators. The fuzzy 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     128 

 

classification with its query facility allows improving 
customer equity, launching loyalty programs, automating 
mass customization issues, and refining marketing 
campaigns.  

 

Fig. 2 The framework of fuzzy marketing methods. 

3.2 The aim and new method 

The marketing-mix problem is a typical problem, which 
involves vague and uncertain type of input variables and 
dynamic, non-linear relationships. The problem involves 
setting the values of the marketing decision variables; the 
four P’s (Product, Price, Place - distribution expenditures 
and Promotion. 

A fuzzy marketing mix model is used in this article this 
system includes four subsystems having several inputs 
each. The outputs of these systems are considered as input 
of the fifth system and final result shows the successfulness 
level of marketing. Other inputs and their characteristics 
are as follows:  

Table 1: characteristics and input of place expert system 
Name='marketing place' Inputs 

Type='mamdani' 1)'Export.drop.shippers' 
NumInputs=6  
NumOutputs=1 

2)'Export.merchants' 

NumRules=15 3)'ETC' 
AndMethod='min' ImpMethod='min' 4)'manufacturer.export.agent' 
OrMethod='max' 5)'EMC' 
AggMethod='max' 6)'export.brokers' 
DefuzzMethod='centroid'  

Table 2: characteristics and input of price expert system 
Name='marketing price' Inputs 

Type='mamdani' 1)'request.inducement' 
NumInputs=7 
NumOutputs=1 

2)'price.importance' 

NumRules=25 3)'price.quality' 
AndMethod='min' ImpMethod='min' 4)'price.adversary' 

OrMethod='max' 5)'price.specific.clientele' 
AggMethod='max' 6)'price.cast' 
DefuzzMethod='centroid' 7)'price.without' 

 

 

 

Table 3: characteristics and input of product expert system units. 

Name='marketing product' 

Inputs 

Type='mamdani' 1)'quality' 
NumInputs=6 
NumOutputs=1 

2)'features' 

NumRules=20 3)'packaging' 
AndMethod='min' ImpMethod='min' 4)'design' 
OrMethod='max' 5)'aftersale.service' 
AggMethod='max' 6)'lifetime.warranty' 
DefuzzMethod='centroid'  

Table 4: characteristics and input of promotion expert system units. 
Name='marketing promotion' Inputs 

Type='mamdani' 1)'personal.sale' 
NumInputs=7 
NumOutputs=1 

2)'pictorial.sale' 

NumRules=30 3)'radio.sale' 
AndMethod='min' ImpMethod='min' 4)'newspaper.sale' 
OrMethod='max' 5)'poster.sale' 
AggMethod='max' 6)'caption.poster.sale' 
DefuzzMethod='centroid' 7)'award.sale' 

 
The relationship among targets, economic conditions, 
developments, and other input variables from one side and 
the marketing-mix setting in the other side is non-linear 
and difficult or cannot exactly defined unless it is 
expressed in forms of experts’ If-Then decision rules. It is 
now clear and evident that one way to handle all such 
aspects of the marketing mix problem is the use of fuzzy 
logic sets, which effectively handle such vague, uncertain, 
subjective inputs and efficiently model nonlinear 
relationships between problem inputs and outputs. 

3.2.1 Hybrid fuzzy expert systems designing 

A fuzzy expert system is a mix of expert and logic fuzzy 
systems. This system includes five main sections.  

1. Expert: who have specialty in a field. This 
specialization could be experienced or be gained through 
wide studies.  

2. Fuzzification: The fuzzification comprises the 
process of transforming crisp values into grades of 
membership for linguistic terms of fuzzy sets. The 
membership function is used to associate a grade to each 
linguistic term... It has different types in which the triangle 
and trapezoid one are used. 
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3.  Inference engine: it draws a conclusion from data 
and rules based on a field mamdani inference system.  

4. Fuzzy rules bank: it is a complex of < If … Then> 
rules. 

5. Defuzzification: the process of producing a 
quantifiable result in fuzzy logic. Typically, a fuzzy system 
will have a number of rules that transform a number of 
variables into a "fuzzy" result, that is, the result is described 
in terms of membership in fuzzy sets. For example, rules 
designed to decide how much pressure to apply might 
result in "Decrease Pressure (15%), Maintain Pressure 
(34%), and Increase Pressure (72%)". Defuzzification 
would transform this result into a single number indicating 
the change in pressure. The simplest but least useful 
defuzzification method is to choose the set with the highest 
membership, in this case, "Increase Pressure" since it has a 
72% membership, and ignore the others, and convert this 
72% to some number. The problem with this approach is 
that it loses information. The rules that called for 
decreasing or maintaining pressure might as well have not 
been there in this case. A useful defuzzification technique 
must first add the results of the rules together in some way. 
The most typical fuzzy set membership function has the 
graph of a triangle. Now, if this triangle were to be cut in a 
straight horizontal line somewhere between the top and the 
bottom, and the top portion were to be removed, the 
remaining portion forms a trapezoid. The first step of 
defuzzification typically "chops off" parts of the graphs to 
form trapezoids (or other shapes if the initial shapes were 
not triangles). For example, if the output has "Decrease 
Pressure (15%)", then this triangle will be cut 15% the way 
up from the bottom. In the most common technique, all of 
these trapezoids are then superimposed one upon another, 
forming a single geometric shape. Then, the centroid of this 
shape, called the fuzzy centroid, is calculated. The x 
coordinate of the centroid is the defuzzified value. 

6. Knowledge engineering: KE is an engineering 
discipline that involves integrating knowledge into 
computer systems in order to solve complex problems 
normally requiring a high level of expertise. At present, it 
refers to the building, maintaining and development of 
knowledge-based systems. It has a great deal in common 
with software engineering, and is used in many computer 
science domains such as artificial intelligence including 
databases, data mining, expert systems, decision support 
systems and geographic information systems. Knowledge 
engineering is also related to mathematical logic, as well as 
strongly involved in cognitive science and socio-cognitive 
engineering where the knowledge is produced by socio-
cognitive aggregates (mainly humans) and is structured 
according to our understanding of how human reasoning 
and logic works. 

 Various activities of KE specific for the 
development of a knowledge-based system: 

 Assessment of the problem 

 Development of a knowledge-based system 
shell/structure 

 Acquisition and structuring of the related 
information, knowledge and specific preferences 
(IPK model) 

 Implementation of the structured knowledge into 
knowledge bases 

 Testing and validation of the inserted knowledge 

 Integration and maintenance of the system 

 Revision and evaluation of the system. 

Being still more art than engineering, KE is not as neat 
as the above list in practice. The phases overlap, the 
process might be iterative, and many challenges could 
appear. Recently, emerges meta-knowledge engineering as 
a new formal systemic approach to the development of a 
unified knowledge and intelligence theory. 

7. Expert (marketing expert): An expert, more 
generally, is a person with extensive knowledge or ability 
based on research, experience, or occupation and in a 
particular area of study. Experts are called in for advice on 
their respective subject, but they do not always agree on the 
particulars of a field of study. An expert can be, by virtue 
of credential, training, education, profession, publication or 
experience, believed to have special knowledge of a subject 
beyond that of the average person, sufficient that others 
may officially (and legally) rely upon the individual's 
opinion. Historically, an expert was referred to as a sage. 

8. Market or the environment that the expert acts 
inside it. 

 
Fig. 3 shows a fuzzy expert system for marketing 

This research uses five fuzzy expert systems. Figure 4 
shows the system including a fuzzy expert system for each 
p and the whole results on another system and finally the 
rate of successfulness.  

3.2.1.1 Defuzzification 

The values of input and output variables are fuzzified 
Based on opinion of experts and analysts, triangular 
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membership functions with five fuzzy sets are used. Except 
for the variable competition level, five fuzzy sets are used 
for all other variables: “Very Low” as VL, “Low” as L, 
“Medium” as M, “High” as H, and “Very High” as VH. 
The membership functions of all the marketing place fields have 
been defined below: 

 

Fig 4.fuzzy hybrid expert system for marketing 

 
Fig 5.Fuzzification of 'Export.drop.shippers' 

 

Fig 6.Fuzzification of export. Merchants 

 

Fig 7.Fuzzification of ETC 

 

Fig 8.Fuzzification of manufacturer.export.agent 

 

Fig 9.Fuzzification of EMC 

 

Fig 10.Fuzzification of export brokers 
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Fig 11.Fuzzification of output distribution 

 

Fig 12.Outline model of place fuzzy expert system 

There are several fuzzy statuses such as Very Low (VL), 
Low (L), Normal (N), High (H) and Very High (VH) for 
output of place fuzzy expert system that modifies the 
quality of the product. Regarding triangle fuzzification, 
High, Low and Very high status are as follows: 
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For example, “Expert.dro.shippers” fuzzy membership 
function is as follows: 
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3.2.1.2 Rules Bank and Defuzzification 
Taking into account different conditions of CS and 

even situations that have not yet occurred but may occur in 
the future, the rules have been edited. In total, there are 105 
dependent rules, where each rule is a collection of variants 
that have occurred “AND” together and show a special 
situation of CS. These rules cover all the situations that the 
fuzzy system may face. Also, there may occasionally be an 
opposition be between the base rules. This problem is 
solved by the inference engine and defuzzification parts of 
the system. The Inference engine and defuzzification parts 
give us an optimized result by taking an average of the 
attained rules. Defuzzification’s centre of gravity formula is 
used for calculating the certain output amount. 
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Table 5.Collection rules of marketing place fuzzy expert system 

Table 6.COLLECTION RULES OF 'marketing price' FUZZY EXPERT 
SYSTEM 

 

 

Table 7.COLLECTION RULES OF 'marketing product 'FUZZY 
EXPERT SYSTEM 

 

Table 8.COLLECTION RULES OF 'marketing promotion' FUZZY 
EXPERT SYSTEM 
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The accuracy of  rules should be clarified at this stage. 
Firstly, the minimum amount of each rule is recognized and 
then the maximum amount between them is chosen. For 
instance (Export.drop.shippers =2.2, export. merchants 
=6.6, ETC =3.5, manufacturer.export.agent =3.5, EMC 
=5.2. export. brokers =6) make rules 22 and 23 active. 

17.0)0,8.0,34.0,17.0,2.0,2.0min(

),,,,,min(

22

22





 MMLLNVL

                                   

13.0)66.0,13.0,25.0,625.0,4.0,8.0min(

),,,,,min(

23

23





 HHNNHL

 

Using the mamdani inference (max, min), the system’s 
membership function is: 

17.0)13.0,17.0max(),max( 2322   

Inference rules for the variables and the output are as 
follows: 

 
Fig 13.Rule viewer marketing place 

For instance (Request. inducement =2.8, Price .importance 
=7.5, price. quality =5, price. adversary =7.2, specific. 
clientele =5, Price .cast =6.5, Price .without=1) make rules 
6 and 28 active. 

1.0)1,167.0,0,45.0,1,5.0,1.0min(

),,,,,,min(

6

6
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1.0)1.0,1.0(),max(

1.0)1,1,5.0,1.0,1,4.0,9.0min(
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286

28
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Fig 14. Rule viewer marketing price 

For instance (quality =4, features =8.1, packaging =6.3, 
design =7.5, aftersale.service =9, Lifetime. warranty =7.5) 
make rules 56 and 71 active. 

0)375.0,0,5.0,85.0,225.0,75.0min(

),,,,,min(

56

56
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13.0)13.0,0max(),max(

13.0)75.0,1,25.0,13.0,1,75.0min(

),,,,,min(

7156

71

71
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Fig 15.Rule viewer marketing product 

For instance (personal. sale=7, pictorial. sale =6, radio. 
sale=5, newspaper. sale=4, poster. sale=6, 
caption.poster.sale=7, award. sale=4.5) make rules 56 and 
71 active. 
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Fig 16.Rule viewer marketing promotion 

The fields in final fuzzy expert system are as follows: 

For instance (distribution=45.3, price=40.6, product=81.2, 
promotion=57.7) make rules 6,7,8,14,22 active. 
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As figure ( ) shows, the rate of satisfaction is low if fields 
of fuzzy expert have high variables. In this system it is 
obvious that price and distribution filed have a very high 
affect.  

 

Fig 17.Rule viewer final marketing 

4. Conclusions 
A mix fuzzy expert system is designed and used to 
determine the successfulness on marketing based on 4p 
principle. A fuzzy expert system is designed for each 
effective field for marketing. It had several inputs and 
outputs. The results of each four systems input a final 
fuzzy expert system and show a final logic result through 
conclusion rules. This result would be considered as an 
important parameter for experts in marketing that they use 
it. Any inconvenience on marketing and management will 
cause several irreparable damages in economy. Therefore, 
due to marketing risk and its fuzzy nature and meeting the 
customers having variable behaviors, using this system 
could be found as a very effective help to prevent the 
damages. This system applying knowledge and experience 
of marketing experts could be equipped with very strong 
inference rules to have very useful and careful results. 
Comparing the operation of the experts and simulating 
different situations in the market, this system showed very 
good result by 91.5% accuracy. 
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Abstract 

Microstrip tapered transition and inductive band-pass filter 
around 5 GHz, using Substrate Integrated Waveguide technology 
(SIW) are studied in this paper. All the structures are designed 
with Finite Element Method (FEM) and fabricated on a single 
substrate of Epoxy FR4 using a standard PCB process. The 
return loss of the proposed filter is better than 20 dB. 
The measured results for all the structures investigated show a 
good agreement with the simulation results. 
Keywords: Substrate Integrated Waveguide (SIW), Band-pass 
Filter, Transition, Via-Holes, SIW-Microstrip Technology. 

1. Introduction 

In recent years, a new waveguide technology called the 
substrate integrated waveguide (SIW) has been introduced 
in many microwave communication systems, such as 
Wireless Local Area Networks (WLAN). This technology 
has been successfully used to design microwave and 
millimeter-wave filters which are widely exploited 
extensively as a key block in modern communication 
systems [1]-[4]. 
The traditional rectangular waveguide technologies are 
used in various microwave and millimeter-wave 
communication systems, especially communication 
satellites, earth stations, and wireless base-stations, due to 
their high Q values and high power capability. However, 
they are expensive to fabricate, voluminous and do not 
integrate with planar structures in electronic systems. 
Microstrip lines, on the other hand, are easy and not 
expensive to fabricate, but are not low loss radiation and 
not shielded.  
 SIW components take the advantages of low radiation 
loss, high Q- factor and high power in systems. 
Additionally, they have a small size compared to the 
corresponding conventional rectangular waveguide 
components.  

They are constructed by metal filled via-hole arrays in 
substrate and grounded planes which can be easily 
interconnected with other elements of the system on a 
single substrate plat form without tuning, this system can 
be miniaturised into small package called the system in 
package SIP which has a small size and a low cost [5]. A 
schematic view of an integrated waveguide is shown in 
Fig. 1. 
In this paper, the finite element method (FEM) based on a 
commercial software package “HFSS” has been applied to 
the analysis of the SIW structures. Firstly we propose C-
band SIW microstrip line with tapered transition, and then 
we focus on the design of SIW inductive window filter 
around 5GHz. The designs of these structures are 
fabricated by using a low cost printed circuit board (PCB) 
technology and measured by means of a Vector network 
analyser (HP8720C).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

DLT

WM

WT

W

P

DLT

WM

WT

W

P

Metallic vias 

Metallic plane 

Dielectric substrate 

Fig. 1 Topology of the substrate Integrated Waveguide 
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2. Substrate Integrated Waveguide resonator 
cavity 

 
A substrate-integrated waveguide (SIW) is made of 
metallic via arrays in the substrate between top and bottom 
metal layer replacing the two metal sidewalls. 
The propagation properties of the mode in the SIW are 
very similar to the electromagnetic field distribution of 
TE10-like mode in a conventional metallic rectangular 
waveguide (RWG). 
In order to compare the electromagnetic field distribution 
in SIW and rectangular waveguide RWG, we take the 
diameter of the metallic via D = 1 mm and the period of 
the vias P = 1.8 mm. The distance between the rows of the 
centres of via is W = 19 mm. The top, middle, bottom and 
sidewall metallizations are all copper and the dielectric 
material is FR4 substrate with  02.0tan,4.4 == δε r . 

Fig. 2 shows the cross-sectional view field distribution of 
dielectric waveguide and SIW without transitions at 5.5 
GHz.  
 
 
 
 
 
 
 

a)  Rectangular waveguide 

 
 
 
 
 
 
 
 
          b)  SIW without transitions 
 

Fig.2 Electric fields distributions in rectangular  
waveguide and SIW. 

 

We observe that the dominant mode of the SIW resembles 
the TE10 mode of conventional waveguide. The maximum 
field is present at the middle of the guide. 
Thus, the initial dimensions of SIW resonator cavity can be 
determined by the conventional resonant frequency 
formula of metallic waveguide resonator, where the length 
and width of the conventional dielectric waveguide cavity: 
LG and WG, should be replaced by the equivalent width 
and length of the SIW cavity, L and W, because of the 
presence of vias sidewall. 
So, an SIW cavity can be designed by using the following 
relations [6]: 

     P
DLL G .95.0

2

−=                                                           (1) 

    P
DWW G 95.0

2

−=                                                           (2) 

 
In equations (1) and (2), the parameters D and P are the 
diameter and the period of via holes respectively. 
 

3. A design of proposed transition 
 
In order to combine SIW and microstrip technologies, 
SIW-microstrip transitions are very required [7]-[8]. 
Tapered transition shown in Fig. 1 has been studied.  
This kind of transition consists of a tapered microstrip line 
section that connects a 50 microstrip line and the 
integrated waveguide. The taper is used to transform the 
quasi-TEM mode of the microstrip line into the TE10 mode 
in the waveguide. 
It is known that the propagation constant of the TE10 mode 
is only related to the width “W” .Therefore, the height or 
the thickness “b” of the waveguide can be reduced without 
much influence on the TE10 mode propagation, thus 
allowing its integration into a thin substrate that could 
reduce the radiation loss of the microstrip line. 
The design of this transition is very critical and important 
in order to have a good performance. The optimisation of 
the transition is obtained by varying the dimension (LT, 
WT) of the tapered geometry (Fig.1).   
  This structure is fabricated on a substrate FR4 
( 02.0tan,4.4 == δε r ), the distance between the rows of 

the centres of via is w = 19 mm, the diameter of the 
metallic via is D = 1 mm and the period of the vias P = 1.8 
mm. The width of tapered WT is 5.82 mm, its length is LT 

= 22 mm. The transitions have been realized using PCB 
process (fig. 3). 
 
 

 
 
 
 
 
This line is simulated by using HFSS, including the two 
SMA connector’s influences. The simulated results and the 
measured results are compared in Fig. 4. 
 

 

 

Fig. 3   A Photograph of the manufactured SIW- microstrip  
line with tapered transitions 
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Fig. 4   Return and insertion losses for   SIW-microstrip 
tapered transition 

 

4.  A design of SIW filter 

 
4.1 Filter Configuration 
 
Fig.5 Shows the proposed design of filter, this filter 
includes two microstrip tapered transitions and four SIW 
resonators cavities. 
 
 
 
 
 
 
 
 
 
 
 
 
  

Since the field distribution of mode in SIW has dispersion 
characteristics similar to the mode of the conventional 
dielectric waveguide, the design of the proposed SIW 
band-pass filter, makes use of the same design method for 
a dielectric waveguide filter. The filter can be designed 
according to the specifications [9]-[10]. The equivalent 
circuit of band-pass filter is given by Fig.6. 
 
 
 
 
 
 
 
 
 
This circuit represents an impedance inverter Kn,n+1 and a 

phase shift nφ , the normalized K-inverter values can be 

calculated as described in [9]-[11] and can be physically 
realized in terms of discontinuities in a rectangular 
waveguide using the scattering parameters Sij as follows: 
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Using this equation, the electrical lengths of the resonators 

iφ are obtained [11]: 
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gλ is the guided wavelength. 

 

4.2 Simulated and experimental results 

We designed the proposed SIW filter using the last steps 
procedure. The initial filter parameters are optimized and 
given in Table 1. 
  
 
 

Li (mm) 5.5 13.6 14.9 
Wi (mm) 12.57 10.2 9.6 

WM= 1.4           WT= 5.8            LT =21.7 
 

  
Each rectangular cavity is created with many rows of via-
holes, which have radius of 0.5 mm; the distance between 
these metallic-vias is set to 1.8 mm. The SIW filter is 
symmetrical along z axis, it has been fabricated on FR4 
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Fig. 5 Geometry of microwave SIW filter 
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Fig.6 Equivalent circuit of SIW filter 

Table 1: Dimensions of the   siw filter 
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substrate ( 02.0tan,4.4 == δε r ) with a thickness of 0.8 

mm.   
The filter proposed is done with HFSS using the Finite 
Element Method (FEM) and fabricated using a standard 
PCB process (Fig.7) and measured with Vector Network 
Analyzer. The Fig. 8 shows the comparison between the 
electromagnetic simulation and the measurements for the 
input reflection and the transmission, respectively. 
 
 
 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8 Return and insertion losses of SIW filter 

 
 
It can be seen that the agreement is good, the filter has a 
frequency bandwidth of 750 MHz, the insertion loss 
around frequency f = 5 GHz is approximately -5 dB the 
return loss in the pass-band is better than -20 dB. 

5. Conclusion 

   In order to design low cost devices for C band, SIW-
microstrip transition and band-pass filter have been treated 
with HFSS, fabricated and tested. The filter shows a good 
performance in terms of return and insertion losses. The 
main characteristics of these kinds of SIW structures are 
that they have a small size, a high power handling and are 
easily manufactured. 
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Fig.7 A Photograph of the manufactured SIW filter 
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Abstract 

Covert Channel are the methods to conceal a message in the 
volatile medium carrier such as radio signal and network packets. 
Until now, covert channels based on the packet length produce 
abnormal packet length when the length of the message is long. 
Abnormal packet length, especially in the normal network will 
expose the covert channels to network security perimeter. 
Therefore, it motivates the study to propose a new method based 
on reference matrix to hide the secret message in DNS request. 
Normal DNS request packet was collected from the campus 
network. The proposed packets length covert channel was 
compared with normal DNS request packets. The study found 
that the new purpose covert channels produce normal DNS 
packet length according to the campus network.     
Keywords: Covert channels, Packet length, DNS. 

1. Introduction 

The encryption is a method where the readable 
messages are scrambled into unreadable messages through 
transformations or permutations traditionally or 
conventionally with a key to protect the information from 
being readable by unauthorized party [1]. However, 
encryption alone cannot protect the confidentiality of the 
message because the unreadable message will attract the 
attacker to attack the communication channel and try to 
decrypt the message [2]. Moreover, the encryption itself 
does not prevent the adversaries from detecting the 
communication pattern [2].Furthermore, in communication, 
the encryption itself raises suspicion and triggers further 
investigation action [3] and knowing there exists a 
communication between two parties is already valuable 
information to the attacker [4]. Therefore, these motivate 
the study to find a method in network communications, 
where the secret message can be delivered without using 
an encryption on the network layer up to the application 
layer and at the same time, preventing the adversary from 
detecting the communications. It resembles Steganography, 
where the message is written on a piece of wood and then, 
waxes the surface of the wood to cover up the message. In 
network communications, the act of hiding the message in 

network protocol or communications is called covert 
channels [5].  

 
Covert Channels are the desirable choices to send 

secret message based on the stealthiest and volatile of the 
packets. The stealth is possible to achieve because there 
are fields in the packet where the characteristics of the 
fields are random unused or not symmetrically controlled 
between the network devices within the network where the 
packets travel; known as Storage Covert Channels [6]. 
There is also a technique where the data could be hidden 
between the time arrivals of the packets, known as Timing 
Covert Channels [6]. The types of Covert Channels depend 
on the network security perimeter control between the 
sender and receiver and the stealthiest of the Covert 
Channels. The later is more preferable because it can resist 
some security perimeter. Additionally, the volatility of the 
packet’s leverage is the stealthiest against Steganography 
without leaving any trail to be audited, because the packets 
will be destroyed after being used or processed according 
to defined criteria, which further motivates the use of 
covert channels [5,7]. Moreover, the motivations to use 
covert channels is supported with the quantity of data that 
can be transferred through covert channel annually, which 
can be as huge as 26Gb of data, although the data being 
transferred is only one bit at a time.8]. Therefore, there is 
no reason to doubt the capability of the Covert Channels in 
sending secret messages over the networks.   

 
On the other hand, what makes the covert channels 

useful is the stealth of the covert channel [9]. The property 
of the stealth of the covert channels is attributed from the 
anonymity of covert channels as described in [10], which is 
subjected to three pillars; plausibility, undetectable and 
indispensability. Plausibility means the covert channel 
must be able to exploit the medium in which the packet is 
in use by the adversary. Undetectable means the amount of 
the bits sent should not violate the distribution of the  
normal packet. Indispensability means the adversary must 
use the medium and will not block the medium on the 
security perimeter.The indispensability is the most 
important aspect in stealth property because it will ensure 
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whether the proposed covert channel is useful or verse 
versa. 

 
Plausibility and undetectably are co-related. To be 

truly plausible the covert channels cannot just exploit the 
packet's unused fields or the randomness of the packets 
without fulfilling the symmetry of’ the packets as in 
[10,11,12]. In TCP packets, an independent packet could 
be seen as unfinished TCP handshake activity [13]. In 
literal meaning, how the data hidden in the packets and the 
packets operate have a strong correlation with the stealth 
of the Covert Channel [4,14,15]. Basically, there are two 
methods to hide and retrieve the data with Storage Covert 
Channels; indirect and direct methods. Indirect technique 
hides and retrieves the data by substituting the symbols 
with the property of the packets whereas the direct 
technique directly embeds the data into the field of the 
packet [16]. However, there are ambiguities in the 
definition of Indirect hidden method.    

 
Hitherto, the direct covert channels have been the 

favorites and target research in the covert channel's 
research because the protocol fields to be manipulated are 
tangible within defined characteristic, based on the survey 
in [17].  

 
Conversely, direct embedding is not always covert 

because little attention has been addressed to the 
communication in the context of the internet [9]. The effect 
of embedding the data directly into the innocuous protocol 
fields is it does not hide the fields from traffic analysis, 
which could map the connection structure to retrieve the 
uncovered information [9]. Moreover, direct embedding of 
the data in protocol fields will not be able to resist the 
network security approach known as the protocol scrubber. 
Protocol scrubber is a method of an active interposition 
mechanism to homogenize the network flows by 
identifying and removing the malicious content in the 
traffic flow through normalizing the protocol headers, 
padding and extensions [18]. Therefore, with the 
sophisticated protocol scrubber mechanism, the direct 
hidden method could satisfy plausibility of the covertness. 
However, it could not satisfy the indispensability of covert 
channels. This, further, forces and motivates the study to 
look into the indirect hidden method.  

 
Looking back at the previous hidden method, the 

study is keen on indirect hidden method based on the 
packet lengths because the packet is directly under the 
control of the sender. Therefore, there are no malicious 
attempts to control other state property, and it is not prone 
to protocol scrubber. However, there are a couple of 
problems with previous packet lengths. First, the packet 
length is hard to implement because it could only work in a 

controlled environment with end-to-end connections as the 
lengths of the packets depend on the MTU of the routers in 
the packet travel across the path and the size of MSS. 
Secondly, as highlighted by Liping in [15], not only the 
MTU and control environment are the obstacles to packet 
lengths, but also the normal lengths distribution of the 
packet lengths.  

 
At this juncture, indeed, the normal distribution of 

packet lengths is directly associated with the plausibility 
and undetectably of the covert channels. The plausibility of 
the packet length's covert channels could not only be 
achieved when the length of the packets is associated with 
a value starting from 1 to 256, because, as shown by 
Liping in [15], the length of the packets is not randomly 
distributed between 1 to 256. Moreover, there is a gap 
between the lengths in normal distribution, which is too 
odd for 256 lengths differently or randomly. Figure 1 is 
taken from [15], which shows the normal packet lengths 
distribution of about 2000 packets. The vertical line is the 
length. In fact, it is clear that, there are only about 20-30 
different lengths among the 2000 packets, which will be 
appropriate for a covert channel with 256 different length 
distributions as in [19,20,21]. Therefore, the plausibility of 
the exploited lengths is not convincing in [19, 20, 21] 
when compared to the normal packet length distribution. 

 
Certainly, if the plausibility of the exploited lengths is 

not fulfill, the undetectably could not be satisfied.   Liping 
in [15], proposed a method which used a reference of the 
lengths to overcome the trouble with too  many packet 
length's  distributions as in [19,20,21]., The Liping’s 
model used sixteen different length  based on the baseline 
length of the reference agreeable between the sender and 
receiver. This means, for every 4 bits of the data, there is 
additional  of at least between one to sixteen bytes on the 
normal packet length. The problems become worse when 
the sender and receiver have to update the reference length 
to contain long messages. It would be noticeable that when 
the size of the message is huge, the Liping’s method turns 
out from normal length distribution to abnormal length 
distribution as mentioned in [22]. Therefore, the Liping’s  
method cannot satisfy the plausibility of the distribution of 
the packet length when the message is too long. 

 
This is another challenge that this research would like 

to address. With the above problem, this research proposed 
a method, that whereby, there is no additional length of 
packets that needs to be added to deliver the message as in 
Liping’s method, and the association of the packet lengths 
is not subject  to one to one association as in [19,20,21] 
methods. The proposed method will allow an association 
of one to many. That is , the proposed method will 
introduce a reference, instead to the length of packet. It 
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will also,  take the data in the packet payload as a reference. 
With this, it will not produce an odd packet length's  
distribution and there is no additional packet length to be 
added, therefore, it could resist against abnormal packet 
length, which resulted  into the ability to deliver a long 
message within the distribution of the length on the 
selected packets. Therefore, with the proposed method, 
this research, is the first, to associate the length of the 
message with contain in  the payloads and is the first, able 
to send a long message without adding additional lengths 
and within the normal packet length's distribution.      

2. Previous Work 

Packet length is classified as an indirect hidden 
method because there is no direct modification done to the 
packets except the data is hidden based on the length of the 
packets. Padlipsky introduced a packet length covert 
channel in [19]. Padlipsky associated the length of link 
layer frames with a symbol to conceal the secret message. 
Ten years later, Girling demonstrated Padlipsky idea in 
[20]. Girling represented the length of the link layer with 
256 symbols. Which, it required 256 different packet 
lengths, and each packet length represents bytes of 
information. The experiment was done in the isolated 
network to eliminate the noise of other packets such as 
buffering, reblocking and spurious message insertion from 
high level protocols. In real networks, the controls of block 
size and packet length are actually being modulated and 
depend on the network conditions [23]. Conveniently, 
Padlipsky method could be very effective within the same 
network segment [24]. 

 
Two decades later, Yao and Zhang in [21] used a 

secret matrix with 256 rows and randomly associated it 
with the length of packets. The arrangement of the length 
in the matrix will be transformed according to the 
agreement between the sender and receiver. The Yao and 
Zhang method has successfully improved the Girling. 
However, a study by Liping in [15] shown that, the 
randomly packet length will trigger the detection because it 
produces abnormal network traffic.  

 
To overcome the abnormal network traffic, Liping in 

[15] proposed a method based on a reference of length. 
Liping's method required the sender and receiver to agree 
upon the length of the packets that the sender sent to the 
receiver. The agreeable length of several packets is set as a 
default reference. To send a secret message, the sender 
takes the byte of the message and adds it to the length of 
the reference. To get the byte of the message, the receiver 
will deduce the received length with the initial reference. 
However, as mention by Liping in [22], this method was 

not efficient when the size of the message is long because 
the method will update the default reference with every 
length it received. Therefore, when the message is too long, 
it will produce abnormal packet length's distribution. 

 
Other noble works on storage covert channels are 

explained based on the protocol where the covert channels 
have been exploited.  

 
In [13], Taeshik explained how the IP Identification 

(IP ID) field being exploited to embed ASCII alphabetic. 
The method multiplies the ASCII in hex value with 255, 
since 255x255 is 65535 which just fine to fix into 16 bits 
fields. However, the method use could trigger suspicious 
when the same letter in a word occurs. Then Ahsan in [25] 
improved the method using Toral Automorphism System 
that used pseudo random sequence to make sure the 
modified IP identification is random. Yogi Metta’s in [6] 
proposed to exploit the IP ID fields by XOR the byte of the 
secret message with the IP’s version and IP’s header length, 
then, the result will be concatenated with a random number 
to cover the remaining 8 bits. However, as mention by 
Murdoch, covert channels with randomly the number in IP 
ID fields can be detected because it’s not by default 
random [26].  

 
Yogi Metta’s in [6] theoretically explain how the 

value of DF could be use to send a message. The method 
could successfully implement if and only if we know the 
MTU of each router. Enrique’s in [27] used the IP Offset 
field to embed the data. The only problems with IP offset 
field are when the DF is set and there is a data in IP Offset 
field. This would trigger and IDS or IPS. In [28] Zander 
demonstrated how TTL is manipulated to send a value 1 or 
0. The TTL method is very suitable to send a small amount 
of data, except. It needs careful study on the variant of 
Operating System in the network because Fyodor mentions 
each Operating System use different TTL to identify them. 
Abad in [29] theoretically described how the Checksum 
value could carry the data, though; the Windows NIDS 

 
Figure 1: Normal packet length distribution [15] 
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layer will discard the packet if the checksum value is 
wrong. Moreover, the checksum value will change when 
the packet goes through the router or NAT. 

 
RFC 792 portrayed Internet Control Message 

Protocol (ICMP) as a method to help and notified system 
when an error occurs somewhere in the network path. Most 
common uses of ICMP are ICMP type 0 (echo reply) and 8 
(echo request), which is known as ping. These echo 
requests and replay could carry 56 bytes of data, and it is 
ubiquitous among an operating system. On August 1996, 
Daemon9’s demonstrated the ICMP covert channel by 
exploiting the payload of ICMP type 0 and 8 with 
malicious data. This is possible because most of the 
firewall and network perimeter didn’t check its payload 
contents and would allow it to pass [30]. Moreover, the 
payload of ICMP could carry an arbitrary data [31], 
therefore, there is numerous ICMP covert channels being 
exploited and published, such as: Loki [32], ICMP bounce 
tunnel [33], Ping tunnel [34] and 007Shell [30]. Latest, 
Zouher in [35] has used ICMP covert channel to send a file 
and message by exploiting the record router IP header. A 
lot of ICMP covert channel means the security professional 
should emphasize their security parameter to limits the 
ICMP packets. Nevertheless, ICMP will be a great Covert 
Channel in LAN but not on over the net. This is because 
most of the firewall will not allow inbound ICMP packet to 
enter their network [17].Unless used for outbound traffic, 
ICMP covert channel will be applicable. 

 
Rowland in [11] had shown the basic of TCP covert 

channel by exploiting the TCP sequence number fields (32 
bits). He used the same method as he did for IP 
Identification, just by multiples the 255x255x255xASCII 
value. This does not mean Rowland method is naïve, 
because the method presented is just to shows how the 
TCP sequence number could be exploited. Ahsan 
presented method that is more advanced later in [25], 
where the author encodes the secret message using Toral 
Automorphism Algorithm. Ahsan’s divided the TCP 
sequence number into two 16 bits. The high 16 bits are 
used to embed the secret message while the lower 16 bit 
was generated by the random number.  Rutkowska in [36] 
proposed a more robust method by encrypted the data and 
XOR it’s with one-time-pad key. However, Murdoch 
specified that, in Rutkowska method. The TCP sequence 
number didn’t exhibit the structure of the TCP ISN as 
expected in Linux and there is a flaw in the use of DES for 
encryption, which allows the recovery of the plaintext by 
statistical information [26]. Therefore,   Murdoch later 
comes out with a more advanced method to show that the 
covert TCP sequence number look like real TCP sequence 
generated by Operating System. Murdoch’s proposed a 
method where the data is encrypting with the block cipher 

that is running in counter mode, which produced different 
pseudo random sequence for each rekey interval. This 15-
bits value than is inserted into the ISNs. The 16-bit field in 
ISN is set to zero and the rest 15 bits are generated by an 
RC4 pseudo random number generator [26]. Notes, TCP is 
the connection oriented therefore the stateful firewall can 
keep track the TCP state. The exploitation of TCP for 
covert channel over the net is not viable, unless in LAN 
because nowadays network perimeter firewall could keep 
track the TCP connections. Therefore, a single TCP 
sequence packet will look like a port scan packets. 

 
Despite the concentration on TCP sequence number, 

Chan in [37], proposed a method call partial 
acknowledgment to exploit the TCP Acknowledgment 
number (TCP ACK). Their method is calls partial 
acknowledgment because the value of TCP ACK is less 
than ISN +1, as in normal TCP operations. To send a 
message, let say M, the partial acknowledgment number 
will be ISN + 1 – M. Therefore, to get back the message, 
the receiver need to get the value of M by subtract the next 
ISN+1 – ACK. However, this method is not efficient in the 
network environment with stateful firewall because the 
ACK number is less than the ISN + 1. Another problem is, 
for each secret message, they have to make sure, for each 
TCP packet, is set with the minimum size of MSS. This 
will result with a lot of TCP ACK between the sender and 
receiver despite the OS could handle TCP packets with 
more payloads.   

 
UDP based on its design principle, is to exchange 

message with a minimum of protocol mechanism and 
session management. UDP is connectionless protocol. 
Therefore, there is no session control to make sure the 
packets reach the destination. There are few fields could be 
exploited on UDP for covert channels. The only possible 
covert channel field on UDP is the source port, and this 
would be applicable on LAN because the source port will 
be modified when the datagram goes through the NAT 
firewall. Conversely, UDP has been used to carry another 
internet protocol such as IP [38][39] and TCP (Simon) to 
evade the firewall. Thereby, the covert channel could exits 
on the protocol on top of UDP stack. 

2.1 DNS 

DNS or Domain Name System’ is used to translate 
human-readable hostname to numerical IP address and vice 
versa [40].  In the design, DNS protocol was on top of 
UDP protocol. This gives advantages to DNS, which, there 
will be no overhead on the services resource and network 
perimeter, as there is no connection tracking or session to 
process. Moreover, there are fields in the DNS protocol, 
which allows huge bytes to be carried especially in the 
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query and response [41]. The researcher used DNS as a 
method to bypass the security perimeter] has exploited 
these advantages [41. Besides, until now, DNS is less 
filtered by the organization security perimeter, and this is 
further proof, when the captive portal allows the DNS to 
make a query to the internet, although the user hasn't 
authenticated to the network, which means, the DNS query 
is independent of the identity of the requestor. This further 
encouraged the used of DNS query and response, instead, 
as a simple method to bypass the firewall as a method to 
tunnel through a network. The used of DNS as a tunnel is 
the further study by Merlo in [41], which do the 
comparison on the performance of six  DNS tunnels; 
NSTZ [39], DNSCat, Iodine, TUNS [42], Dns2TCp and 
OzyManDNS [38].   

 
However, there is a major different between tunnel 

and covert channels. Generally, tunnel main intentions are 
just to bypass the security filtering and not to fade the 
communications [43]. Further, in tunneling, the clients and 
server have to keep tract of the connections between each 
other while the connection is active, which, results in high 
traffic between the communications node [42]. Moreover, 
in tunnels, the method used to carry their data is not to hide 
their data appearance as in covert channels. Therefore, the 
data is being encoded in non-compliant to Base64 
encoding [41]. Albeit, the problem highlighted with the 
tunnels, is not to be highlighted that the tunnel is not good, 
but to support that, DNS is the good choice for covert 
channels because, as stated in [41], until now, DNS is the 
less filtered protocol, which means. It can be used for the 
purposed covert channels, which meet the indispensability 
property.  

3. The DNS Reference Model 

3.1 The step to send and received the message 

The study subdivided the entire process into the 
method similar to OSI model for better understanding as 
follows: 

 
• Level 0; starting from Alice’s side, Clear Message 

(M) is the readable message that Alice wishes to send to 
Bob. 

• Level 1; Alice’s M is encrypted (Em) with a block 
cipher algorithm and stored the Em in the queue.  

• Level 2; The indirect algorithm will associate the 
corresponding Cm with standard URL name.  

• Level 3; The Sp will be injected into the network 
that will passes through the protection network as normal  
DNS query packets.  

• Level 3; On the Bob side, all received datagram will 
be picking up and stored in memory stack. 

• Level 2; Indirect Detection module will determine 
the correct Sp. The correct Sp will be processed and the 
byte of the message will be stored on the stack until the 
end of the flow control is found.  

• Level 1; together with the Sk, the Decryption 
Decoder will decode Em recover the sent message. 

• Level 0 if the Em is successfully decoded, Bob will 
be able to read the M which sent by Alice. 

To be note; for the rationale of the SCCF as in Figure 
1, the study assumed the follows conditions: 

• Reasoning for the purpose of security. Cm is 
encrypted using Symmetric encryption algorithm. The Sk 
is only known to Alice and Bob.  

• The objective of this DNS Covert Channel is to hide 
the secret messages in Sp through Indirect Algorithm.  

• The process of the transmission Sp is in sequence 
order with ideal timing and overt network.  

• In some situation, when Sp needs to travel across 
multiple networks; Sp must not be detected by other nodes. 
Therefore, Sp must not show any different between normal 
DNS packets against Sp DNS packets.  

• assuming there is no Sp loss because of buffer 
unavailability or network congested. 

3.2 The indirect reference algorithm  

The stego method used in DSCCF is based on URL 
name to represent the Base 16 values. The URL hostname 
could be any agreeable hostname that is normally used in 
the network where the sender resides. The preferable 
solution is to choose the URL that normally requests by the 
clients in the network. Importantly, the DNS query's 
datagram should not exceed 300 bytes and 512 bytes for 
the response datagram as stated in [45]. Albeit, there are 
certain conditions, which allow the DNS query to specify 
the response datagram can exceed 512 bytes by using the 
OPT Resource Record [46]. However, as stated in [42], the 
length of the URL should not exceed 140 bytes. 

 
The indirect reference module will process the cipher 

in block size of 4 bits. For each block, the module will find 
the corresponding Base 16 values. The row of the 
corresponding Base 16 is the current amount of block 
being processed. Notes that, the amount of blocks will be 
mod with 16. As a result, the value will be in between 0 to 
15. This value is the row that process will find the position 
of Based 16 value. Once the value of Base 16 is found in 
row[n], the module will generate the DNS packets with 
corresponding URL name and store in stack. The process 
of covert the Em to corresponding URL name will end 
when all the byte in the Em has been processed. line. 
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4. The Experiment 

The proposed indirect algorithm was tested based on the 
URL name collected from campus network. The proposed 
schema was compared with [20], [21] and [15] models. 

4.1 DNS Dataset 

The DNS dataset was collected on-campus network. 
The study used tcpdump to collect the packets. Table 1 
shows the three different samples that have been captured 
on three different times. 

 
Sample A has about 34,607 thousand standard DNS 

query packets with average packet's length in between 40 
to 79 is about 64.82 percent and 80 to 159 with 35.18 
percent. Sample B has about 398,067 thousand standard 
DNS query packets with average packet's length in 
between 40 to 79 is about 51.42 percent and 80 to 159 with 
48.45 percent.  Sample C has about 649,962 thousand 
standard DNS query packets with average packet's length 
in between 40 to 79 is about 50.55 percent and 80 to 159 
with 49.45 percent.   

 
The most important point with this data, the covert 

channels will have about 119 packets different lengths to 
operate and not to exceed 159 packet lengths. Otherwise, 
its will show an abnormality in the networks. Moreover, it 
could be tolerated to say that, it should be normal for the 
covert channels with plus or minus 5 percent of the 
average packet length in between 40 to 79 and 80 to 159.   

4.2 Experiment Setup 

The implementation of the proposed covert channel 
was done using the winpcap library to send and capture the 
standard DNS query. To capture the packets for the 
purpose to be validated, evaluated and monitor, the study 
used Ethereal and Wireshark. The message length of the 
cipher is 88 bytes. The message was encrypted using 256 
block cipher algorithm with shared key. The Oracle Virtual 

Box was used to running the Windows XP operating 
systems with 100Mbps. 

4.3 Experiment Result 

In this section, the study discusses the findings based 
on two comparisons. First, the study compares the 
statistical of the DNS length to shows the percentages 
based on the group length as stated in the Table 1.  Then, 
the study compares the distribution of the length as discuss 
in subsections 4.3.2. Lastly, the study presented the 
bandwidth that could be achieved. 

4.3.1 Packet length comparison 

Table 2 shows the results of Girling’s, LAWB’s, 
Liping’s and propose the schema after successful sending 
the secret message to Bob. 

4.3.1.2 Packet efficiency  

Based on the number of DNS packets used to transfer 
the secret message, the results in Table 2 shown that, the 
Girling’s and LAWB’s method, only required 88 packets, 
which is better than propose and Liping’s method. This is 
because, in Girling’s and LAWB’s method. The length of 
DNS packets is directly associated with ASCII’s table 
value. The propose method is better than Liping’s method 
because Liping’s method required Alice’s to send 
preliminary DNS packets to Bob as reference length. 

4.3.1.2 Data transfer efficiency 

Regarding the data-transfer efficiency, Girling’s and 
LAWB was better than propose and Liping’s because 
Girling’s and LAWB method can carry one bytes per 
packets. The propose and Liping's method carries 4 bits of 
data per packet. 

 
While Liping’s and the propose method required 

more packets than Girling’s and LAWB’s method, this 
doesn’t mean that Liping’s and the propose method is not 
efficient. Without tempering the packets with secret data, 
propose and Liping’s method was better than timing‘s 
covert channel with four bits of data per packet. In timing 
covert channel, each packet can only transfer one bit of 

Table 1 
DNS Samples A B C Average 

Packet 
length 

(%) 

Number of 
Packets 34607 398067 649962 

Time (Minutes) 280 64 121 

Length 

40-79 64.82 51.42 50.55 55.6 

80-159 35.18 48.58 49.45 44.4 

160-319 0 0 0 0 

 

Table 2 
Author’s Model Girling LAWB Liping Propose 

Number of Packets 88 88 194 178 

Length 

40-79 0 12 12.89 60.67 

80-159 58 60 80.41 39.33 

160-319 30 16 13 0 

 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 144



 

 

data, which, will require 512 packets to transfer 88 bytes of 
data. 

4.3.1.3 Packet length percentage 

The only method where the packet lengths are within 
the range of 40 to 159 lengths is the propose method. This 
is because, in the propose method, packet lengths are just a 
measurement to make sure the covert packets are within 
the normal packet lengths range. Unlike Girling’s, LAWBs 
and Liping’s, where the data was hidden based on the 
different range of packet lengths, which are bound to the 
availability of the range of packets in that particular 
protocol. Liping’s method, in [15], based on their test bed 
HTTP data from Clarknet, was available with only 400 
ranges of different HTTP lengths. The limited ranges of 
length are not limited to Liping’s method. Girling's and 
LAWB was bounded to the same problem where their 
method could only be used with the range of 55 packet 
length. Albeit, in HTTP of Clarknet samples, there are 400 

packet lengths range.  Therefore, the propose method is 
better, because lengths, is not the limits. 

4.3.2 Normal packet length distribution comparison 

In normal distribution packet lengths, the study looks 
into the length of the UDP packets that used to envelop the 
DNS protocol. The analysis of normal length was done on 
three DNS dataset as stated in sections 4. Based on the 
samples, the study analyzes 2000 thousand and 200 
packets of each sample and plots a normal distribution of 
the packet length's graph as in figure 4, 5,6,7,8, and 9. The 
normal distribution of packet lengths is based on 2000 
packets is enough to show the distribution of packets based 
on a comparison done in [15], however, the 200 normal 
distribution of packet lengths is required to give the 
explanation for the results of the experiments based on 
88bytes of a cipher message which required 196 packets of 
DNS to conceal the cipher message. 

 
The normal distribution of packet lengths based on 

200 hundred packets as shows in figure 7, 8, and 9 are 
accordingly with their respective 2000 packets length. 
Therefore, the two distributions based on 2000 thousand 
and 200 packets will develop to justify packet length's 
comparisons. The graph in Figure10 is the packet length's 
distribution that was plotted based on the result from the 
propose schema. The propose packet length distributions 
depict in Figure 10 was compared to the 2000 thousand 
and 200 hundred normal distributions. The study found 
that the propose result was normal than Girling’s, 
LAWB’s, and Liping’s. The Girling, LAWB AND Liping  
schema is depicted in Figure 11,12, and 13. The result 
proof that the propose distribution's packet lengths are 
normal to the normal distributions. The normal distribution 
is shows in Figure 5 and 8. Therefore, propose indirect 
method based on Base 16 matrix has been successful. 

 
They should be numbered consecutively throughout 

the text. Equation numbers should be enclosed in 
parentheses and flushed right. Equations should be referred 
to as Eq. (X) in the text where X is the equation number. In 
multiple-line equations, the number should be given on the 
last line. 

4.3.3 Statistical Test 

The study further analyzes to propose packet lengths 
and the three samples as shown in Table 1 with T-test. The 
T-test [47], is used to measure significant different in their 
distributions. The study analyzed the UDP packet lengths 
on each sample and plot the boxplots to get boundaries of 
the packet lengths. 

 

 
Figure 2 

 
Figure 2 

 
Figure 3 
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Based on the boxplots in Figure 12, it could be 
concluded that the range of the packet length's D (Propose 
method) didn’t same with the range of Packet lengths (A). 
Subsequently, the hypotheses for the relevant 2-tailed 
would be of the form: 

 
H:  Distribution of D packet lengths didn’t same with A. 
H: Distribution of D packet lengths is same with A. 

 
The study used Gnumeric statistical software to 

calculate the tstat, tcrit and p-value, leading to the 
following conclusions: 

 
As we can expect from Figure 14, there is not enough 

evidence to reject that the distribution of B and C packet 
lengths is different from D.. Moreover, based on the p-
value for the comparison between C and D, there is sturdy 
evidence to proof that the distribution of packet lengths 
between C and D are alike.  No less, there is also a 
correlation between packet lengths for B and D.. 
Therefore, the t-test has proof that the propose packet 
lengths covert channel is normal with the campus’s packet 
length distributions. 

5 Conclusions 

The novel indirect packet length covert channels has been 
proposed to generated normal packet length which 

 
Fig 5: Normal Packet Lengths Distribution of Sample A2 

 

 
Fig 6.  Normal Packet Lengths Distribution of Sample B2 

 

 
Fig 7. Normal Packet Lengths Distribution of Sample C2 

 
Fig 8.  Propose Packet Length Distributions 

 

 
Fig 9.  Girling’s Packet Length Distributions 
 

 
Fig 10.  LAWB’s Packet Length Distributions 

 

 
Fig 11.  Liping’s Packet Length Distribution  
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associated the payload of the packets to more than one 
symbols as done by previous packet length covert channels. 
This is done by using a reference matrix of Based 16. The 
experiment results shows that the covert channel has able 
to sustain in the upper bound of the average normal DNS 
packet lengths taken from the campus network and was 
normal in the packet length distributions which resist the 
covert channels against abnormal packet lengths 
observation.. 
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Abstract 
The covert channel is a method used to send secret data within a 
communication channel in unauthorized ways. This is performed 
by exploiting the weaknesses in packet or network 
communications with the intention to hide the existence of a 
covert communication. The DNS identification (DNS ID) 
method has been exploited by Thyer. However, the major 
problem in Thyer’s implementation is that the encrypted cipher 
was directly inserted as a DNS ID value, which is abnormal, 
compared to the normal DNS ID distribution. We have 
overcome this problem through the application of 
Steganography to insert the cipher value into the DNS ID.  The 
data set test for normal DNS ID is taken from MAWI.  We 
tested four different message lengths and plotted the distribution 
graph.  We found that the proposed result is normal compared to 
normal distribution of the DNS ID. Therefore, this method 
produces a normal distribution for DNS ID covert channel.    . 
Keywords: DNS Identification, Covert Channel, Normal 
Distribution. 

1. Introduction 

The covert channel (CC) is a method designed to prevent 
custodian or network monitoring devices from detecting 
the information exchanged between two parties. This 
means, that there should be no way for a warden to 
observe what is being exchanged between the 
communicating parties. However, if there is no study 
performed on the effect of the method used to conceal the 
secret into the packets, these packets could raise 
suspicions that will alert the warden. Once the warden has 
been alerted, the warden may record whatever is being 
exchanged between the parties and later perform an 
analysis to grasp that there is secret information in the 
exchange. This does not mean that the warden has to 

reveal the information, but it may mean that the warden 
will be suspicious of the activity.  
 
For example, two parties may be engaged in an exchange 
of a secret message and protect the information with a 
cipher. The cipher itself reveals that something important 
or secret is being transmitted in the exchange – and that 
could further invoke activity to decrypt the message. In 
[1], the authors explain the conditions under which the 
information is more secure via the use of Steganography. 
Steganography is a method used to conceal the existence 
of the message in a tangible medium cover, such as a 
picture, a movie or some music. However, this does not 
mean the CC is not secure against Steganography. The 
main difference between CC and Steganography is the 
medium cover. Steganography hides the message in the 
file, while CC hides the data in the packets, which are a 
volatile medium. A packet will be destroyed after it 
reaches the destination or when it cannot reach its 
destination. These volatile characteristics have made CC 
the preferable way to send a secret message.  
 
CC has been used to send malicious messages [2, 3], steal 
information [4], control a Trojan [5], and leak sensitive 
information [6, 7]. Albeit, the CC also has good 
applications, such as protecting anonymity and tracing [7], 
protecting anonymity and preserving privacy [8] and 
protecting government information and e-commerce 
transactions [9].   
 
As of the current research, the physical layer has been 
exploited up to the application layer for CC [10]. As 
mentioned in [10], many firewalls have blocked internet 
traffic to reduce the CC threat. However, as stated in [10, 
11], the DNS is less filtered because of the great need for 
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Internet access. DNS is used to translate the mnemonic 
name of the server to its corresponding IP Address. DNS 
is built on top of the UDP protocol, which means that it is 
connectionless and has low reliability. As reported in [12], 
based on a study performed on DNS queries for two 
weeks, the minimum number of queries per second is 11 
and the maximum number is 90 queries per second. The 
high number of queries per second is because duplicated 
queries are allowed for the purpose of increasing the 
reliability of the response as required in the relevant RFC. 
When duplicated DNS queries are received, the DNS 
server will respond to the queries based on the autonomy 
field in DNS, which is the DNS ID.  The DNS ID can be 
viewed as an authentication key for each DNS request. As 
stated in the RFC, the DNS ID should be random enough 
to make sure that each query has a unique DNS ID. 
 
The unreliability of the DNS protocol and the randomness 
of the DNS ID give the researcher an opportunity to study 
the applicability to exploit it for CC. A previous technical 
report [13] mentions the ability to embed 16 bits of 
concealed values in the DNS ID. Later, in [11], Thyer 
elaborates and shows how the DNS ID can be used to 
send a secret message. Thyer developed a method with a 
plain insertion and cipher insertion, which prevents the 
warden from noticing or being able to recognize the 
hidden information in the DNS ID. However, merely 
inserting a block cipher string into the DNS ID violates 
the randomness distribution of the DNS ID. Figure 1 
below shows the normal randomness distribution of 
50,000 K DNS ID taken from MAWI data set.   
 
For that reason (based on Figure 1), the challenge is not 
just to craft an encrypted message and embed it into the 
protocol field but to develop a method that does not 
violate the property characteristic of the protocol field 
exploited as shown in [14]. Murdoch shows that the 
embedded method must adhere to the characteristics of the 
original design. 
 

Therefore, we would like to present a method based on the 
characteristic of LSB to embed 8 bits of a secret message 
into the lower bound or 8 bits of less significant field of 
DNS ID. We protect the message by encrypting it with a 
block cipher. 
 
The rest of the paper is organized as follows. Section 2 
will discuss the related studies and discussions in the 
literature review. This is followed by the presentation of 
the overview of the design in section 3. Section 4 will 
show how the DNS ID is used to implement the covert 
channel. And section 5 will discuss the findings and tests. 
Lastly, the study conclusions are presented and the related 
improvements are explained in section 6. 
 

2. Related Works and Discussions 

The study of the covert channel was originated in 1973 by 
Lampson. It was then known as the subliminal channel 
[15]. The first use of a covert channel for a secret purpose 
was applied when the United States carried out a mission 
to calculate how many Minuteman missiles they had in a 
1000 silos - without revealing which silos actually 
contained missiles [16]. From 1978 until today, more than 
a dozen research studies have been performed on covert 
channels. In this study, we would like to review the work 
related to covert channels performed on IP, ICMP, TCP, 
UDP and the Application layer. 

2.1 IP Protocol 

In [17], Taeshik explained how the IP Identification (IP 
ID) field can be manipulated to embed ASCII alphabets. 
This method was used by Rowland to multiply the ASCII 
as a hex value with 255 because 255x255 is 65535, which 
is the value of 16 bit fields. The proposed method was 
excellent in concealing data in the IP ID because the data 
resembled the value of an IP ID. Note that the initial 
intention of Rowland was to prove that the IP ID can be 
exploited to carry a secret message. The design was 
excellent for sending unique characters. However, the 
design seemed suspicious if closely monitored, as in the 
case of the use of duplicate characters. Then, Ahsan in [18] 
improved the method using a Toral Automorphism 
System that used a pseudo random sequence to ensure that 
the modified IP identification is random.  

 
Yogi Metta in [19] theoretically explains how the value of 
DF could be used to send a message. The method can 
successfully be implemented if we know the MTU of each 
router. Cauich and colleagues in [20] used the IP Offset 
field to embed the data. The only problem with the IP 
offset field occurs when the DF is set and there is data in 
IP Offset field. This would trigger an IDS or IPS. In [21], 
Zander and colleagues demonstrated how the TTL is 
manipulated to send a value - 1 or 0. The TTL method is 

 

Fig. 1 The normal randomness of the DNS ID distribution taken 
from MAWI data set. 
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very suitable for sending a small amount of data however 
the variations of Operating Systems in the network need to 
be carefully studied because Fyodor in [22] mentioned 
that each OS uses different TTLs to uniquely identify the 
OS. Abad in [23] theoretically described how the 
Checksum value could carry the data, although the kernel 
will discard the packet if the checksum value is wrong. 
Moreover, the checksum value will change when the 
packet enters the router. On the other hand, the checksum 
CC is desirable in a LAN because the detection of 
checksum CC in a LAN will be very difficult. 
 

2.2 ICMP Protocol 

RFC 792 (which describes the Internet Control Message 
Protocol, abbreviated as ICMP) was designed to help to 
notify the system in the event that an error occurred in the 
network path. Its most common use is ICMP type 0 (echo 
reply) and 8 (echo request). Daemon 9 demonstrated the 
ICMP covert channel by exploiting the payload of ICMP 
type 0 and 8. The ICMP payload by default could carry 56 
bytes of data. Therefore, the number of ICMP covert 
channel has increased, such as in Loki [24][25], ICMP 
bounce tunnel [26], Ping tunnel [27] and 007Shell [28]. 
Later, Zouher in [29] used an ICMP covert channel to 
send a file and message by exploiting the record router IP 
header. The transmission of many ICMP covert channels 
means the security professional should optimize their 
security parameters to limit the ICMP packets.      

 
ICMP will be a great CC within the LAN because most of 
the firewall will not allow inbound ICMP packets to enter 
their network. Unless it is used for outbound traffic, an 
ICMP covert channel will be applicable. 

2.3 TCP Protocol 

Rowland in [30] has shown the basics of a TCP covert 
channel by exploiting the TCP sequence number (SEQ) 
fields (32 bits). He used the same method as he did in IP 
Identification: just multiply the 255x255x255x ASCII 
value. This multiplication result is fitted within the TCP 
SEQ field. Again, Rowland’s purpose is just to show that 
the TCP SEQ field is can be exploited for CC. Rutkowska, 
then, in [31], shows an advanced method by embedding 
the cipher into the TCP SEQ so that the TCP SEQ field 
will resemble the normal characteristic of the TCP SEQ 
field. Later, Murdoch, in [32], shows a better method that 
resembles the original design of the TCP SEQ field. The 
Murdoch method fixed the problem in Rutkowska’s 
method by interpreting each TCP SEQ field as an 
independent field. Therefore, there is no issue when there 
is no data to be sent.   

2.4 UDP Protocol 

UDP was designed to exchange messages with minimum 
protocol overload processing. The only possible covert 
channel field on UDP is the source port, and it is only 
applicable on LAN. Conversely, UDP has been used to 
carry another internet protocol, such as IP [33][34] and 
TCP. rare. 
 

2.5 DNS 

We found that most of the DNS exploits work by 
bypassing the firewall with the use of a tunnel. DNSTX 
and DNScat are the tunnels that make use of the DNS 
query field to carry their data. The DNS query field (as 
noted in [35]) is used to carry a domain name. The format 
for the domain name is obvious, so this method is also 
applicable for sending a secret message over the net. It is 
not sneaky, as the unusual data in a DNS query is easily 
detected using a Network Monitor. 

 
Thyer in [11] shows a reasonable level of stealth against 
the DNS tunnel model. However, the DNS tunnel can be 
used to send high bandwidth data. Tyher exploits the DNS 
ID field as the medium carrier to hide the 16 bits of secret 
data. In essence, the 64 bit cipher is reasonably random. 
However, the analysis performed with 512 bytes of the 
message showed that the sub-group of 16 bits from 64-bit 
ciphers was not randomly distributed.  Figure 2 shows the 
result of the Tyher method in sending 512 bytes of a 
message. The message was encrypted using the Blowfish 
encryption algorithm. The figure shows that the secret 
message was randomly distributed within the range from 
11,000 K to 32,000 K. This indeed was different from the 
normal DNS ID distribution as shown in Figure 1. 
However, this does not mean that the Thyer CC is easily 
detected or blocked because the act of embedding the 

 

Fig. 2 The randomness distribution of the DNS ID taken from Tyher 
CC when embedded 512 bytes of a message 
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secret in the DNS ID with a cipher string still produces a 
good degree of randomness. 
 
Within the DNS header field, we found that the DNS 
Identification is unique because the field is generated 
using a pseudo-random method, and the value will not 
change along the network path until it reaches its 
destination [36]. Moreover, DNS is carried by UDP. UDP 
is connectionless, which means there is no tracking 
mechanism, such as the sequence number or 
acknowledgement number in TCP. 

3. DNS ID CC Design 

In this section, we give an explanation of how we design 
the DNS ID CC that uses the DNS ID as its medium 
carrier to carry a secret message. 

3.1 An Overview of DNS ID CC 

To simplify the explanation of the proposed DNS ID CC, 
we divide the processes into levels or ladders. On the 
encoder site, the level will start from zero, which indicates 
the first step or process and will increase subsequently 
until the embedded process is completed. On the decoder 
side, the level will start in descending mode until the 
message is readable to the receiver. In this CC design, we 
assumed Alice and Bob are communicating openly 
through the overt network to send their secret messages. 
The message is protected with the block cipher encryption 
algorithm. They share a secret key (Sk), which is used to 
encrypt and decrypt the message. Therefore, with this 
strategy, the CC design can be explained as follows:   

 
• Level 0: On Alice’s side, the message m is the 

secret message Alice wants to deliver. 
• Level 1: Alice encrypts m with the Blowfish 

algorithm and stores the cipher C in the list.  
• Level 2: The CC will divide the C into a sub-

group of 8 bits.  The sub-group is processed in 
sequence. The CC will activate the pseudo-
random generator and initialize the random seeds. 
Then, it will generate the random number in the 
range of 0 to 65535. This random number is the 
DNS ID that will be used to embed the bytes of 
the sub-groups. The CC will embed the byte in 
the lower bound of the DNS ID.  

• Level 3: CC will build the DNS packets with the 
embedded DNS ID. This packet is inserted in the 
list.    

• Level 4: This is the stage where the packet is 
inserted into the network where the destination is 
Bob’s IP address.  

• Level 4: On Bob's side, Bob listens to the DNS 
port and takes the DNS packets that arrived on a 
fixed time lapse. 

• Level 3: Bob will extract the lower bound DNS 
ID and store it in the C string. The C string is 
ready to be decrypted after the complete DNS 
packet has been received.   

• Level 2; The C string will be decrypted with Sk. 
• Level 1: The m is ready for Bob.  categories  
   

4. Experiment 

The experiment that will be used test the proposed CC 
will result in DNS ID values with the DNS ID from the 
MAWI data set and the DNS ID values from Tyher model. 
Four different sizes of a message will be used as the 
comparisons. 

4.1 Dataset Analysis 

The DNS data set was based on the MAWI data set 
captured with tcpdump on a Mac 2008. The size of the 
tcpdump file after decompressing it is about one gigabyte. 
We then filter the DNS standard query from the dump file 
and we obtain approximately 49,056 K of DNS queries. 
We then further extract the DNS ID of each query and 
then run the descriptive statistical analysis on the DNS ID. 
We found that the mean value is 32,778, and the standard 
deviation (SD) is 18,883. This means that the value is 
largely dispersed in the range of +/-18883 from the mean. 
This DNS ID value will be the benchmark to determine 
whether the proposed method of DNS ID CC is dispersed 
with the same distribution. Figure 1 shows the distribution 
of the MAWI DNS ID data set distribution. Notice that 
the DNS ID is scattered within values from 0 to 65535.  
 

4.2 Experiment Results 

Our results will be discussed by showing the graphs of the 
DNS ID distribution and the Mann-Whitney U test on four 
different message sizes.  

4.2.1 Randomness Distribution Comparison 

Our results will be discussed by showing the graphs of the 
DNS ID distribution and tIn this experiment, we test four 
message sizes that are in the range of 64 bytes, 128 bytes, 
256 bytes and 512 bytes.  As mentioned in Section 3.1, 
the message will be encrypted using the Blowfish 
encryption algorithm. After encryption, the sizes of the 
cipher were in the range of 88 bytes, 345 bytes, 689 bytes 
and 1369 bytes. Figure 3 shows the randomness 
distribution of the DNS ID based on the result from the 
proposed CC and Tyher CC. The labels a, c, e, and g are 
the randomness distribution graphs showing the results of 
the Tyher CC DNS ID distribution. 
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Fig. 3 The result of the DNS ID values based on 4 different messages sizes ranging from 64, 128,256 and 512 bytes. In the left side of the figure, labels a, c, 
e, and g are the result from the Tyher CC, while labels b, d, f, and h are the result of the DNS ID values from the proposed CC 

The labels b, d, f and h show the randomness distributions 
of our CC DNS ID results. The label a shows the 64 byte 
message, c the 128 byte message, e the 256 byte message 
and g the 512 byte message.  The label b is for 64 bytes, d 
for 128 bytes, f for 256 bytes and h for 512 bytes. 

 

Note that the number of the DNS ID is different between 
the proposed CC and the Tyher CC. In [11], with the Tyher 
CC design, the embedded method used the entire 16 bit 
DNS ID field to conceal the message, while we used only 
the first 8 bits of the DNS ID to conceal the message. For 
that reason, as shown in the result, for each message size, 
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the Tyher method only requires half of the packet size 
compared to what is required by our method. 

 
Based on the results in Figure 3, we can see that for each 
message size, the randomness distribution of our result is 
far more dispersed than the Tyher CC. Moreover, our CC 
result was dispersed in a range that resembled the dispersal 
range from the MAWI data set. To confirm this, we further 
investigated the SD values. The SD value for our 64 byte 
message is 18,727, with a mean value of 32,891. The 
difference between our mean value and the data set is 133, 
and the difference with our SD is 156.  This proves that, 
for 64 bytes of a message, though the number of the 
packets required is doubled, the value of the difference 
between the proposed method and the data set is trivial 
compared to the Tyher CC.   

 
We further evaluated the SD and the mean value for the 
128, 256 and 512 byte messages of our DNS ID values. 
For 128 bytes, the SD value is 19,862 and the mean value 
is 32,432. The SD value for 256 bytes is 18,816 with mean 
value 32,502. For 512 bytes, the SD value is 18,599 with a 
mean value of 31,574. We can see that the difference 
between our mean value and the data set is within the 
range of +/-1200. Moreover, the difference with the SD is 
within the range of +/- 1000. Therefore, this proves that 
the proposed CC DNS ID value is not significantly 
different from the data set, which is supported by the 
graphs that show the distribution of the randomness 
(Figure 3 for the labels b, d, f, and h).   
 

4.2.2 Mann-Whitney U Test 

The Mann-Whitney U test is a non-parametric test to test 
whether the independent sample had an equally large value. 
In our case, the SD was dispersed widely from the mean 
value. The results shown in Table 3 further support the 
analysis we made in Section 4.2.1 and confirmed the 
results in Figure 3(f) that there is a randomly distribution 
of the data set test sample. Note that the z-value and the p-
value are slightly decreased if compared with the results in 
Table 2. However, this does not show a significant 
difference compared with the sample test, as the p-value 
and the z-value are still high. Albeit, there is a high 
increase in p-value and z-value for Tyher CC, which show 
a wider range than the DNS ID of the test data set. 

Table 1: The MWU test for 64 bytes of message 

64 Bytes Z-Value P-Value 
Proposed CC 0.48 0.64 
Thyer CC 2.59 0.01 

 

Table 2: The MWU test for 128 bytes of message 

128 Bytes Z-Value P-Value 
Proposed CC 0.07 0.94 
Thyer CC 2.96 0.003 

Table 3: The MWU test for 256 bytes of message 

256 Bytes Z-Value P-Value 
Proposed CC 0.43 0.67 
Thyer CC 5.34 0.0001 

Table 4: the MWU test for 512 bytes of message 

512 Bytes Z-Value P-Value 
Proposed CC 1.72 0.09 
Thyer CC 8.16 0.0001 

 
The result in Table 4 shows a decrease in the p-value and 
z-value of our DNS ID for 512 bytes of message. However, 
this is far better than the Thyer CC DNS ID results, which 
show an increase of more than 30% from the results in 
Table 3. Overall, the results from the MWU U-tests have 
shown that the proposed CC was spread within the random 
distributions of the test data set. Therefore, we can 
conclude that the MWU U-test results were consistent with 
the conclusion in sub-section 4.2.1. The MWU test also 
further supports the DNS ID values we plotted in Figure 
3(b, d, f, h), which shows that the DNS ID values are 
widely spread in the range of 0 to 65535. 

5. Conclusions and Future Works 

In this paper, we have undertaken studies and implemented 
a capable DNS ID CC that uses the lower bound of the 
DNS Transaction ID field to conceal secret values to be 
transmitted across a network. The solutions we have 
developed have three main advantages compared to 
previous studies. First, it can conceal a message inside the 
DNS ID without violating the random characteristic of the 
DNS ID. Second, the CC method did not leverage large 
significant differences from the sample data set, which 
means it is very difficult for any IDS or IPS to detect that 
the DNS ID is an object cover that carries a concealed 
message. Third, the lower bound embedding has 
successfully proved that it will not affect the normal 
randomly distribution of the DNS ID. 

 
For the near future, our studies will focus on the need to 
design a method that can receive and validate CC packets 
against non-CC packets.   
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Abstract 
In this paper, we propose a new design of DC-DC buck 
converter (BC), which the spiral inductor is replaced by a 
differential gyrator with capacitor load (gyrator-C) 
implemented in 0.18um CMOS process. 
The gyrator-C transforms the capacitor load (which is the 
parasitic capacitor of MOSFETS) to differential active inductor 
DAI. The low-Q value of DAI at switching frequency of 
converter (few hundred kHz) is boosted by adding a negative 
impedance converter (NIC). 
The transistor parameters of DAI and NIC can be properly 
chosen to achieve the desirable value of equivalent inductance 
L (few tens µH), and the maximum-Q value at the switching 
frequency, and thus the efficiency of converter is improved. 
Experimental results show that the converter supplied with an 
input voltage of 1V, provides an output voltage of 0.74V and 
output ripple voltage of 10mV at 155 kHz and Q-value is 
maximum (≈4226) at this frequency. 
Keywords: DC-DC Buck converter, gyrator-C, differential 
active inductor, negative impedance converter, quality factor, 
efficiency. 
 

1. Introduction 

Switching DC-DC converter is ubiquitous in mobile 
electronic systems. The trend towards low-power 
dissipation, low voltage, and high accuracy in portable 
equipments has been driving technology, as well as the 
parametric requirement of integrated DC-DC converters. 
Magnetic theory is at the heart of any non linear 
regulator with the use of a spiral inductor to transfer 
energy from input to output in a lossless fashion, and to 
filter the output from switching signals.  
This paper introduces the concept of differential active 
inductor [1], [2], with high-equivalent inductance value 
(few µH) and maximum-Q value at switching frequency, 
thus to allow the complete integration of DC-DC Buck  

 
 
 
 
 
converter, which is especially important in portable 
power applications. 
Section 2 reviews the relevant information of DC-DC 
buck converter. The realization of the CMOS differential 
active inductor   is presented in section 3, and improved 
in section 4. The novel concept of buck converter using 
DAI and NIC is described in section 5. The simulation 
results obtained on a 1V to 0.74V buck converter are 
then shown and discussed in section 6. Finally, a 
conclusion is given in section 7. 

2. General view of classical step-down 
converter in continuous mode 

The buck (or step-down) converter is a switching power 
supply, used to generate a low regulated DC output 
voltage from higher DC input voltage normally 
unregulated. [3], [4], [5]. 
The main components of the BC are a spiral inductor and 
two switches oppositely phased, that control the storage 
energy in the inductor, and it’s discharging in to the load, 
Fig.1. 
 
 

 
 
 
 
 
 
 
 

Fig.1  Ideal step down converter. 
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The switches S1 and S2 are usually PMOS and NMOS 
power transistors driven by a PWM signal at fixed 
frequency , and  
 

Varying duty cycle ,                     . 
The BC operates as follows: 
• During onT : switch S1 is in on-state (closed) and S2 

is in off-state (opened), the inductor is charging, the 
increase current during 

onT  is giving by: 

0

( )
(1)

−
∆ = =       ∫

onT
i o onL

Lon
V V TVI dt

T L

       

Where iV  is the input voltage and oV  is the output 

voltage. 

• During offT : switch S1 is in off-state (opened) and S2 

is in on-state (closed), the voltage a cross the inductor 

is L oV V= − , the decrease current during offT  is 

giving by: 

(2)
−

∆ = =             ∫
off
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T
oL

Loff off
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VVI dt T
T L

   

If we assume that the current  LI  is the same at t nT=  

and ( 1)t n T= + , with n an integer. 

Therefore: 
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The previous study was conducted with the following 
assumptions: 
•  The filter capacitor has enough capacitance to keep 

oV   constant. 

•  The switches are a very low DSonR . 

•  Parasitic resistor of inductor is neglected. 

3. CMOS differential active inductor 

In order to alleviate the limitations imposed on the chip 
area, and the quality factor (Q) of the spiral inductor, 
several CMOS active designs were proposed to 
implement the required on-chip inductance [6], [7].  
Fig.2 (a) shows the schematic of the DAI with input 

2
± inv  at the source (M2a and M2b) [8], where the pair 

of stabilizers (M3a and M3b) and negative impedance 
cross-coupled MOSFET pair (M1a and M1b) have been 
included at the drain and source of the proposed gyrator 
circuit respectively. The pair of current sinks MQ is 
introducing for external flexible Q tuning, is can be 

performed by varying IQ which leads to changes in 1mg . 

A replica bias circuit 
1 2,L LM M  has been introduced to 

allow current-controlled inductance of the DAI.  
Based on a first order small signal analysis, the 
equivalent RLC circuit of this inductor is shown in Fig.2 
(b).  
 

  
(a) 
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(b) 

Fig. 2  (a)  Differential active inductor, (b) equivalent RLC model of 
DAI 

The input admittance of the DAI is given by: 
2

2
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Where gm and g are the transconductance and output 
conductance of the corresponding transistors. 
Neglecting the gate-drain capacitance, we have: 
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Based on the RLC model, the resonant frequency of the 
DAI is given by: 

m 2

2
s p s p

res 2
p

2 2
m3 m1 m2 m1 m2 m3 m2

2 2
gs2 gs2 gs1 gs3 gs2 gs3

L r C r LG1
f

2 L C

2g g (g g ) g g (g g )1
(8)

2 C C (C C ) (C C )

− −
=

π

+ − − −
      −      

π + + +


 

•  If the frequency f is much lower than the resonant 
frequency fres, the RLC model will become inductive.  

The quality factor of DAI is defined as the ratio of the 
imaginary part to the real part of input impedance of 
DAI: 

1 1 1

(1 )
= = =

+ + −s
on off

f
T T T DT D T

= onTD
T

0 1≤ ≤D
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Unfortunately, this structure of DAI doesn’t exhibits 
high-Q at switching frequency (≈100 Khz) [8] 

4. Q-enhancement of active inductor 

The low Q value at medium frequency can be boosted by 
adding negative impedance converter (NIC). 
Fig.3 shows a simple NIC circuit, it’s a cross connected 
differential pair [9],[10].  
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Fig.3   (a) Schematic of simple NIC. (b) Small signal equivalent circuit. 

If we assume that the two transistors Mn2 and Mn3 are the 
same size, the negative differential resistance is    -2/gmN 
(can be tuned by Vn), and the parallel capacitance is 
CgsN/2. 
By parallel connecting it to the DAI as shown in Fig.4 
(a), and the RLC model equivalent is shown in Fig.4 (b).  
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Fig. 4  (a) Schematic of DAI with high-Q at medium frequency. (b) 
RLC model equivalent circuit. 
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The self-resonant frequency becomes: 
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We operated at frequency much lower than the resonant 
frequency. 
The Q-enhancement value is: 
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To maximize Qenh at switching frequency, the transistor 
parameters can be properly chosen such that the negative 
resistance of the NIC (-2/gmN) compensates for the loss 
from Gp and rs at the frequency interest. 
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As a result, a peak Q factor can be achieved at: 
 

max

2
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To optimize the efficiency of BC, the transistor 
parameters can be chosen such that the peak Q factor 
frequency is few hundred kHz (switching frequency).  

5. Model of Buck converter with a high Q 
differential active inductor: 
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 Fig.5  Buck converter with differential active inductor. 
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Fig.5 shown a BC with DAI and NIC, operated at 
frequency lower that resonant frequency [11]. 
The current through the active inductor can be expressed 
as:  

1 2 (13)= −L D DI I I  

In terms of the on duty cycle is: 
21 (14)

1
= =

−
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III
D D

 

IL equal to the dc output current Io, 1DI  is the dc 

component of the first switch S1 current (equal to the dc 

input current Ii), 2DI is the dc component of the second 

switch S2 current.  
The switches current are: 

on
1

on

on

2
on

or 0<t t
(15)2

or t t T

0 or 0<t t

( ) or t
(1 ) 2

∆ ∆ + −            ≤= 
0                                 < ≤   

                                                 ≤
= ∆ ∆

− − + +        <
−

L L
L

D

D L L
L

i it I F
i DT

F

F
i i it DT I F

D T
(16)

t T



 ≤   

 

 
Where:                                is the peak-to-peak ripple 
current of the inductor, and                                                   
 
The rms values of the switches current are obtained as: 
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The power loss in the MOSFETS is found as: 
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As 1 2and   DS DSr r are the MOSFET on- resistance. 

The rms value of the active inductor current is: 
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The power loss in the active inductor is obtained: 
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The current through the filter capacitor is approximately 
equal to the ac component of the inductor current and is 
given by: 
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The rms value of the capacitor current is: 
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The power loss in the filter capacitor is: 
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One can estimate the efficiency of the buck converter: 
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6. SIMULATION RESULTS 

The DAI was simulated in 0.18um CMOS technology.  
Fig.6 shows the variation of input admittance versus 
frequency of the DAI. Current dissipation of the DAI is 
14uA, DAI without NIC resonance at 3.41MHz, and the 
DAI with NIC resonance at 2.16MHz.   
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  (b) 

Fig.6. Variation of input admittance of the DAI: (a) without NIC. 
(b) With NIC. 

Fig.7 shows the quality factor versus frequency of the 
DAI. Where the DAI with NIC presented a maximum 
quality factor Qd≈4226 at 155 KHz. 
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(b) 
Fig.7 Quality factor of the DAI: a) without NIC. (b) With 

NIC. 
 
The BC with DAI and NIC is supplied with an input 
voltage of 1V and switching frequency of 155 kHz. 
Fig.8 (a) represents the output voltage of this BC, and the 
output ripple voltage is shown in Fig.8 (b).  
Thus the ripple of output voltage is expressed as follows 
[5]:  

 
and the efficiency of this BC equal: 
 

 

 

 

 

(a) 

 

 

 

 

 

(b) 
Fig.8  Buck converter with differential active inductor: (a) Output 
voltage of the Buck converter. (b) Output ripples voltage of 10mV. 

 

Fig.9 is the transient response of output voltage with 
variation of capacitance in the LP filter. The recovery 
time is in the order of 30ms for capacitance C=100nF 
and 180ms for C=1uF. 

 

 

 

 

 

 

Fig.9  Transient response of output voltage with variation capacitance 
in the LP filter. 

7. Conclusion 

In this paper we simulated a buck converter implemented 
in a 0.18um technology with CMOS differential active 
inductor paralleled with active negative resistor which 
uses a minimum number of transistors and presented a 
high quality factor.  The measurement results show that 
the Buck converter is supplied with an input voltage of 
1V and switching frequency of 155 kHz, an low power 
consumption (14uW), an output voltage of 740mV and 
output ripple voltage of 10mV.  
Due to the use of active inductors, no distributed 
elements or spiral inductors are required. A significant 
reduction in chip area can be achieved. 
The present work proves that the DAI aren’t only 
suitable for RF applications, but also at medium 
frequency. 
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Abstract 
In this paper, we proposed an authentication method according to 
Diffie-Hellman. First, we introduce different methods for 
authentication in IEEE.802.16 then we proposed an 
authentication method according to Diffie-Hellman and in the 
last we compare different methods for authentication to improve 
security in IEEE802.16e. CPN is a useful for simulation and 
compare protocol together so we use CPN tools in this paper.. 
Keywords: wimax, authentication, color petri net, pkm, diffie 
hellman. 

1. Introduction 

The importance of IEEE 802.16, Worldwide 
Interoperability for Microwave Access (Wimax) is 
growing and will complete with technologies such as 3G. 
The acceptance and adoption of technologies also depend 
on security. IEEE 802.16 Wimax standard consists of a 
protocol stack with well-defined interfaces. The Wimax 
protocol layer contains MAC layer and PHY layer. MAC 
layer includes three sub-layers contain of: The Service 
Specific Convergence Sub-layer (MAC CS), the MAC 
Common Part Sub-layer (MAC CPS) and the Security 
Sub-layer or Privacy Sub-layer. The former IEEE 802.16 
standards used the Privacy and Key Management (PKM) 
protocol which had many critical drawbacks. In IEEE 
802.16e, a new version of this protocol called PKMv2 is 
released. The authentication and key management 
protocols are specified in the security sub layer of IEEE 
802.16 standard. The security sub layer is meant to 
provide subscribers with privacy and authentication and 
operators with strong protection from theft of service. 
Authentication options are: unilateral authentication, 
mutual authentication and no authentication sections IEEE 

S02.16e-2005 standard states that PKM has two versions 
PKMvl and PKMv2, and it allows for four types of 
authentication”:  
 A.RSA base authentication-PKI system(public key 
infrastructure). 
 EAP based authentication (optional). 
 RSA based authentication followed by EAP 
authentication. 
 Diffie Hellman base authentication.  

2. RSA Base authentication protocol 

2.1 Pkmv1 Authentication Protocol 

SS uses Message 1, formally named as the Authentication 
Information Message, to push its X.509 certificate which 
identifies its manufacturer to BS. BS uses this certificate 
to decide whether SS is a trusted device. BS may use this 
message in order to allow access only to devices from 
recognized manufacturers, according to its security policy. 
SS sends Message 2, named as the Authorization Request 
immediately after Message 1(figure.1). Message 2 consists 
of SS’s X.509 certificate with the SS public key, its 
security capabilities which are actually the authentication 
and encryption algorithms that SS support, and the 
security association identity (SAID) which is the id of the 
secure link between SS and BS. Using the certificate, BS 
determines whether to authorize SS; and the public key of 
SS which is also in the certificate lets BS construct 
Message 3 [1]. If successful, namely SS is authorized after 
BS verifies its certificate, BS responds with Message 3, 
the Authorization Reply. This message includes the AK, 
encrypted using the RSA public-key encryption protocol 
using the public-key of SS which was obtained in the 
previous message, the lifetime of the AK as a 32-bit 
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unsigned number in unit of seconds, the sequence number 
for AK as a 4-bit value and the list of SA descriptors each 
including an SAID and the SA cipher suit [1]. 
 

 
 

Fig. 1 pkmv1 authentication protocol. 

2.2  Pkmv2 Authentication Protocol 

The latest standard, IEEE 802.16e-2005, includes a new 
version (PKMv2) of the protocol that caters for the 
shortcomings of the first version. PKMv2 supports two 
different mechanisms for authentication: the SS and the 
BS may use RSA-based authentication or Extensible 
Authentication Protocol (EAP) -based authentication. We 
will focus in this paper on RSA based authentication for 
PKMv2 authentication protocol. The flow of messages 
exchange in RSA-based authentication is shown as 
follows(figure.2): The SS initiates the RSA-based mutual  
authentication process by sending two messages. The first 
message contains the manufacturer X.509 certificate. The 
second, authorization request message, contains the SS’s 
X.509 certificate, 64-bit SS random number Ns, list of 
security capabilities that the SS supports, the SAID and 
the SS signature. If the SS is authenticated and authorized 
to join the network, the BS sends an authorization reply 
message. In the response message, the BS includes the 64-
bit SS random number Ns received, its own 64-bit random 
number Nb, a 256-bit key pre-primary authorization key 
(pre-PAK) encrypted with the SS’s public key, the pre-
PAK key lifetime and its sequence number, a list of 
SAIDs (one or more), the BS’s X.509 certificate and BS’s 
signature in the authorization reply. The SS verifies 
liveness by  comparing the Ns it sent with the received Ns 
in the authorization response message. It then extracts the 
PAK, because only the authorized SS can extract the PAK. 
This can be used as a proof of authorization. Finally, the 
last message of this authentication is send by the SS to 
confirm the authentication of the BS. The SS includes the 
BS random number Nb received in the authorization 
response message, used to proof liveness, the SS’s MAC 
address and a cryptographic checksum of the message. At 

the end of the RSA authorization exchange, both SS and 
BS are authenticated by each other [5]. 
 

 
 

Fig. 2 pkmv2 authentication protocol. 
 
 

the Extensible Authentication Protocol (EAP) is an 
authentication framework that is widely used in 
WiFi/802.11 and Wimax/ 802.16 wireless networks. EAP 
is a basis to transfer authentication information between a 
client and a network. It provides a basic  request/response 
protocol framework over which to implement a specific 
authentication algorithm, so called EAP method. 
Commonly used EAP methods are EAP-MD5, EAPLEAP, 
EAP-TLS, EAP-TTLS and EAP-PEAP. Within the EAP 
framework, three entities are involved in the 
authentication process: Supplicant, Authenticator, and 
Authentication Server. The supplicant is a user that is 
trying to access the network. It is also known as the peer. 
The authenticator is an access point (AP) that is requiring 
EAP authentication prior to granting access to a network. 
It provides users a point of entry into the network. The 
authentication server (AS) is the entity that negotiates the 
use of a specific EAP method with an EAP supplicant, 
then validates the supplicant, and authorizes access to the 
network. 
 

 
 

Fig. 3 EAP TLS base authentication. 
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 Typically, the supplicant is a mobile station (MS) and the 
authentication server is a Remote Authentication Dial-In 
User Service (RADIUS.Figure.3 shows the brief message 
flow of EAP-TLS in a WLAN network. The AP creates a 
RADIUS Access Request using the supplicant’s identity 
and sends it to the AS.The AS then provides its certificate 
to the  supplicant and asks for the supplicant’s certificate. 
The supplicant provides its certificate to AS if the received 
AS’s certificate is valid. After the AS validates the 
supplicant’s certificate, it will send the result message 
RADIUS Access Success/Failure to deny or permit access 
to the network [3]. 

 
 
4. Proposed Protocol 
 
Diffie-Hellman key exchange (D-H) is a cryptographic 
protocol that allows two parties that have no prior 
knowledge of each other to establish together a shared 
secret key over an insecure communications channel. Then 
they use this key to encrypt subsequent  communications 
using a symmetric-key cipher. The scheme was first 
published publicly by Whitfield Diffie and Martin 
Hellman in 1976. the Diffie- Hellman exchange by itself 
does not provide authentication of the communicating 
parties and is thus susceptible to a man-in-the-middle 
attack. An attacking person in the middle may establish 
two different Diffie-Hellman key exchanges, with the two 
members of the party "A" and "B", appearing as "A" to 
"B", and vice versa, allowing the attacker to decrypt (and 
read or store) then re-encrypt the messages passed 
between them. A method to authenticate the 
communicating parties to each other is generally needed to 
prevent this type of attack [2]. As shown in Figure.4, AS 
sends a request message to the BS that includes the 
certificate. Then the AS responds this message by sending 
(Cert BS,P(nonce),H(Ybs||f(nonce)) to A. Being a RSA 
encryption, P can encrypt nonce and User A can decrypt to 
receive nonce. 
 

 
Fig. 4 proposed protocol. 

 

Now, nonce is shared by MS and BS. And then, AS sends 
(Yms, H(Yms ||nonce)) to BS, BS calculates H '(YAS 
||nonce). If H '(YAS ||nonce) is equal to H(YAS ||nonce), BS 
believes this message sent by AS, or interrupts this 
communication. Similarly, AS calculates H '(YBS 
||f(nonce)) by YBS and from AS. If H '(YBS ||f(nonce)) is 
equal to H (YBS ||f(nonce)), AS believes this message sent 
by BS and calculates the K= (YA)XB mod q, or interrupts 
this communication. After A sends a massage H(nonce) as 
a confirmation signal to BS, AS and BS calculate the: 
 

AK= (YAS)XBS mod q=(YBS)XAS mod q       (1) 

5.  Threat analysis 

intercepts messages during the process of communication 
establishment or a public key exchange and then 
retransmits them, tampering the information contained in 
the messages, so that the two original parties still appear to 
be communicating with each other. In a man-in-the-middle 
attacks, the intruder uses a program that appears to be the 
(access point) AP to SS and appears to be the SS to AP. 
Denial of Service (DOS) attack is an incident in which a 
subscriber is deprived of the service of a resource they 
would normally expect to have. A considerable amount of 
denial of service attacks implement across the Internet by 
flooding the propagation medium with noise and forge 
messages. The victim is overwhelmed by the sheer volume 
of traffic, with either its network bandwidth or its 
computing power exhausted by the flood of information. 
Almost all the DOS vulnerabilities in Mobile wimax 
standard are due to unauthenticated or unencrypted 
management messages. We discussed these vulnerabilities 
in three processes: the initial network process, resource 
saving process and handover process[7]. eavesdropping of 
management messages is a critical threat for users and a 
major threat to a system. For example, an attacker could 
use this vulnerability to verify the presence of a victim at 
its location before perpetrating a crime. Additionally, it 
might be used by a competitor to map the network. 
Another major vulnerability is the encryption mode based 
on data encryption standard (DES). The 56 bit DES key is 
easily broken with modern computers by brute force 
attack. Furthermore, the DES encryption mode includes no 
message integrity or replay protection functionality and is 
thus vulnerable to active or replay attacks. The secure 
AES encryption mode should be preferred over DES. 
Eavesdropping mostly affects the transfer of information 
and rarely causes system outage. The assessment of the 
eavesdropping threat is minor to the system but high for 
the user [8] .in table.1 we show vulnerability for each 
method. the proposed authentication protocol has best 
function in comparison with other protocol. 
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6. Protocol Analysis by CPN 

We used a Petri net to model our security protocol. 
Colored Petri Nets (CP-nets or CPNs) is a graphical We 
used a Petri net to model our security protocol. 
Colored Petri Nets (CP-nets or CPNs) is a graphical 
language for constructing models of concurrent systems 

Table 1: Attack in authentication protocol. 

attack PKMv2(with nonce) EAP 
Proposed 
Protocol 

MITM About weak resistant resistant 

Replay About weak resistant resistant 

Interception resistant resistant resistant 

 
and  analysing their properties. CPnets is a discrete-event 
modeling language combining Petri nets and the 
functional programming language CPN ML which is 
based on Standard ML . A CPN model of a system 
describes the states of the system and the events 
(transitions) that can cause the system to change state. By 
making simulations of the CPN model, it is possible to 
investigate different scenarios and explore the behaviors 
of the system. Very often, the goal of simulation is to 
debug and investigate the system design. CP-nets can be 
simulated interactively or automatically[11]. Petri nets are 
composed from graphical symbols designating places 
(shown as circles), transitions (shown as rectangles), and 
directed arcs (shown as arrows). The Petri net model is 
illustrated in Figure 7. The model is simulated with the 
time color Petri net simulation tool. The basic information 
about the size of the state space and standard behavioral 
properties of the CPN model can be found in the state 
space report. For the CPN model of the proposed protocol 
in this study, the state space report is shown in Figure 6. 
As shown in Figure 6, we have data about "State Space 
statistics (Strongly-connected-component/Scc graph)", 
"Liveness Properties (Dead Markings, Dead Transition 
Instances, and Live Transition Instances)". The state space 
statistics inform about the size of the state space. For the 
model of proposed protocol, there are 11 nodes and 10 
arcs. If the nodes and arcs in the state space and Scc graph 
are equal, it means that there are no cycles in the model. 
The number of nodes and arcs in the state space and Scc 
graph of two protocols are equal. It means that the token 
will not fall in a loop, and we have finite-occurrence 
sequences.  A dead marking is a mark in which no element 
is enabled. This means that the marking corresponding to 
node 11 in Figure 7 is a dead marking. A transition is live 
if from any reachable marking we can always find an 
occurrence sequence containing the transition. As shown 
in Figure 6, there are no live transitions[10].Two protocols 
have a dead marking. So, they have not "live transitions". 
It is noted that no transition could be enabled from the 
dead marking. Also, there are no dead transitions in two 

protocols. A transition is dead, if there is no reachable 
marking in which it is enabled.There is no dead transition, 
which means that each transition in the protocol has the 
possibility to occur at least once. If a model has a dead 
transition, then it 

 
Fig. 6 state space report. 

 

corresponds to parts of the model that can never be 
activated. Hence, we can remove dead transitions from the 
model without changing the behavior of it. To compare the 
service delivery time of four protocols, we assume that 
each transition in two protocols takes 5 time units [10]. 
Several different kinds of output can be generated for data 
collector monitors. All of the data that is collected by a 
data collector can be saved in a data collector log file 
(Table.2).The log file also contains information about the  
steps and model times at which the data was collected 
[11]. 

 
Table 2: Timed static for propose protocol. 

 

7. Conclusion 

In this paper, we have introduced a authentication protocol  
for Wimax network. The proposed protocol provides 
mutual authentication, key exchange between MS and BS, 
so the probability of some threats such as eavesdropping, 
MITM and replay is reduced. Also, we have compared the 
performance of proposed protocol with another protocols 
by using CPN Tools. It has been shown that by omission 
of some transactions, the number of place and transition 
are reduced. Also, the execution time is reduced 
significantly, and the network resources are reserved. The 
state space reports are shown in Table 3. 
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Table 3: state space statistic. 

property Pkmv2(RSA) EAP proposed 

Simulation step 7 13 10 

Model time 40 90 50 
Number of place 12 12 10 

Number of transition 5 9 5 
State space nodes 10 19 11 

State space arc 9 22 10 
Dead marking 20,21,22 6,19 11 

 

 
 
 
 
 
 
 
 

 
Fig. 7 petri net model for proposed protocol. 
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Abstract 
As technology moves towards multi-core system-on-chips (SoCs), 
networks-on-chip (NoCs) are emerging as the scalable fabric for 
interconnecting the cores. Network-on-Chip architectures have a 
wide variety of parameters that can be adapted to the designer’s 
requirements. This paper proposes a performance and power 
network on chip simulator (PPNOCS) based on SystemC to 
explore the impact of various architectural level parameters of 
the on-chip interconnection network elements on its performance 
and power. PPNOCS supports an arbitrary size of mesh and torus 
topology, adopts five classic routing algorithms and seven 
synthetic traffic patterns. Developers also can develop and verify 
their own network design by modifying the corresponding 
modules. Experiments of using this simulator are carried out to 
study the power, latency and throughput of a 4x4 multi-core 
mesh network topology. Results show that PPNOCS provides a 
fast and convenient platform for researching and verification of 
NoC architectures and routing algorithms. 
Keywords: Network-on-Chip, Performance, Power, Simulation, 
SystemC. 

1. Introduction 

Networks-on-chip [1] are critical elements of modern 
system-on-chip as well as multi-core designs. They consist 
of routers, links, and well-defined network interfaces. 
Packet-switched interconnection networks [2] facilitate 
communication between cores by routing packets between 
them. The structured and localized wiring of such a NoC 
design simplifies timing convergence and enables robust 
design that scales well with device performance.  
One major difficulty that faces NoC architects is to select a 
communication network that suits a specific application or 
a range of specific applications with the constraints of cost, 
power and performance. Design decisions are typically 
made on the basis of simulation before resorting to 
emulation or implementation since it is cheap and flexible. 
To make a right decision on the network architecture, a 
simulation tool should enable to faster explore the 
architectural design space and assess design quality 
regarding performance, cost, and power. 

SystemC [3] and Transaction Level Modeling (TLM) [4] 
have become quite popular and have found a relatively 
wide range of applications both in academia and industry 
[5]. SystemC is an extension of C++, in the form of a 
hardware-oriented library of C++ classes [6]. TLM is a 
library of functions built on the top of SystemC. In the 
TLM terminology, a transaction represents the information 
being exchanged between the different system modules. 
TLM is particularly interested in separating the 
computational component from the communication 
component. For this purpose, TLM provides constructs to 
efficiently model the inter-module communication such as 
channels, interfaces and ports, which are objects provided 
by SystemC. 
This paper presents a performance and power network on 
chip simulator (PPNOCS) based on SystemC, to explore 
the impact of various architectural level parameters of the 
on-chip interconnection network elements on its 
performance and power. A general modularized NoC node 
structure is first realized under SystemC, and then 
connected to form the network. Users also can develop 
their own network topology and routing algorithm by 
modifying the corresponding modules. Then they can 
verify their design by loading different network traffic 
patterns to run the simulation. 
The paper is organized as follows: Section 2 provides a 
brief overview of related work. The simulation platform is 
described in Section 3. Experimental results are discussed 
in Section 4. Finally, Section 5 concludes the paper. 

2. Related Work 

With the emergence of the NoC concept, researchers have 
realized the need to evaluate NoC systems. This has led to 
the use of existing network simulators, which have been 
adapted for on-chip communication networks [7]. Xu et al. 
employed the OPNET network simulator for simulation of 
on-chip network systems [8]. Such an approach leverages 
the already existing tool, which has had time to mature. 
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However, on-chip communication is different than 
traditional networks and parallel computer communication 
networks. NoC simulation environment must accurately 
reflect on-chip behaviors. Nostrum is another attempt of 
NoC simulation developed at KTH, Stockholm and it 
offers a packet switched communication platform based on 
the traditional OSI model of computer networks [9]. 
Initially, mesh topology is selected to prove the concept of 
Nostrum simulator. Recently, attempts have also been 
made to extend Nostrum to support both regular and 
irregular NoC topologies [10]. 
Many simulation tools have been developed to research the 
design of router architectures [11, 12] and NoC topologies 
[13] with varying area/performance [14] trade-offs for 
general purpose SoCs. Kogel et. al. [15] presents a 
modular exploration framework to capture performance of 
point-to-point, shared bus and crossbar topologies. The 
impact of varying topologies, link and router parameters 
on the overall throughput, area and power consumption of 
SoCs using relevant traffic models is discussed in [16]. 
Orion [17] is a power-performance interconnection 
network simulator that is capable of providing power and 
performance statistics. Orion model estimates power 
consumed by router elements (crossbars, FIFOs and 
arbiters) by calculating switching capacitances of 
individual circuit elements. Most of these tools do not 
allow for exploration of the various link level options of 
wire width, pitch, serialization, repeater sizing, pipelining, 
supply voltage and operating frequency. 
In [18], Madsen et al. presented a NoC model which, 
together with a multiprocessor real-time operating system 
(RTOS) are used to model and analyze the behavior of a 
complex system that has a real-time application running on 
it. Mesh and torus are implemented in their design. Nurmi 
et al. [19] proposed a simulation environment by creating a 
library of pre-designed communication blocks that can be 
selected from a component library and configured by 
automated tools. From simulation point of view, these 
simulation tools are flexible to perform NoC design 
exploration. However, they are limited in topologies, and 
performance metrics [20]. 
In this paper, the proposed simulation platform is built 
from the ground up for Network-on-Chip simulation. The 
platform is built in SystemC, and takes advantage of the 
low-level modeling available in SystemC communication 
primitives, while leveraging the efficiency of C++ to 
achieve a balance between accuracy and performance. The 
main contributions of our simulation platform include the 
following: 

• Explore the impact of various architectural level 
parameters of the on-chip interconnection network 
elements on its performance and power. 

• Owing to the general NoC node structure and 
modularization modeling, users can extend the 

simulator with their own routing algorithm and 
network topology. 

• PPNOCS provides a fast and convenient platform for 
researching and verification of various Network-on-
Chip architectural designs. 

3. Simulation Platform 

A wormhole-router provides the necessary fine-grained flow 
control in terms of buffer and latency requirements, while 
the addition of virtual-channels aids in boosting 
performance and circumventing message-dependent 
deadlock [21]. Furthermore, Quality-of-Service (QoS) 
enhancements can be achieved by prioritizing the allocation 
of virtual-channels and switch bandwidth. For these reasons, 
PPNOCS implements the generic virtual-channel router 
shown in figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Virtual-Channel Router 

The router has P input ports and P output ports, supporting 
N virtual-channels (VCs) per port. Virtual-channel flow 
control exploits an array of buffers at each input port. By 
allocating different packets to each of these buffers, flits 
from multiple packets may be sent in an interleaved manner 
over a single physical channel. This improves both 
throughput and latency by allowing blocked packets to be 
bypassed. 

3.1 PPNOCS Node Structure 

To enable easy extensibility of the simulation platform, 
PPNOCS develop a modularized architecture for the 
generic router. Figure 2 shows the developed PPNOCS 
node structure. 
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Fig. 2 PPNOCS node structure 
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In PPNOCS, a packet is divided into flow control digits or 
flits. A flit is the basic unit of bandwidth and storage 
allocation used by most flow control methods. The 
position of a flit in a packet determines whether it is a head 
flit, body flit, or tail flit. A head flit is the first flit of a 
packet and carries the packet’s routing information. A head 
flit is followed by zero or more body flits and a tail flit. In 
a very short packet, there may be no body flits. In the 
following, a brief description of each module in the 
PPNOCS node structure is given. 

3.1.1 Input Port Module 

Input port module consists of a set of virtual channel 
modules. Each virtual channel consists of a FIFO buffer. 
The user can determine the number of virtual channels and 
the depth of each buffer in terms of flits. Any flit arrives at 
the input port contains a virtual channel identifier (VC_ID) 
which determines in which virtual channel buffer it will be 
stored.  
All of the flow control mechanisms that use buffering need 
to know the availability of buffers at the downstream nodes. 
Then the upstream nodes will determine when a buffer is 
available to hold the next flit to be transmitted. This type 
of buffer management provides backpressure by informing 
the upstream nodes when they should stop flit transmission 
because all of the downstream flit buffers are full. Three 
types of low-level flow control mechanisms are in common 
use today to provide such backpressure: credit-based, 
on/off, and ack/nack [22]. PPNOCS implements the credit-
based flow control mechanism. With credit-based flow 
control, the upstream router keeps a count of the number of 
free flit buffers in each virtual channel downstream. Then, 
each time the upstream router forwards a flit, thus 
consuming a downstream buffer, it decrements the 
appropriate count. If the count reaches zero, all of the 
downstream buffers are full and no further flits can be 
forwarded until a buffer becomes available. Once the 
downstream router forwards a flit and frees the associated 
buffer, it sends a credit to the upstream router for 
incrementing the buffer count. 

3.1.2 Routing Computation Module 

When a head flit of a new packet arrives at the input port, a 
routing request along with the routing information is sent 
to the routing computation module. According to the 
routing algorithm a set of valid output ports is produced 
and sent back to the input port module. The number of 
outputs produced by the routing computation module will 
depend on the routing algorithm. If more than one output 
produced, the selection function randomly select one of 
these outputs. PPNOCS implements five routing 
algorithms: 

XY Routing Algorithm: XY routing is a dimension 
ordered routing which routes packets first in x- or 
horizontal direction to the correct column and then in y- or 
vertical direction to the receiver. XY routing suits well on 
a network using mesh or torus topology. Addresses of the 
routers are their xy-coordinates. XY routing never runs 
into deadlock or livelock [23]. Figure 3 shows an example 
of XY routing. 

 

 

 

 

Fig. 3 XY routing from router A to router B 

West-First Routing Algorithm: A west-first routing 
algorithm prevents all turns to west. So the packets going 
to west must be first transmitted as far to west as necessary. 
Figure 4 shows the allowed turns in the west-first routing. 
 
 
 
 
 

Fig. 4 Allowed turns in west-first routing 

North-Last Routing Algorithm: Turns away from north 
are not possible in a north-last routing algorithm. Thus the 
packets which need to be routed to north must be 
transferred there at last. Figure 5 shows the allowed turns 
in the north-last routing. 

 

 
 
 

Fig. 5 Allowed turns in north-last routing 

Negative-First Routing Algorithm: Negative-first 
routing algorithm allows all other turns except turns from 
positive direction to negative direction. Packet routings to 
negative directions must be done before anything else [24]. 
Figure 6 shows the allowed turns in the negative-first 
routing. 
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Fig. 6 Allowed turns in negative-first routing 

Fully Adaptive Routing Algorithm: Fully adaptive 
routing algorithm uses always a route which is not 
congested. The algorithm does not care although the route 
is not the shortest path between sender and receiver [22]. 

3.1.3 Virtual Channel Allocation Module 

After selecting a specific output port for the packet, the 
input port module sends a virtual channel request along 
with the output port number to the virtual channel 
allocation module. Then, the virtual channel allocator 
module sends a virtual channel request to the specified 
input port module in the downstream router. After 
receiving the VC_ID from the downstream router, the 
virtual channel allocator module sends it back to the input 
port module. 

3.1.4 Switch Allocation Module 

Each flit waiting in a virtual channel buffer and has 
available space in the downstream buffer can send a switch 
request to the switch allocator module. PPNOCS 
implements 5 × 5 (5-input × 5-output) input-first separable 
allocator. In an input first separable allocator, arbitration is 
first performed to select a single request at each input port. 
Then, the outputs of these input arbiters are input to a set 
of output arbiters to select a single request for each output 
port. The result is a legal matching, since there is at most 
one grant asserted for each input and for each output. The 
switch allocator module sends a switch reply for each input 
port module wins in the arbitration. If multiple VCs in the 
input port have been requested the same output port which 
is granted by the switch allocator, then they will be 
serviced in a Round Robin (RR) fashion. Upon granting 
the switch allocation requests, the switch allocation module 
sends a switch configuration signals to the crossbar switch 
module. 

3.1.5 Crossbar Switch Module 

Flits that have been granted passage on the crossbar are 
passed to the appropriate output ports. 

3.2 Traffic Patterns 

Application-driven workloads can be too cumbersome to 
develop and control [22]. This motivates the inclusion of 

synthetic workloads, which capture the salient aspects of 
the application-driven workloads, but can also be more 
easily designed and manipulated. Synthetic workloads are 
divided into three independent aspects: traffic patterns, 
injection processes, and packet length.  
Traffic pattern is the spatial distribution of messages in 
interconnection networks. This message distribution is 
represented with a traffic matrix, where each matrix 
element λs,d gives the fraction of traffic sent from node s 
destined to node d. Table 1 lists some common static 
traffic patterns used to evaluate interconnection networks 
[22]. 

Table 1: Network traffic patterns 

Name Pattern 
Random λsd = 1/N 
Bit complement di = ￢si 
Bit reverse di = sb-i-1 
Bit Rotation di = si+1 mod b 
Shuffle di = si-1 mod b 
Transpose di = si+b/2 mod b 
 
PPNOCS supports seven synthetic traffic patterns 
(Uniform Random, Hotspot, Bit Reversal, Bit Complement, 
Bit Rotation, Shuffle, and Matrix Transpose). 
 
Random traffic: In which each source is equally likely to 
send to each destination is the most commonly used traffic 
pattern in network evaluation. Random traffic is very 
benign because, by making the traffic uniformly distributed, 
it balances load even for topologies and routing algorithms 
that normally have very poor load balance. Some very bad 
topologies and routing algorithms look very good when 
evaluated only with random traffic [22]. 
 
Hotspot Traffic: In hotspot traffic pattern, there’s a 
particular node that will receive more traffic than other 
nodes. In PPNOCS, the hotspot is specified along with the 
percentage of the traffic dedicated to it. 
 
Bit Reversal, Bit Complement, Bit Rotation, Shuffle, 
and Matrix Transpose: These are called Bit permutation 
patterns, in which each bit di of the b-bit destination 
address is a function of one bit of the source address, sj 
where j is a function of i. permutation traffic patterns 
stresses the network topology or the routing algorithm 
because each source s sends all of its traffic to a single 
destination. 
Injection process determines the average number of 
packets it injects per cycle (injection rate). The most 
common injection processes used in network simulations is 
the Bernoulli process [22]. For a Bernoulli process with 
rate r, the injection process A is a random variable with the 
probability of injection a packet equal to the process rate, 
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P(A = 1) = r. PPNOCS implements the Bernoulli process 
and the user can specify the packet injection rate before 
running the simulation. Also, the packet length in terms of 
flits can be specified. 

3.3 Architecture Parameters 

This section summarizes the different architectural 
parameters that can be configured before running the 
simulation. Table 2 shows a brief description for each 
parameter that can be specified by PPNOCS. 

Table 2: Network Architectural Parameters 
Parameter Name Description 
Topology 2D Mesh or 2D Torus 
DimX Number of columns 
DimY Number of rows 
NUM_INPUTS  Number of input and output 

ports 
VC_NUM Number of virtual channels 

in each input port 
VC_BUFFER_SIZE Number of buffers for each 

virtual channel 
PACKET_INJECTION_RATE Injection rate (< =1) 
TRAFFIC_DISTRIBUTION Uniform Random, Hotspot, 

Bit Reversal, Bit 
Complement, Bit Rotation, 
Shuffle, and Matrix 
Transpose 

ROUTING_ALGORITHM XY, West-First, North-Last, 
Negative-First, and Fully 
Adaptive 

PACKET_SIZE Number of flits in the packet 
WARM_UP_TIME The number of clock cycles 

after which the simulator 
starts to collect statistics 

SIMULATION_TIME The number of clock cycles 
that have to be simulated. 

 

3.3 Performance Metrics 

A standard set of performance metrics can be used to 
compare and contrast different NoC architectures. The 
performance metrics evaluated by PPNOCS include 
throughput and packet latency [22]. 

3.3.1 Throughput 

Throughput is the rate at which packets are delivered by 
the network for a particular traffic pattern. It is measured 
by counting the packets that arrive at destinations over a 
time interval for each flow (source-destination pair) in the 
traffic pattern and computing from these flow rates the 
fraction of the traffic pattern delivered [22]. Throughput, 
or accepted traffic, is to be contrasted with demand, or 
offered traffic, which is the rate at which packets are 

generated by the Intellectual Property (IP) block. 
Throughput can be defined as follows [16]: 
 

Total number of packets received at their destinations 
 

(Number of IP blocks) x (Total Time in Cycles) 

3.3.2 Packet latency 

Transport latency is defined as the time (in clock cycles) 
that elapses from between the occurrence of head flit 
injection into the network at the source node and the 
occurrence of the tail flit reception at the destination node 
[25]. 
In order to reach the destination node from some starting 
source node, flits must travel through a path consisting of a 
set of routers and interconnects [19]. Depending on the 
source/destination pair and the routing algorithm, each 
packet may have a different latency [19]. Therefore, for a 
given packet Pi, the latency Li is defined as: 
 
Li = receiving time (tail flit of Pi) − sending time (head flit of Pi) 

 
Let F be the total number of packets reaching their 
destination IPs and let Li be the latency of packet Pi, 
where i ranges from 1 to F. The average packet latency, 
Lavg, is then calculated according to the following equation 
[19]: 
 

 
                                                                                                                                                                                        

3.4 Power Model 

In PPNOCS, a power model at flit level is proposed 
depending on the results obtained from the Intel 80-core 
teraflop chip [26]. To explain the proposed model, 
consider a source IP injects a head flit into the write port of 
the input port module. The virtual channel module writes 
the flit into the tail of the FIFO buffer and emits a buffer 
write event, which triggers the buffer power model to 
compute buffer write power Pwrite. After the routing 
module determines the output port to which the head flit 
will be sent, a request is sent to the switch allocator 
module for the desired output port. The allocator module 
performs the required arbitration and generates an 
arbitration event, which signals the arbiter power model to 
compute arbitration power Parbiter. Assuming the request is 
granted, the arbitration result is sent to the config port of 
the crossbar module. A grant signal is also sent to the grant 
port of the virtual channel module, leading to the read port 
of the buffer module activated. The flit is then read, 
emitting a buffer read event, which causes the buffer power 
model to compute buffer read power Pread. The flit next 
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traverses the crossbar, from input port to the output port. 
The crossbar module emits a crossbar traversal event and 
the crossbar power model computes traversal energy 
Pcrossbar. Finally, the flit leaves the router and traverses the 
link. The link module emits a link traversal event, which 
calls the link power model to compute link traversal power 
Plink. 
The total power consumed by this head flit at this node and 
its outgoing link is as follows: 
Pflit = Pwrite + Parbiter + Pread + Pcrossbar + Plink (1) 
 
Let: 
 
Pbuffer = Pwrite + Pread    (2) 
 
Then by substituting Eq. (2) in Eq. (1): 
Pflit = Pbuffer + Parbiter + Pcrossbar + Plink  (3) 
 
The Intel 80-core teraflop chip recently introduced by Intel 
[26] is a good example of an aggressive NoC prototyping 
effort. The Teraflops Processor architecture contains 80 
tiles arranged in a 8 x 10 2D array and connected by a 
mesh network that is designed to operate at 5 GHz. A tile 
consists of a processing engine connected to a five-port 
router, which forwards packets between tiles. The 
communication power is significant at 28% of each 
processing tile’s total power. As shown in Figure 7, 
clocking power, 33%, is the largest component of router 
power, with the FIFO buffers the second largest 
component at 22%. Power due to physical links, crossbar 
switch, and arbiter come next at 17%, 15% and 7%, 
respectively. 
According to the proposed power model, it is required to 
compare and contrast different NoC architectures in terms 
of power consumed in buffers, links, crossbar, and arbiter. 
So, in PPNOCS, it is considered that a unit power (Up) is 
consumed by a flit to traverse from the input port to the 
output port of the router and leave through the outgoing 
link. Up is then divided between buffering, arbitration, 
crossbar traversal, and link traversal according to the 
power ratios presented by the Intel 80-core teraflop chip 
and shown in Figure 7. 

 

 

 

Fig. 7 Router power breakdown at 4 GHz, 1.2 V, and 110 C 

4. Experimental Results 

There are three potential ways of using PPNOCS for rapid 
exploration of network microarchitectures. 

• The architect may wish to explore the impact of 
two application traffic patterns on specific 
network microarchitecture. 

• The architect may wish to trade-off two 
configurations of microarchitecture, exploring 
their effect on network power and performance. 
This involves setting the network architectural 
parameters for the two configurations. Given a 
specific traffic pattern of the targeted application, 
the architect can feed the traffic pattern and 
configurations into two different instances of 
PPNOCS, and obtain their power and 
performance numbers. 

• The architect may develop new network 
microarchitecture and wish to explore its impact 
on power and performance, evaluating it against a 
base microarchitecture. Owing to the general NoC 
node structure and modularization of PPNOCS, 
the architect can extend the simulator easily with 
their own microarchitectures. 

In the experiments, a 16-node network organized as a 4 x 4 
mesh is implemented, as shown in Figure 8. Each router 
has five physical bidirectional ports (north, south, east, 
west, and injection/ejection). Each simulation is run for a 
warm-up phase of 1000 cycles and simulation phase of 
10000 cycles. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8 A 4×4 2D mesh network 

4.1 Exploring the effect of different traffic patterns 

In this experiment, a 4×4 mesh NoC with XY routing is 
implemented, and 6 different traffic patterns to run the 
simulation is loaded. The packet length is two flits and 
each input port has 4 virtual channels with FIFO buffer 
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depth equal to 4 packets. The result of this simulation is 
shown in Figure 9. 
 

 
(a) 

 
(b) 

Fig. 9 Results of different traffic patterns 

As shown in figure 9, Random traffic pattern gives better 
throughput and average packet latency according to its 
uniform and balanced distribution of load. 

4.2 Exploring the effect of different configurations 

This set of simulations is based on 4X4 mesh with XY 
routing, packet size equal two flits and under uniform 
random traffic. In this experiment, four different router 
configurations are simulated and compared:- 

• Wormhole router with 64-flit input buffer per port 
(WH64). 

• Virtual-channel (VC) router with 2 VCs per port 
and 16-flit input buffer per VC (VC_2_16). 

• Virtual-channel router with 4 VCs per port and 4-
flit input buffer per VC (VC_4_4). 

• Virtual-channel router with 8 VCs per port and 8-
flit input buffer per VC (VC8_8). 

 
Figure 10 shows results obtained from simulating these 
routers in PPNOCS. Figure 5(a) shows VC_8_8 out-
performing WH64, despite having the same total buffer 
size per input port, saturating at a higher packet injection 

rate of 0.35 packets/cycle/node. However, this 
performance improvement is achieved at the expense of 
higher power consumption, as indicated by Figure 11.  

 
(a) 

 
(b) 

Fig. 10 Results of different configurations 

 

Fig. 11 Results of different configurations on power consumption 

Beyond packet injection rate of 0.1 packets/cycle/node, 
VC_8_8 starts to consume more power than WH64, since 
it is still able to absorb the higher packet injection rate, so 
network activity continues to increase. For all 
configurations, total network power levels off after 
saturation, since the network cannot handle a higher packet 
injection rate, so the switching activity of the network 
remains constant. 
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It is interesting to note that VC_8_8 dissipates 
approximately the same amount of power as WH64 before 
saturation. Intuitively, since virtual-channel flow control is 
a more complicated protocol, requiring more complex 
hardware, we would expect a virtual-channel router to be 
more of a power hog than a wormhole router. The 
interpretation of this is that the power consumed by buffers, 
links and the crossbar switch is the dominant power 
consumption in a network node. 
Figure 12 shows the power consumed by each component 
of the router. From these results, it can be verified that the 
power consumption of the buffer and crossbar components 
of the router is much more than the power consumed in 
arbitration. 
 

 

Fig. 12 Power consumption of different router components 

4.3 Exploring the effect of different packet length 

This set of simulations is based on 4X4 mesh with XY 
routing under uniform random traffic. Figure 13 shows the 
throughput and average packet latency for packet length 
equal to 2, 4, and 8 flits.  
The throughput increase linearly when the injection rate is 
low. However, with the injection rate increasing, the 
confliction encountered in the network limits the increase 
of the throughput. Figure 13 shows that the average packet 
latency for 8 flits/packet is larger than that for 2 
flits/packet. This is due to two reasons. First, longer 
packets will take more time to receive. Second, longer 
packets will cause more confliction at intermediate routers 
on the path from the source to the destination. 

4.4 Exploring the effect of different routing algorithms 

This set of simulations is based on 4X4 mesh with packet 
size equal two flits and under uniform random traffic. 
Table 3 lists the total number of received packets for the 
XY, West-First, North-Last, Negative-First, and Fully 
Adaptive routing algorithms for injection rates of 0.1 
packets/cycle/node (under saturation), 0.3 

packets/cycle/node (saturation), and 0.5 
packets/cycle/node (above saturation). These results 
collected for the 10000 cycles simulation time. 

 
(a) 

 
(b) 

Fig. 13 Results of different packet length 

Table 3: Total number of received packets 

Routing 
Algorithm 

Injection Rate 

0.1 0.3 0.5 

XY Routing 15960 47226 46543 
West-First 
Routing 

16051 43662 42310 

North-Last 
Routing 

15992 44040 41915 

Negative-First 
Routing 

15933 43042 40653 

Fully Adaptive 
Routing 

15996 43546 41131 

 
From the above table it can be seen that deterministic XY 
routing is faster than the other three partially adaptive 
algorithms. Partially adaptive algorithms can potentially 
speed up the time to deliver individual packets, but 
globally the results point out to poorer performance than 
the XY algorithm. Glass and Ni [27] suggested that 
reducing the number of turns that a message takes may 
reduce blocking and hence improve performance. This can 
be justified because adaptive routing has a trend to 
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concentrate the traffic at the center of the network, 
increasing in this way the number of blocked paths. 

5. Conclusions 

In this paper, a performance and power network on chip 
simulator (PPNOCS) based on SystemC has been proposed.   As 
demonstrated, PPNOCS is a general NoC simulation and 
verification platform with high extensibility. Using 
PPNOCS, the impact of various architectural level 
parameters of the on-chip interconnection network 
elements on its performance and power can be explored. 
Owing to the general NoC node structure and 
modularization modeling, developers can develop their 
own routing algorithm and network topology in such a way 
that they can use either traffic patterns provided by 
PPNOCS or their own traffic pattern. Then, the simulation 
and design verification can be applied. By going through 
simulation experiments using five classic routing 
algorithms, the practical usage of PPNOCS is verified. 
Also, the impact of different traffic patterns, routing 
algorithms, virtual channel configurations, and packet 
length on the network performance and power is evaluated. 
As shown, PPNOCS provided a fast and convenient 
platform for researching and verification of NoC 
architecture and routing algorithm. 
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Abstract 
we would offer a reliable algorithm for routing in wireless sensor 
network ( WSN). RDWSN algorithm by using of outstanding 
parameters has been evaluated compared with previous algorithms. 
The proposed algorithm with respect to size and distance in basic 
capability function has created a new target function that bears 
more effective than previous models. By use of RDWSN 
algorithm, we could improve wasted energy in WSN and also we 
could balance workload among CH with different paths. 
Parameters applied in the proposed algorithm may promote the 
reliability in order to make more balance. And in several 
simulations done by the same processor, the delay has been 
reduced with regard to previous algorithm in order to increase the 
reliability. Using a threshold detector with a combination of 
various parameters examined were able to help reduce delay in the 
area of sensor than previous algorithms and also improved power 
consumption and finally, The index parameters that were used in 
the capability function is increases sensors networks lifetime. 

Keywords: Delay, QOS , RDWSN, Reliability, routing ,Wireless 
Sensor Network. 

1. Introduction 

Wireless sensor networks have been taken into consideration 
in recent years and used in different fields including medical 
care, industrial production, military applications and etc. 
Nodes are randomly distributed by uncontrollable devices in 
considered area and they form an adhoc network. It is 
natural that such a network may have hundreds or thousands 
of nodes. And nodes have some limitations including limited 
energy, low memory, limited computing power and none 
rechargeable batteries. Limitation of their bandwidth and 
short radio range. Managing a large number of nodes with 
these limitations can provide many challenges [2]. So, 
routing protocols should be in such a way that increase the 
lifetime of the network and improve service quality. Routing 
protocols are hierarchical and data collections imply to an 
organization based on cluster of sensors. In hierarchical 
structure, each cluster has a cluster head called CH [14]. 
And also, many of them are ordinary nodes (sn). Nodes of 
sensor transmit periodically their data to CH and CH 
transmits data to BS Station. Transmitting to BS can be done 
directly or through other CH. Whenever data is transmitted 
to the longer distance, energy consumption increases [9].  
Regarding the mentioned cases, a lot of routing methods 
were created for WSNs which can be divided into three 
group's base on the most common categorization: Data–
centric Algorithms, Location Base Algorithms and 
Hierarchical Algorithms .Data-centric protocols are query-
based and depend on the naming of desired data, which  
Helps in eliminating many redundant transmissions. 
Location-based Algorithms utilize the position information 
to relay the data to the desired regions rather than the whole 
network. Hierarchical Algorithms aim at clustering the 
nodes so that cluster heads can do some aggregation and 
reduction of data in order to save energy. 

Cluster based methods benefit from a few characteristics: 
the first characteristic is that they divide the network into 
several parts and every part is directed by one cluster head. 
This characteristic causes the cluster based methods to be of 
a higher scalability level. The second characteristic is that a 
cluster head receives the data of its nodes and sends it BS 
after gathering data, which results in substantial reduction in 
data redundancy. We will provide a clustering algorithm, 
which uses a new distributed method, and a local threshold 
detector to perform clustering [1]. RDWSN algorithm 
performs routing among CH and by doing special 
techniques, it not only increases network life time but 
improves the reliability and end to end delay. 

2. Related work 

One of routing algorithms is Qosnet algorithm; in this 
algorithm for routing, a node bearing more energy is 
selected among other nodes.(Maxbv)and if such node dose 
not find among all nodes, the packet is discarded, therefore, 
the reliability decreases , and  also end to end delay 
increases in order to find a node with more energy [3]. 
Another routing algorithm is MCMP algorithm, this 
algorithm has only considered to QOS and consumed energy 
by nodes being very important in wireless sensor networks 
and has not considered to the reliability and delay [4]. 
Another routing algorithm is DARA which uses the frequent 
packets for increasing the reliability, so this method causes 
to consume more energy in nodes for routing of frequent 
packets [7]. Also, algorithm MPDT has been offered to less 
energy consumption and life span of network that it does not 
consider to quality of services parameters. Many algorithms 
regarding the deduction of energy consumption have been 
offered in wireless sensor networks, such as:  

SR: this protocol selects the paths based on strength and 
power of signals among nodes. Therefore, the paths selected 
are relatively stronger. This protocol can be divided into two 
parts. DRP is responsible for preparing and maintaining of 
routing table and the table related to the power of signals. 
SRP also studies received packets and if they have their own 
address, they would be transmitted to the higher layers 
[10,11]. Dynamic Source Routing (DSR): in this type, 
mobile nodes should provide temporary memories for the 
paths that are aware of their existence. Two main phases for 
this protocol has been considered: discovery of the path and 
updating path. [6]. Discovery of the path phase uses packet 
path request/reply and updating path phase uses 
confirmations and link mistakes. The temporarily ordered 
routing Algorithm (TORA)is based on distributed routing 
algorithm and has been designed for dynamic mobile 
networks. This algorithm for each pair of nodes will 
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determine several paths and require clock sync. Three main 
factors of this protocol are including: making path, updating 
path and destroying path. Ad hoc on demand distance vector 
(AODV) is based on algorithm DSDV; however, it would 
reduce emission because of routing at the time of necessity. 
Discovery of the path algorithm only starts its performance 
when a path does not exist between two nodes [8]. 

RDMAR: this type of protocol calculates the distance 
between two nodes through radio loops and navigation 
algorithms. This protocol determines the limited range of 
path, thus it reduces heavy traffic in network which it has 
less effective in improving quality of service and energy 
consuming [12, 13]. In Qosnet algorithm we had following 
equations:  
 
 Bs0Sd(Q) = ∑ ∑ bisi∈pp∈Q (t)                        R(1)R      R(1)R 

 

bi(t) indicates Sensor battery SRiR at the time of t. Bs0Sd(Q) is 
the Battery Cost between source node SR0R and target node SRd 

 
 Ds0sd(Q) = min {∑ d(si , si+1)}                            (2)            
 
d(si, si+1) indicates  delay between sensor si and its 
neighbor si+1 and end to end delay between SR0R and SRdR is as 
follows:  
According to Q is the collection of paths [ 3,4] 
The reliability includes: the number of the received nodes in 
the target and the number of produced nodes in the source. 
The reliability of end to end multi paths between SR0R and SRdR 
in the collection of paths Q is as follows: 
 
R𝑠0sd(𝑄) = 1 −∏ (1 − 𝑟(𝑝))𝑝∈𝑄                            (3) 
 
r(p) the reliability of path  is p. 
𝐷req  indicates end to end delay. 𝑅𝑟𝑒𝑞 indicates the level of 
reliability Because we have  (𝑄) 𝑚𝑎𝑥𝐵𝑠0𝑠𝑑, must: 
  𝐷𝑠0𝑠𝑑 ≤ 𝐷𝑟𝑒𝑞                                                         4(a) 
  R𝑠0sd ≥ 𝑅req                                                        4(b) 

If we indicate the delay with 𝐿id  and the reliability with 𝐿ir  
in each link and hRiR represents Hops and 𝐿i𝑏 R   Ris R Rbattery cost 
of each node, indicating: 

 𝐿id = 𝐷𝑟𝑒𝑞−𝐷i
hi

                                                           5(a)  

Lir = �𝑅𝑖
hi                                                                5(b) 

𝐿ib = ∑ bj𝑗∈𝑓𝑤(𝑠𝑖) (t)                                               5(c)    

 
DRiR the experienced real delay in node SRiR from the source 
node. 
RRiR is the requirements of the reliability given to the path via 
SRiR. 
𝑓𝑤(𝑠𝑖) is the collection of pathfinder nodes[1]. 

2.1. RDWSN algorithm 

In RDWSN algorithm, by using of relation which we will be 
explained in the following, we create a new target function 
and finally draw the proposed flowchart: 
𝑊i = 𝑒𝑛𝑒𝑟𝑔𝑦i − bi                                                     (6)         
 
WRiR is the volume of a node. 

energyRiR is the initial energy of a node. 
bRiR is the remaining energy of a node. 
TD or threshold including the average of the highest energy 
and the lowest energy. 

 

7) 𝑇𝐷 = 𝑚𝑎𝑥𝐸+𝑚𝑖𝑛𝐸
2

                                                    (7) 
 
And finally, target function is offered by using of equations 
5a, 5b, 6 as follows: 

 

𝐹 = 𝐶1
�𝐷𝑟𝑒𝑞−𝐷i�

ℎ𝑖
+ C2 �Ri

hi + 𝐶3𝑊i + 𝐶4(𝑑𝑖𝑠𝑡ij)L       (8) 

 

3. proposal flowchart 

Considering equation Nos. 7 and 8 , a flowchart is 
suggested as follows: 
FRwR (i) includes the collection of nodes that packet for 
reaching to Sink can pass from nodes; in the beginning, this 
collection is considered as empty set, because it has not been 
found a suitable node being in the ideal condition. DRreqR is the 
maximum delay which is tolerated to be reached packet 
from the source to Sink.  
For this purpose, we add  DRiR which is equal to the delay in 
reaching packet from the source to node I, with dRijR ( packet 
delay from node i to node), until the delay is calculated in 
reaching of packet from the source node to selected node i . 
and we consider collection of CRwR(i) equal to the nodes that 
the delay in reaching packet to them is less than the 
requested amount DRreqR and residual energy of nodes must be 
more than threshold. if there is no node in this condition, 
network information would be updated; but if some nodes 
were accepted as candidate, we would select the most 
desirable node that is the nearest node to (minimum dRjR) Sink 
with maximum reliability and minimum energy 
consumption and transmit the packet to such node. RRreqR  is 
the minimum reliability to a path that packet covers the 
distance from the source node to Sink. The algorithm can be 
repeated up to Th. 
 
  To calculate the reliability, the path has used from equation 

LP

r
PRjR = �𝑅𝑗  ℎ𝑗  .And if this reliability is more than the requested 

reliability RRreqR , the node j considers as selected node. Also 
it should be noted to ∑ xjlog (1 − Rij) ≤ log (1 − Lir)[4]. As 
it was noted, the energy of this selected node must be more 
than the amount of TD. This amount of threshold is 
calculated from equation7. 
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Fig. 1 our proposed flowchart.  
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4. Simulation 

Simulation of RDWSN algorithm is performed in a 
restricted area of 200m *200m with about 200 nodes, We 
will analyze the presented algorithm in MATLAB, other 
simulation parameters has been displayed in table 1-1. 
 

Table 1. Simulation of parameters 
value parameter 

 
200m*200m 

 
network area 

 
70-200 

 
sensors 

 
40m 

 
transmission range 

 
250kbps 

 
bandwidth 

 
128b 

 
packet size 

 
1000s 

 
simulation time 

 
0-1 

 
reliability 

 
1 packet/s 

 
reporting rate 

 
40-120 

 
delay 

 
Also, to perform simulation, we need a system with 
hardware and software equipments that you can see this 
particulars in table No. 2. The nodes randomly distribute in 
this restricted area and  Bs is installed 100 meter away from 
this certain area. The initial energy for all nodes has been 
considered 3.1 Joule. Figure 1 shows packet delivery ratio 
for 4 set algorithms. 
 

Table 2.Minimum Hardware And Software Equipments 

Information 
hardware or 

software 

 
Intel 1.8 GHz 

 
Processor 

 
512 MB 

 
Memory(RAM) 

 
Microsoft Windows XP 

 
operating system 

 
32-bit Operating 

System 

 
System type 

 
So the obtained reliability by RDWSN algorithm has 
improved in comparison with two algorithms MCMP and 
QOSNET. Of course, GODROUTING algorithm is our ideal 
algorithm in wireless sensor networks which has not been 
created up to now. Figure 2 indicates Average delivery ratio 
and as shown in diagram, reliability requirement has been 
very close RDWSN algorithm to ideal algorithm [3,4]. 
Figure 3 shows an average end to end delay for all 
algorithms in the same condition. As cleared in diagram, 
RDWSN algorithm after GODROUTING has the least delay 
among other algorithms. Figure 4 compares average 
delivery ration and delay requirement and in this 
comparison, RDWSN algorithm is better to two other 
algorithms. 
 
 
 
 
 
 
 

Table 3. Simulation values 

 

Average 
delivery ratio 
GodRouting 

Average 
delivery 

ratio 
RDWSN 

Average 
delivery 

ratio 
QoSnet 

Average 
delivery 

ratio 
MCMP 

Number of 
nodes 

1 0.53 0.43 0.33 75 

1 0.8 0.71 0.57 100 

1 0.9 0.89 0.75 125 

1 0.94 0.94 0.75 150 

1 0.95 0.94 0.78 175 

1 0.98 0.96 0.91 200 

Average 
delivery ratio 
GodRouting 

Average 
delivery 

ratio 
RDWSN 

Average 
delivery 

ratio 
QoSnet 

Average 
delivery 

ratio 
MCMP 

Reliability 
requirement 

 

0.99 0.98 0.97 0.9 0.7 

0.99 0.98 0.97 0.9 0.75 

0.99 0.98 0.97 0.9 0.8 

0.99 0.99 0.97 0.91 0.85 

1 1 0.99 0.93 0.9 

1 1 0.99 0.95 0.95 

Average 
packet  delay 
GodRouting 

Average 
packet  
delay 

RDWSN 

Average 
packet  
delay 

QoSnet 

Average 
packet  
delay 

MCMP 

Reliability 
requirement 

 

44 57 85 110 0.7 

43 56 85 110 0.75 

42 56 85 110 0.8 

41 55 83 110 0.85 

41 52 82 109 0.9 

41 49 81 109 0.95 

Average 
delivery 

ratio 
GodRouting 

Average 
delivery 

ratio 
RDWSN 

Average 
delivery 

ratio 
QoSnet 

Average 
delivery 

ratio 
MCMP 

delay 
requirement 

1 0.61 0.55 0.28 60 

1 0.85 0.78 0.49 70 

1 0.89 0.88 0.7 80 

1 0.93 0.92 0.82 90 

1 0.94 0.94 0.88 100 

1 0.99 0.98 0.91 120 
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Fig. 2 Average delivery ratio 
VS. number of nodes. 

 
 

 
 

Fig 3. Average delivery ratio 
VS. reliability requirement.  

 
 

Fig. 4 Average packet delay VS.  reliability requirement.. 
 
 

 
 

Fig 5. Average delivery ratio 
 VS. delay requirement. 

 
 

5. Conclusion 

In this paper, we suggest the reliable algorithm for routing 
in sensor networks. RDWSN algorithm provides a reliable 
transmission environment with low energy consumption 
and less average end to end delay for transmitting packet 
toward BS. In this approach, TD is used for selecting next 
node that it is caused nodes with average energy to 
participate in the routing and also by weighting to nodes, 
we could improve the reliability and delay compared with 
two MSMP and QOSNET algorithms, for example, in the 
diagram of figure 2, as the evidence shows, by having 
number of different nodes, RDWSN algorithm at the best 
condition and special situation has increased the reliability  
of MCMP and QOSNET algorithms more than 0.23% and  
0.10% respectively, and at the worst condition, it has been 
equal to QOSNET algorithm and in comparison with 
MCMP algorithm, it has improved at the rate of 0.07%.  
also considering diagram of figure 4, average delay of 
packets has decreased, so that with different reliabilities, 

average delay RDWSN at the best condition is less than 
MCMP and QOSNET algorithms . 
We try to improve this algorithm in respect of other QOS 
parameters and approach to GODROUTING algorithm. 
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Abstract 
Biometric based authentication for secured access to resources 
has gained importance, due to their reliable, invariant and 
discriminating features. Palmprint is one such biometric entity.    
Prior to classification and identification registering a sample 
palmprint is an important activity. In this paper we propose a 
computationally effective method for automated registration of 
samples from PlolyU palmprint database. In our approach we 
preprocess the sample and trace the border to find the nearest 
point from center of sample. Angle between vector representing 
the nearest point and vector passing through the center is used 
for automated palm sample registration. The angle of 
inclination between start and end point of heart line and life 
line is used for basic classification of palmprint samples in left 
class and right class. 
Keywords: Average filter, Binarization , Gaussian smoothing, 
Boundary tracking,  Angle between vector, Gradient, Left palm 
print, Right palmprint. 

1. Introduction 

Biometric based personnel authentication has 
established as robust, reliable methodology. An 
automated biometric system is based on using invariant 
physiological or behavioral human characteristics for 
secured access [3]. Biometric trait such as fingerprint, 
signature, palmprint, iris, hand, voice or face can be used 
to authenticate a person's claim. Palmprint is one such 
biometric trait found to poses stable and unique 
discriminating features. A sample palmprint has many 
features such as, principle lines, datum point, ridges, 
delta point and minutiae features [7].  Due to lack 
availability of standardized palmprint capturing devices 
most of the research proposals are using PolyU palmprint 
database as baseline database, to compare and establish 
test results. The Biometric Research Centre (UGC/CRC) 
at The Hong Kong Polytechnic University has developed 
a real time palmprint capture device, and has used it to  

 

 

construct a large-scale palmprint database. The PolyU 
Palmprint Database contains 7752 grayscale images [9].  
All the captured samples of PolyU database are aligned in 
a specific direction. Providing a computationally efficient 
method for palm print sample registration and coarse 
classification of sample palm print in order to reduce 
computation burden has motivated our paper. In this 
paper we propose a method for registration of PolyU 
palmprint database samples and classification into two 
basic classes. In all the discussion followed, palmprint 
sample refers to PolyU palmprint database sample. 
     

This paper is organized in five sections. Section 1 is 
used for introduction. Key features of palmprint and 
preprocessing of sample palmprint is discussed in section 
2.  Method to establish boundary of palmprint along with 
sample center is presented in section 3.  The process of 
finding out the required angle of rotation for palmprint 
sample alignment and registration is aimed at in section 
4. Section 5 is used for finding the angle of inclination of 
heart line and life line for basic classification, followed 
by section 6 containing result and discussion. 

 2. Key features and pre processing of 
palmprint 

2.1 Key features 

 Principle lines and datum points are regarded as 
useful palmprint key features and have been used 
successfully for verification. In addition, other features 
associated with a palmprint are palmprint geometrical 
features, wrinkle features, delta point features, ridges and 
minutiae features. All palmprints contains three 
prominent lines known as heart line, head line and life 
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line. They are regarded as principle lines of the palm 
print. Heart line starts below little finger and ends below 
the index finger, Head line starts near the thumb region 
and ends below the heart line origination point. Lifeline 
encloses the thumb and adjoining region. Region I is an 
area enclosed by heart line, region II is an area enclosed 
by lifeline and region III is an area present below the 
heart line and enclosed by headline.  Many a palmprint 
also contains line originating near wrist and dividing the 
head line and marching towards heart line. This line is 
known as fortune line. Fig.-1 shows a sample of 
palmprint and key aspects associated with it. 

                              

Fig1. Palmprint sample 

2.2 Preprocessing of palm print sample 

Submitted palmprint sample is submitted for 
preprocessing. This activity is used to smooth the given 
sample, obtain binarized sample and also to remove some 
noise present as additional objects in image.  The result 
of this process is depicted in  fig 2 (a,b). Steps involved 
in this process are as given below 
 

 
 

Fig 2a. Sample input and Average filtered sample  
      

     

 

 

 

 Fig 2b. Binarized image and Final Image 

I. Apply 5x5 Gaussian low pass filter mask with standard 
deviation of value 0.10 to 0.25 on input image. The 
resulting image is smoothed image [6].   

skGaussianMajiIMjiIMfilter ⊗= ),(),(  (1)   

IM (i,j) is input sample it is convolved with Gaussian 
mask to obtain filters image IMfilter (i,j) using  (1).  
 

II. Filtered palmprint sample obtained from (1) is 
submitted for binarization. We select the mean value of 
the filtered image as threshold and use (2) to convert into 
binary image.  

imagefilteredofmean
jiIMfilterifjiIMbin
jiIMfilterifjiIMbin

µ
µ
µ

<=
>=

),(0),(

),(1),(

      (2) 

III.  Binarized sample images can contain objects which 
are of no interest and were retained after filtering. To 
remove such unwanted objects from image we apply 
labeling algorithm [8] and calculate area of each labeled 
objects. Object with largest area is retained as palmprint 
sample. This process is depicted in fig (2b). Following 
steps are used for this process. 

 (i)  Obtain labeled image 

         IMLabel(i,j) = Label(IMbin(i,j) 

  (ii)  Find number of objects with distinct label 

           Num=(IMlabel==x) 

(iii) Calculate area of each object and retain 
object with maximum area.  

(iv)  Output image is logical ‘&’(and) of labeled 
image 

  

Heart Line   

Hea   d   Line   

Life    Line   

W rinkles   

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 187



3. Tracing boundary and establishing 
nearest point from center 

3.1 Tracing Boundary of palmprint sample. 

Output obtained after pre processing the image is 
used  establish the boundary of the image by using 
suitable boundary tracing algorithm. In this paper we 
trace the boundary image by first establishing image 
coordinate with transition from 0 to 1 where 0 represents 
background and 1 represents object of interest.  The 
neighborhood operation is used to trace the boundary of 
the image [8]. All co-ordinates representing boundary are 
collected in a boundary vector using (4). The boundary 
traced is being represented in fig3. 

 
Fig3. Binary sample and traced boundary 

2,1

,),(),(

=
∈=

k
boundaryjiifjiIMbinkiVectB

  (4) 

Further we establish center of the sample by finding of 
the center of mass of binary image using (5) & (6).  

  ∑= dinatesizeofxcoriVectBX /)1,(0  (5) 

   ∑= dinatesizeofxcoriVectBY /)2,(0  (6) 

 

3.2 Establishing nearest point from center 

We use Euclidian distance measure to calculate the 
distance of points in vector VectB representing sample 
boundary using (7).  

)],00([)( VectBYXistEuclidianDidist =         (7) 

 
Fig4. Plot representing Euclidian distance from center 

A plot of distance from center to bordering elements 
stored in vector VectB is represented in fig 4. The curve 
in graph represents curvaceous points of the given sample 
image. Using curve as an input we locate four points 
which are at minimum distance from center.  Result of 
this operation is represented in fig 5.  

 

Fig5. Nearest points from center C1 

4. Automated palm print alignment for 
registration 

Given a vector V1 representing end of a line co-
ordinates in Cartesian system  and V2 another vector 
intersecting at point  ‘C1’. The angle between two vector 
intersecting at the given point is calculated by arctan of 
cross product of vector by dot product of vector [5]. We 
use (8c) to calculate the required angle. 

θSinVVVV 2121 =×     (8a) 

θcos2121 VVVV =•  (8b) 

)21/()21(tan VVVV •×= ℘θ   (8c) 

After establishing the center of palmprint sample, we 
pass a straight line through C1, this forms vector V1. The 
four nearest points established through the process 
discussed in previous section, we find out the nearest 
point from C1, this will establish the second vector V2. 
The output of the process is depicted in fig 6. 

 

Fig6. Angle θ calculated for sample palm print 

θ 
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The input sample for which we calculated angle θ is 
rotated for uniform registration. This output is 
represented in fig7. 

 

Fig7.  Registered Palm print sample 

5. Palm print sample course classification 

5.1 Heart Line and Life line 

    Heart line, Head line and life line are considered as 
principle lines of palm print sample. Head line 
origination is from below the little finger and end near 
index finger. If a line is put from start point to end point 
its inclination can be observed in opposite direction in 
left a hand and right hand. Life line originates below the 
thumb region and encircles the thumb region and ends 
near the wrist. If a line is put from origination point to 
end points its inclination is in opposite direction for right 
and left hand. This property is shown in fig 8 using 
imaginary lines. We use this discriminating property of 
palm print sample to classify the sample in left & right 
palmprint sample class  

 

Fig8. Line inclination for left and right palmprint 

 

5.2 Palm print sample classification 

If P1 and P2 represent the origination and end point 
of heart line and Q1, Q2 represent the origination and end 
point of life line. We calculate the angle of inclination θ1, 

for line joining P1, P2. Let θ2 represent angle of 
inclination for points Q1, Q2. A value of +θ1 is present 
for right hand sample and -θ1 is present for left hand 
sample.  Same holds true for life line using measured 
angle θ2.   

  Many of the palmprint sample may contain heart line 
which of shorter length and horizontal in nature. But all 
samples will contain life line prominently visible. We use 
two level checks to decide the class of the sample by 
using angle θ1 and θ2. If angle θ1 and θ2 are negative 
then class of sample is right class and if angle θ1and θ2 is 
positive the class of sample is Left class. The complete 
process of sample registration with coarse classification 
is given in algorithm-1 as pseudo code 

Algorithm-1 
 
Sample=read_sample(palm database); 
FilterSample=Apply(Gaussian mask on Sample); 
M=mean(Sample); 
BinSample=Sample>M; 
Label(BinSample); 
N=numofobject(BinSample); 
Sample=N with Max area; 
[x y]=center(sample) 
VectB=Boundary(sample); 
VectD=EcludianDist(x,y to VectB); 
[p1 p2 p3 p4]=min(VectD) 
Find Min of p1,p2,p3,p4 
V1=[p1, [x y]] 
V2=[[x y],0]; 
Theta=atan(V1*V2)/(V1.V2); 
Sample=Rotate(Sample,Theta); 
[P1 P2]=select(HeartLine); 
[Q1 Q2]=select(Life Line); 
Theta1=gradient(P1,P2); 
Theta2=gradient(Q1,Q2) 
If Theta1 & Theta2 <0 
Class=Right 
Else 
Class=Left 
Stop 
 
6. Test result and conclusion 

6.1 Test Results 
 
Algorithm proposed here is implemented using 

Matlab7.0. Our primary source of palmprint sample 
database is PolyU database. Though all samples in the 
database are aligned in same direction, for testing we 
have applied image rotation by different angles to 
consolidate results. Fig9. (a, b, c, d, e, f, g) shows the 
results for subset of sample input 
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Fig9. (a,b,c,d,e,f) First column Sample input, Second column 
Aligned sample, Third column classified sample 

6.2 Conclusion 

Palm print samples archived in PolyU Palm print 
database are aligned in same direction as capturing 
device uses peg to restrict the movement. Our proposed 
algorithm can be used to allow user to obtain palm 
sample in any direction. The computational burden can 
be reduced, if primary classification is performed at 
acquisition level. The method proposed is invariant to 
transformation, which is useful feature to acquire 
palmprint sample from other devices.   
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Abstract 

This paper proposes a simple object extraction and recognition 
method with efficient searching for identifying and extracting the 
objects in a complex scene based on the color features. The 
background of the images is needed to be extracted and 
recognized in order to get the object of the interested in the 
images first. This can be achieved by getting the best separation 
line between building and road, followed by the interested objects 
(vehicles) on the road. The vehicle objects are represented by 
using Minimum Bound Rectangle (MBR) and the vehicle object 
representative points will be the left bottom coordinate of the 
MBR. The color of the vehicles will be used as the attributes of 
the objects. Experiments have been conducted to demonstrate that 
single and multiple known objects in complex scenes can be 
extracted by using this approach. 
Keywords: Content based Image Retrieval (CBIR), Object 
Extraction, Object Recognition. 

1. Introduction 

Object detection in arbitrary scenes is an important 
and challenging research topic in computer vision [1] and 
object searching in a database of color images is a 
particular problem of color image retrieval similar to 
appearance-based object recognition [2]. Retrieving known 
objects from a complex scene is identifying and 
recognizing the known objects in the scene and determining 
the region occupied by these objects. In addition to object 
recognition and scene interpretation, the applications 
include associative retrieval, querying image databases with 
visual data, search and replace operations in multimedia 
retrieval. 
 
Having an accurate object recognition algorithm especially 
for natural and complex images in the field of image 
retrieval is contributing to increase the accuracy in image 
retrieval besides it used as input for semantic features 
extraction to reduce the semantic gap in image retrieval. 

2. Related Works 

In the context of object recognition, one of the most 
widely used image features is the color histogram. It is 
robust with respect to distortions, including deformation, 
translation, rotation and scaling of the object. The 
processing of the color histogram [3] which characterizes 
the object requires a segmentation step in order to identify 
the pixels that represent the object. Since the color vectors 
of the pixels depend on the illumination, the color 
histograms of two similar images may be different. 
Therefore, the comparison between color histograms may 
fail to recognize the same object is illuminated under 
different illumination conditions [2]. Ref [4] then improved 
the color histogram approach and proposed an object 
recognition technique by analyzing their colors when their 
images are acquired under different illumination conditions. 
The chromatic co-occurrence matrices are used to 
characterize the relationship between the color component 
levels of neighboring pixels. Their matrices are transformed 
into adapted co-occurrence matrices that are determined so 
that their intersection is higher when the two images 
contain the same object is illuminated under different 
illumination conditions.  

 
However, the above approaches were designed for the 
object recognition with images that contained one single 
object placed on an uniform background or multiple objects 
observed under uncontrolled illuminations. They are having 
problem when dealing with natural and complex 
background (with variety of color exist and color that are 
scatted). Image background may create confusion in 
recognizing object classes, the background can also provide 
useful cues to aid recognition, since many objects tend to 
occur in particular types of scene [5-7]. The use of color 
histograms is simple and fast, but it works mainly for non-
cluttered scenes or for pre-segmented objects. Besides, the 
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spatial distributions are not take into considerations for 
capturing the object that exists in the images and 
consequently it might always caused inaccurate or false 
objects detection.  
 
There are several techniques proposed to integrate spatial 
information with color histograms for better and accurate 
object recognition. G.Pass et al [8] proposed Histogram 
refinement based on color coherence vectors. The 
technique considers spatial information and classifies pixels 
of histogram buckets as coherent if they belong to a small 
region and incoherent. Huang [9] proposes color 
correlogram for histogram refinements. Hsu et al. [10] 
integrated spatial information with color histograms by first 
selecting a set of representative colors and then analyzing 
the spatial information of the selected colors using 
maximum entropy quantization with event covering method. 
Ref M.Stricker et al. [11] partition an image into 5 partially 
overlapping, fuzzy regions, extract the first three moments 
of the color distribution for each region, and then organize 
them into a feature vector of small dimension. Smith and 
Chang [12] apply back-projection on binary color sets to 
extract color regions. Vinh Hong et al [13] proposed a 
color-based object classification. A color histogram is 
determined by the histogram type (e.g. relative vs. absolute), 
the color space such as RGB, and the quantization of the 
color space. The quantization is the process of partitioning 
the color space into disjoint sub spaces. It uses the nearest 
neighbour classifier (NN) which is based on a set of 
classified sample patterns representation of color histogram 

 
Even though the color spatial features has been taken into 
consideration for better object identification for the above 
approaches [8-12], however, the object recognition using 
low level color features is still not fully addressed. In fact, 
current color features object recognition approaches are 
used either for Histogram Color Matching in term of 
similarity then evaluating the similarity between the scene 
histogram and model histograms or segmenting the image 
to capture the local features. Hence, it failed to reliably 
detect and recognize the object. Color Object Classification 
method [13] also classified object into certain categories 
based on their color similarity.  So object recognition based 
on color features are needed instead of object matching 
similarity or object classification. 
 

3. Proposed Solution 

In this paper we proposed a strategy for identifying 
known objects and demarcating the approximate regions 
occupied by these objects in a complex scene using only 
color features. The proposed color object recognition can 

be divided into 2 main stages: Color Features Extraction 
and Object Identification and Recognition. 

3.1 Color Feature Extraction 

The Color Features Extraction process is used to extract the 
features of the images for object recognition purpose. The 
Color Features Extraction process has five stages and the 
data flow is shown at Fig.1  
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1: Feature extraction process data flow 

3.1.1 Preprocessing 

All images need to go through the preprocessing process 
where it needs to determine the color value of every pixel 
in the image and compute its distances to all the colors in 
the predefined color table. The pixel is assigned to the 
cluster color in the color table that has the smallest distance 
to the pixel. The output of the preprocessing process 
produces a Colour Cluster Mapping Image (CCM Image). 

3.1.2 Image Sub Division 

The CCM Image from the preprocessing process is divided 
equally into m x m sub areas. All the images go through the 
Image Sub Division process for the purpose of calculating 

 +  + + 

Image CCM image 

Preprocessing 

Raw CCD image 

Smoothing ,  
Thresholding and Re-Mapping  

 CCD Image 
 Smoothing  

CCL Images  

Candidate CCD image  
Final CCD image  

CCD Layer  
Mapping 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 193



 

 

the population of every colour that exists in each sub area. 
This process produces a raw Colour Cluster Distribution 
image (CCD Image). 

3.1.3 CCD Layer Mapping 

The raw CCD image is going to use for the CCD layer 
mapping process where the raw CCD image will be 
extracted and represented into n Color Cluster Layer 
images (CCL Images), where n is the number of colours. 
The CCL images then will be used as input for colour CCL 
smoothing process. 

3.1.4 Smoothing, Thresholding and Remapping to 
CCD Image 

All of the CCL images go through the Smoothing process 
to reduce the noise of the images. The smoothed CCL 
images will be used for thresholding process. The threshold 
value is used to identify the population of the color in the 
image that are needed to be removed as it is consider as a 
noise of the image. Next, the list of n candidate CCL 
images will be produced.  
 
The regions that are smaller than an area threshold will be 
removed from the final segmentation where the results 
contain only contiguous sets of pixels that have a relatively 
uniform color distribution and the population of colours are 
large enough. 
 
All candidate CCL images will be re-mapping and produce 
another image containing only the dominant clusters, 
namely Color Cluster Distribution Image (CCD Image).  

3.1.5 CCD Image Smoothing 

Same as CCL images, the CCD image will go through the 
CCD image smoothing. Window operation is applied to 
remove unnecessary noise to come out with a finalized 
smooth CCD image. The window operation in CCM image 
is different from CCL image where this CCM is based on 
few colors in image while CCL is each single color versus 
to background colour but the concept are the same. The 
output will be the Final CCD image. 

3.2 Object Identification and Recognition 

The Final CCD image will be used as input for Object 
Identification and Recognition process. Object 
Identification and recognition is needed to extract the 
object of interest in the images. The Object identification 
and recognition process has 9 stages and the data flow is 
shown at Fig.2 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig 2. Object Identification and Recognition 
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3.2.1 Changed Point Determination 

The final CCD image will be used for road and building 
extraction in the traffic images. Firstly, it needs to go into 
changes point determination process to determine the color 
changes point.  The image is divided into m size at axis-x 
and the starting point is from the bottom left of the images. 
The changed point will be the first changes of color area 
based on the axis-x. This process is continued until get n of 
points, n is the number of changing points that predefined. 

3.2.2 Line Creation 

The road slope is used as the reference slope for getting the 
object of interest (vehicles). In the line creation process, all 
possible lines will be created based on the n points from the 
changed point determination process. List of lines will be 
created as output form the line creation process as shown in 
Fig.2 

3.2.3 Line Verification 

Line verification is needed to get the candidate lines by 
removing all the negative slope lines. All candidate lines 
will go into slope of line calculation process to get the 
value of the slope for each possible pair of line.  
 
Since this research domain images are traffic images with 
perspective view. So, assumption has been made as below,  
 

1. There is no negative road slope 
2. The best slope value (reference slope) is 

approximate 0.20 ( This value is obtained based 
on human perception judgment from collection of 
database images ) 

 
Given changed points of (x1, y1) and (x2,y2) of the angle 
between 2 lines, the slope of line, m can be calculated using 
formula below. 

Road Slope, m = 
12

12

xx
yy

−
−

 

3.2.4 Best Line Drawing 

All candidate lines with their slope values will be compared 
with the slope reference value. The line with slope value 
that is nearest to the reference slope value will be chosen as 
reference slope of the image. 
 
So, the 2 coordinates of the reference slope will be used as 
2 reference points to get the best line of the road that act as 
a z-axis due to the image view is slanted. 

3.2.5 Color Cluster Group Identification 

All Color cluster groups are identified based on all the 
color representatives that are available in the images. For 
each color cluster, two coordinates from axis-x and axis-y  
which are the nearest and farest from axis-x and axis y 
respectively will be chosen as the representative coordinate 
to form a color minimum bound rectangle that is used to 
represent the color cluster group. 

3.2.6 Horizontal and Vertical Scanning 

All the color cluster groups will be divided into an 
Individual Color Clusters (represented by red dotted box) 
by the horizontal and vertical scanning process.  

3.2.7 Object Cluster Identification 

The Individual color clusters will be used as an input for 
the object cluster identification process to get the candidate 
object clusters. The Candidate object clusters are classified 
into two groups which are region/object clusters and 
Reference object clusters. Since the object of interest is a 
vehicle. So assumption need to make that all vehicles will 
have black tyre and most of the time, there is a shadow 
below the vehicle. So, the black colour cluster will be used 
as reference objects to search for candidate object. 

3.2.8 Object Cluster Verification 

Object Cluster Verification is the process to verify the 
candidate objects. The object cluster and reference object 
cluster will be combined if they satisfied the predefined 
object distance and the road distance value. The 
combination of reference object cluster with object cluster 
will formed the list of objects clusters. 

3.2.9 Object Identification 

All object clusters (vehicle objects) will be represented by a 
MBR and left bottom of MBR will be used as reference 
coordinate of the vehicle objects and the color of the 
vehicle will be used as attributes for the car. 

4. Experiments 

The Objective of the experiment is to evaluate the 
accuracy and effectively of the proposed color object 
recognition method in recognizing the objects of interest 
(vehicles) in the domain of traffic images. 
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4.1 Experiment Setting 

 
There are 3 parameters setting in the experiments which are 
the number of colour cluster that used as the colour 
representation of the image, the color cluster object 
distance value used for determining the value distance 
between color clusters are considered to be merged and 
also the road distance value that used for determining the 
distance value from the road slope to the color cluster are 
considered to identify as object as interest. In these 
experiments, there are 57 color cluster used as color 
representation of the image, color cluster object distance of 
3 and road distance value of 2. 

4.2 Experiments 

To measure the accuracy of the object detection and 
recognition, the detected vehicles by the proposed color 
feature object recognition compared with vehicle outlines 
selected by a user on the same images. A successful 
detection is considered as detected and correct if the 
detected vehicles by the proposed algorithms are same as 
the vehicles selected and defined by users. If the prototype 
missed the detected cars that user defined, it is consider as 
missed car.  For false detection, the prototype detected the 
car which is not defined by the users. Two experiments 
were carried out for single and multiple vehicles detection 
and recognition in complex and natural images. 

4.3 Results and Analysis 

 
The results of the experiments are summarized and shown 
in Table 1. 
 
Experiments Total 

vehicles 
Detected 
vehicles 

Missed 
vehicles 

1 ( single vehicles only) 100 97 2 
2 ( 2 vehicles and above) 120 108 8 
 
False 
Detection 

Detection 
rate 

1 97% 
4 90% 

Table 1. The experiment results of the proposed color features object 
recognition. 

 
The proposed method has proven to be successful in 
detecting the vehicles. The results accuracy is 97% and 
90% respectively for the detection of single and multiple 
vehicles in the images. So the proposed vehicle detection 
method is accurate and robust under complex and natural 
background and it also supports multiple vehicles detection 

and recognition. This technique has been used as input for 
Semantic object spatial relationships extraction and 
representation in our paper [14] in the area of Semantic 
based image retrieval.  
 
Some of the object detection and recognition results from 
proposed method is shown in Fig. 3 
 

  

  

  

  

(a) Detected vehicles (indicated using yellow MBR) 
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(b) Missed Car(s) (pointed by Green Arrow) 
 

 

   

(c) False Detection (pointed by Green Arrow) 
 

Fig. 3 Some results of the experiments 

There are some missed vehicles detection (Fig.3(b)) due to 
the noise created from the smoothing process and also 
unable to get the black cluster as reference object. There 
are some false detection (Fig.3(c)) due to the variety color 
representative of the cars besides some noise created. 

4. Conclusions and Future works 

In conclusion, a simple object extraction and 
recognition method with efficient searching for identifying 
and extracting the objects in a complex scene based on the 
color features has been proposed and developed. 
Experiments have been carried out and it is proved that the 
proposed method works well in detecting both single and 
multiple objects in natural and complex background for 
traffic image retrieval. This method is designed especially 
for use in the automatic semantic object spatial relationship 
extraction and representation that designed in Ref [14]. 
This object detection method can be further improved by 
determining the type of the vehicles. 
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Abstract 
World Wide Web is a global village and rich source of 
information. Day by day number of web sites and its 
users are increasing rapidly. Information extracted from 
WWW may sometimes do not turn up to desired expec-
tations of the user. A refined approach, referred as Web 
Mining, which is an area of Data Mining dealing with 
the extraction of interesting knowledge from the World 
Wide Web, can provide better result. While surfing the 
web sites, users’ interactions with web sites are recorded 
in web log file. These Web Logs are abundant source of 
information. Such logs when mined properly can provide 
useful information for decision making. Mining of these 
Web Logs is referred to as Web Log Mining. This paper 
analyses web log data of NASA of the month of August 
1995 of 15.8MB and depicts certain behavioral aspects 
of users using web log mining. 
 
Keywords: Web Mining, Data Mining, Web Log Mining. 

 
1. Introduction 
The expansion of the World Wide Web has resulted in a 
large amount of data that is now in general freely availa-
ble for user access. The different types of data have to be 
managed and organized such that they can be accessed 
by different users efficiently. Therefore, the application 
of data mining techniques on the Web is now the focus 
of an increasing number of researchers. Several data 
mining methods are used to discover the hidden informa-
tion in the Web. However, Web mining does not only 
mean applying data mining techniques to the data stored 
in the Web. The algorithms have to be modified such 
that they better suit the demands of the Web. In accor-
dance with Kosala, Blockeel and Neven [1], the term 
‘Web Mining’ is defined as the whole of data mining 
and related techniques that are used to automatically 
discover and extract information from web documents 
and services. Web mining research, is an integrate re-
search from several research communities such as: Data-
base (DB), Information retrieval (IR), The sub-areas of 
machine learning (ML) and Natural language processing 
(NLP).  
An important constituent category of Web Mining is 
Web Log mining also known as Web Usage mining, is 
the process of extracting interesting patterns from web 

access logs [6]. The different techniques are represented 
through Figure 1. However, not much concentration is 
done on techniques, since the focus of this paper is ex-
clusively on web logs. Web usage data can include a 
variety of data from different sources. These sources can 
include web server access logs, proxy server logs, 
browser logs or any other data that is generated by users 
interacting with a website. The issues are outlined by 
Linoff and Berry [3].  

 
Fig. 1: Web Mining Techniques  

 
There are several general challenges associated with 
obtaining due results from the data. Firstly, extraneous 
information is mixed with useful one. Secondly, multiple 
server requests may be generated by a single user action. 
Thirdly, multiple user actions may generate the same 
server request. Fourthly, local activities (for example 
browser navigation using ‘back’, and ‘forward’ buttons) 
are not recorded. 
The paper is organized as follows: In section 2, we em-
phasize on web logs; in section 3, latest developments in 
the field web usage mining are presented; in section 4, 
visualization is depicted through a tool; section 5, focus 
on the future prospects and conclusion. 
 
II. Motivation 
Web Log mining is the process of identifying browsing 
patterns by analyzing the user’s navigational behavior. A 
Web log file [4] records activity information when a 
Web user submits a request to a Web Server. The main 
source of raw data is the web access log. Web server 
logs are plain text (ASCII) files, independent of server 
platform. There are some differences between server 
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software, but traditionally there are four types of server 
logs [5, 14]: 

1. Transfer (access) log  
2. Error log  
3. Referrer log  
4. Agent log  

The first two types of log files are “standard / common”. 
The referrer and agent logs may or may not be “turned 
on” at the server or may be added to the transfer log file 
to create an “extended” log file format. Each HTTP pro-
tocol transaction, whether completed or not, is recorded 
in the logs, and some transactions are recorded in more 
that one log. For example, most (but not all) HTTP er-
rors are recorded in the transfer log and the error log.  
A transfer access log typically is a long line of ASCII 
text, separated by tabs and spaces. A sample log is con-
sidered below. 
1Cust216.tnt1.santa-monica.ca.da.uu.net - -
[17/Sept/2011:12:13:03 -0700]  
GET /gen/meeting/ssi/next/HTTP/1.0 200 9887 
http://www.slac.stanford.edu/   
Mozilla/3.01-C-MACOS8 (Macintosh; I; PPC)  GET 
/gen/meeting/ssi/next/ - HTTP/1.0 
 
An analysis of each section is done as below 

 1Cust216.tnt1.santamonica.ca.da.uu.net 
This is the address of the computer making the HTTP 
request. The server records the IP and then, if confi-
gured, will lookup the Domain Name Server (DNS). 

 RFC931 (or identification)   
Rarely used, the field was designed to identify the re-
questor. If this information is not recorded, a hyphen (-) 
holds the column in the log. 

 Authuser - 
List the authenticated user, if required for access. This 
authentication is sent via clear text, so it is not really 
intended for security. This field is usually filled by a 
hyphen (-). 

 Time Stamp  
[17/Sept/2011:12:13:03 -0700] 
The date, time, and offset from Greenwich Mean Time 
are recorded for each hit. The date and time format is: 
DD/Mon/YYYY HH:MM:SS. The example shows that 
the transaction was recorded at 12:13 pm on Sept 17, 
2011 at a location 7 hours behind GMT. 

 Request  
GET /gen/meeting/ssi/next/ HTTP/1.0 
One of three types of HTTP requests is recorded in the 
log. GET is the standard request for a document or pro-
gram. POST tells the server that data is following. 
HEAD is used by link checking programs, not browsers, 
and downloads just the information in the HEAD tag 
information. The specific level of HTTP protocol is also 
recorded. 

 Status Code 200 
There are four classes of codes 

1. Success (200 series)  
2. Redirect (300 series)  
3. Failure (400 series)  
4. Server Error (500 series)  

A status code of 200 means the transaction was success-
ful. Common 300-series codes occurs when the server 
checks if the version of the file or graphic already in 
cache is still the current version and directs the browser 
to use the cached version. The most common failure 
codes are 401 (failed authentication), 403 (forbidden 
request to a restricted subdirectory), and the dreaded 404 
(file not found) messages.  

 Transfer Volume 9887 
For GET HTTP transactions, the last field is the number 
of bytes transferred. For other commands this field will 
be a hyphen (-) or a zero (0). The transfer volume statis-
tic marks the end of the common log file. The remaining 
fields make up the referrer and agent logs, added to the 
common log format to create the “extended” log file 
format. An analysis of each section is done as below 

 Referrer URL 
http://www.slac.stanford.edu/ 
The referrer URL indicates the page where the visitor 
was located when making the next request. The actual 
request is shown in the last field of the entry 
GET /gen/meeting/ssi/next/ - HTTP/1.0 and is duplicated 
from the HTTP Request. 

 User Agent 
Mozilla/3.01-C-MACOS8 (Macintosh; I; PPC) 
The user agent is information about the browser, version, 
and operating system of the reader.  
 
The description can be generalized through the following 
table 

Table 1: Web log file attributes and their description 
Attributes Description 
Client IP Client Machine IP Address 
Client Name Client Name if required by serv-

er, otherwise, hyphen 
Date Date when user made access 
Time Time of transaction 
Server Site Name Internet service name as appeared 

on client machine 
Server Computer Name Server Name 
Server IP Server IP provided by Internet 

Service Provider 
Server Port Server port configured for data 

transmission 
Client Server Method Client Method or modes of re-

quest can be GET, POST of 
HEAD 

Client Serves URI Stem Targeted default web page  of 
web site 

Client Server URI Query Client query which starts after 
“?” 

Server Client Status Status Code returned  by the 
server  like 200, 404 

Server Client win32Status Windows  status code 
Server Client Bytes Number of bytes sent by server to 

client 
Client Server bytes Number of bytes received by 

Client 
Time Taken How much spend by client to 

perform any action 
Client Server Version Protocol version like HTTP 
Client Server Host Host header name 
User Agent Browser type that client used 
Cookies Contents of cookies 
Referrer Link from where client jump to 

this site 
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III. Work Done 
A lot of research projects deal with the Web Log mining. 
Data Preprocessing, Pattern discovery, and pattern anal-
ysis are considered as important phases of Web Log 
mining process. Most of the efforts focus on extracting 
useful patterns and rules using data mining techniques in 
order to understand the users’ navigational behavior. 
Much of the work in this field focuses on user identifica-
tion, session identification etc. Specifically for web log 
files [6, 7] has explored certain issues regarding web 
server log files. Since in Web Log mining several tech-
niques can be used [13], one such technique is Associa-
tion mining using Web Logs [8, 9 10]. Sequence mining, 
which is another technique, can be used for discover the 
web pages which are accessed immediately after anoth-
er. It is used in [11], using a tree for storing patterns effi-
ciently. [13] Discussed the structure of web log file in 
detail and performed two preprocessing techniques data 
cleaning and user identification.  [15] Derived the user 
profiles from the analysis of web log file and Meta data 
of page contents. [16] Identified that web usage profiles 
play an important role in web personalization. Profiles 
were extracted from clusters and clusters were extracted 
from web usage data after preprocessing the web log 
file. The navigation pattern can be examined with the 
data of the server log file by the web analyzer [17]. 

 
IV. Visualization 
Using weblogexpert [12], software for Web Log mining, 
NASA server log file is analyzed. Typical behavior 
based on statistical analysis of the log file is observed 
and thereafter result is visualized as shown in Figure 2, 3 
and 4 depicting Daily Visitors, Daily Error types and 
Activity-day wise for the month of August 1995. It 
should be observed that these results can be utilized fur-
ther for certain web specific applications also. 
 
 

 
Fig.  2: Daily Visitors schedule 

 
 
 

 
Fig. 3: Daily Error Types 

 
 

 

 
Fig.  4: Activity by Day of Week 

 
V.  Conclusions and Scope 
The requirement for predicting user needs in order to 
improve the usability and user retention of a Web site 
can be addressed by Processing Web Log file efficiently. 
Future scope of Web Log mining is in Web Personaliza-
tion and to improve the overall performance of future 
accesses. In today’s era of advancements it can also be 
used in e-commerce, digital libraries etc, using tech-
niques of data mining at group level instead at individual 
level for high accuracy. 
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Abstract 
Web usage mining attempts to discover 

useful knowledge from the secondary data obtained 
from the interactions of the users with the Web. 
Web usage mining has become very critical for 
effective Web site management, creating adaptive 
Web sites, business and support services, 
personalization, network traffic flow analysis etc., 
Web site under study is part of a nonprofit 
organization that does not sell any products. It was 
crucial to understand who the users were, what they 
looked at, and how their interests changed with 
time. To achieve this, one of the promising 
approaches is web usage mining, which mines web 
logs for user models and recommendations. Web 
usage mining algorithms have been widely utilized 
for modeling user web navigation behavior. In this 
study we advance a model for mining of user’s 
navigation pattern.   

The proposal of our work proceeds in the 
direction of building a robust web usage knowledge 
discovery system, which extracts the web user 
profiles at the web server, application server and 
core application level. The proposal optimizes the 
usage mining framework with fuzzy C means 
clustering algorithm (to discover web data clusters) 
and compare with Expected Maximization cluster 
system to analyze the Web site visitor trends. The 
evolutionary clustering algorithm is proposed to 
optimally segregate similar user interests. The 
clustered data is then used to analyze the trends 
using inference system. By linking the Web logs 
with cookies and forms, it is further possible to 
analyze the visitor behavior and profiles which 
could help an e-commerce site to address several 
business questions. Experimentation conducted with 
CFuzzy means and Expected Maximization clusters 
in Syskill Webert data set from UCI, shows that EM 

shows 5% to 8% better performance than CFuzzy 
means in terms of cluster number. 
 
1. Introduction 

Web mining is the application of data 
mining techniques to extract knowledge from web 
data, including web documents, hyperlinks between 
documents, us-age logs of web sites, etc. Web 
content mining is the process of extracting useful 
information from the contents of web documents. 
Content data is the collection of facts a web page is 
designed to contain. It may consist of text, images, 
audio, video, or structured records such as lists and 
tables. Application of text mining to web content 
has been the most widely researched. Issues 
addressed in text mining include topic discovery and 
tracking, extracting association patterns, clustering 
of web documents and classification of web pages.  

Research activities on this topic have 
drawn heavily on techniques developed in other 
disciplines such as Information Retrieval (IR) and 
Natural Language Processing (NLP). While there 
exists a significant body of work in extracting 
knowledge from images in the fields of image 
processing and computer vision, the application of 
these techniques to web content mining has been 
limited. The structure of a typical web graph 
consists of web pages as nodes, and hyper-links as 
edges connecting related pages. Web structure 
mining is the process of discovering structure 
information from the web. This can be further 
divided into two kinds based on the kind of structure 
information used. 

A hyperlink is a structural unit that 
connects a location in a web page to a different 
location, either within the same web page or on a 
different web page. A hyperlink that connects to a 
different part of the same page is called an intra-
document hyperlink, and a hyperlink that connects 
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two different pages is called an inter-document 
hyperlink. In addition, the content within a Web 
page can also be organized in a tree-structured 
format, based on the various HTML and XML tags 
within the page. Mining efforts here have focused 
on automatically extracting document object model 
(DOM) structures out of documents 

Web usage mining is the application of 
data mining techniques to discover interesting usage 
patterns from web usage data, in order to understand 
and better serve the needs of web-based 
applications. Usage data captures the identity or 
origin of web users along with their browsing 
behavior at a web site. Web usage mining itself can 
be classified further depending on the kind of usage 
data considered i.e web server data, application 
server data and application level data. 

In Web Server Data, user logs are collected 
by the web server and typically include IP address, 
page reference and access time. In Application 
Server Data, commercial application servers such as 
Web logic, Story Server, have significant features to 
enable E-commerce applications to be built on top 
of them with little effort. A key feature is the ability 
to track various kinds of business events and log 
them in application server logs. In Application 
Level Data, new kinds of events can be defined in 
an application, and logging can be turned on for 
them, generating histories of these events. It must be 
noted, however, that many end applications require 
a combination of one or more of the techniques 
applied in the above the categories. 

 

 
 Fig 1: Web Mining Taxonomy 
 
2) Literature Review 

The WWW continues to grow at an 
amazing rate as an information gateway and as a 
medium for conducting business. Web mining is the 
extraction of interesting and useful knowledge and 
implicit information from artifacts or activity related 
to the WWW [4], [6]. Based on several research 
studies we can broadly classify Web mining into 

three domains content , structure and usage mining 
[8], [9]. This work is concerned with Web usage 
mining. Web servers record and accumulate data 
about user interactions whenever requests for 
resources are received. Analyzing the Web access 
logs can help understand the user behavior and the 
web structure. From the business and applications 
point of view, knowledge obtained from the Web 
usage patterns could be directly applied to 
efficiently manage activities related to e business, e-
services, e-education and so on [10]. Accurate Web 
usage information could help to attract new 
customers, retain current customers, improve cross 
marketing/sales, effectiveness of promotional 
campaigns, track leaving customers and find the 
most effective logical structure for their Web space 
[3]. User profiles could be built by combining users' 
navigation paths with other data features, such as 
page viewing time, hyper- link structure, and page 
content [12]. What makes the discovered knowledge 
interesting had been addressed by several works 
[11] and [12]. Results previously known are very 
often considered as not interesting. So the key 
concept to make the discovered knowledge 
interesting will be its novelty or unexpected 
appearance. 

Whenever a visitor accesses the server, it 
leaves the IP, authenticated user ID, time/date, 
request mode, status, bytes, referrer, agent and so 
on. The available data fields are specified by the 
HTTP protocol. There are several commercial 
software that could provide Web usage statistics[1]. 
These stats could be useful for Web administrators 
to get a sense of the actual load on the server. 
However, the statistical data available from the 
normal Web log data files or even the information 
provided by Web trackers could only provide the 
information explicitly because of the nature and 
limitations of the methodology itself. Generally, one 
could say that the analysis relies on three general 
sets of information given a current focus of attention 
past usage patterns, degree of shared content and 
inter-memory associative link structures. After 
browsing through some of the features of the best 
trackers available it is easy to conclude that rather 
than generating statistical data and texts they really 
do not help to find much meaningful information. 

For small web servers, the usage statistics 
provided by conventional Web site trackers may be 
adequate to analyze the usage pattern and trends. 
However as the size and complexity of the data 
increases, the statistics provided by existing Web 
log file analysis tools may prove inadequate and 
more intelligent knowledge mining techniques will 
be necessary[2], [3]. In the case of Web mining, 
data could be collected at the server level, client 
level, proxy level or some consolidated data. These 
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data could differ in terms of content and the way it 
is collected etc. The usage data collected at different 
sources represent the navigation patterns of different 
segments of the overall Web traffic, ranging from 
single user, single site browsing behavior to multi-
user, multi-site access patterns. Web server log does 
not accurately contain sufficient information for 
inferring the behavior at the client side as they relate 
to the pages served by the Web server.  

To demonstrate the efficiency of the 
proposed frameworks, Web access log data at the 
Monash University's Web site were used for 
experimentations. The University's central web 
server receives over 7 million hits in a week and 
therefore it is a real challenge to find and extract 
hidden usage pattern information. To illustrate the 
University's Web usage patterns, average daily and 
hourly access patterns for 5 weeks are shown. The 
average daily and hourly patterns nevertheless tend 
to follow a similar trend the differences tend to 
increase during high traffic days (Monday - Friday) 
and during the peak hours (11:00 - 17:00 Hrs). Due 
to the enormous traffic volume and chaotic access 
behavior, the prediction of the user access patterns 
becomes more difficult and complex.  

Previous work presented approaches for 
discovering and tracking evolving user profiles. It 
also describes how the discovered user profiles can 
be enriched with explicit information need that is 
inferred from search queries extracted from Web log 
data. Profiles are also enriched with other domain-
specific information facets that give a panoramic 
view of the discovered mass usage modes. An 
objective validation strategy is also used to assess 
the quality of the mined profiles, in particular their 
adaptability in the face of evolving user behavior. 
However the previous work concentrated only on 
user profiling at the application level data but not 
associating it to the web server. The user profile 
maintained by the web server enriches the user’s 
session of authenticity at different spatial entities. 
The previous work used conventional web log 
profile analyzers weakened at the linkage of web 
user profiling to its server. 
 
3) Cluster based Web Usage Knowledge 
Discovery Framework  

 
The rapid e-commerce growth has made 

both business community and customers face a new 
situation. Due to intense competition on the one 
hand and the customer's option to choose from 
several alternatives, the business community has 
realized the necessity of intelligent marketing 
strategies and relationship management. Web usage 
mining attempts to discover useful knowledge from 

the secondary data obtained from the interactions of 
the users with the Web. Web usage mining has 
become very critical for effective Web site 
management, creating adaptive Web sites, business 
and support services, personalization, network 
traffic flow analysis and so on.  

 
The proposed cluster based framework 

presents the important concepts of Web usage 
mining and its various practical applications. Further 
a novel approach called Web usage miner is 
presented. Web Usage Miner could optimize the 
concurrent architecture of a fuzzy clustering 
algorithm (to discover web data clusters) and a 
fuzzy inference system to analyze the Web site 
visitor trends. A hybrid evolutionary fuzzy 
clustering algorithm is proposed to optimally 
segregate similar user interests. Proposed approach 
is compared with hierarchical patterns (to discover 
patterns) and several function approximation 
techniques.  
 

The Miner hybrid framework optimizes a 
fuzzy clustering algorithm using an evolutionary 
algorithm. The raw data from the log files are 
cleaned and pre-processed and a fuzzy C means 
algorithm is used to identify the number of clusters. 
The developed clusters of data are fed to a fuzzy 
inference system to analyze the trend patterns. The 
if-then rule structures are learned using an iterative 
learning procedure by an evolutionary algorithm and 
the rule parameters are fine tuned using a back 
propagation algorithm. The optimization of 
clustering algorithm progresses at a faster time scale 
in an environment decided by the inference method 
and the problem environment.  
   

 
Figure 2: High Level Web Usage Mining Process 
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3.1 Optimization of Fuzzy Clustering 
Algorithm 

 
Usually a number of cluster centers are 

randomly initialized and the FCM algorithm 
provides an iterative approach to approximate the 
minimum of the objective function starting from a 
given position and leads to any of its local minima. 
No guarantee ensures that FCM converges to an 
optimum solution (can be trapped by local extrema 
in the process of optimizing the clustering criterion). 
The performance is very sensitive to initialization of 
the cluster centers. An evolutionary algorithm is 
used to decide the optimal number of clusters and 
their cluster centers. The algorithm is initialized by 
constraining the initial values to be within the space 
defined by the vectors to be clustered. In the Miner 
approach, the fuzzy clustering algorithm is 
optimized jointly with the trend analysis algorithm 
(fuzzy inference system) in a single global search. 
 
3.2 Expectation Maximization 

 
Expectation maximization (EM) is used for 

clustering in the context of mixture models. This 
method estimates missing parameters of 
probabilistic models. Generally, this is an 
optimization approach, which had given some initial 
approximation of the cluster parameters, iteratively 
performs two steps, i.e., the expectation step 
computes the values expected for the cluster 
probabilities, and second, the maximization step 
computes the distribution parameters and their 
likelihood given the data. It iterates until the 
parameters being optimized reach a fix point or until 
the log-likelihood function, which measures the 
quality of clustering, reaches its maximum. To 
simplify the discussion we first briefly describe the 
EM algorithm. 
 

The algorithm is similar to the Fuzzy C-
means procedure in that a set of parameters are re-
computed until a desired convergence value is 
achieved. The parameters are re-computed until a 
desired convergence value is achieved. The finite 
mixtures model assumes all attributes to be 
independent random variables. A mixture is a set of 
N probability distributions where each distribution 
represents a cluster. An individual instance is 
assigned a probability that it would have a certain 
set of attribute values given it was a member of a 
specific cluster. In the simplest case N=2, the 
probability distributes are assumed to be normal and 
data instances consist of a single real-valued 
attribute. Using the scenario, the job of the 
algorithm is to determine the value of five 

parameters are the mean and standard deviation for 
cluster 1, the mean and standard deviation for 
cluster 2 and the sampling probability P for cluster 1 
(the probability for cluster 2 is 1-P) 
 
Algorithm Procedure  

a. Guess initial values for the five 
parameters. 

b. Use the probability density function for a 
normal distribution to compute the cluster 
probability for each instance. In the case of a single 
independent variable with mean µ and standard 
deviation ó, the formula is: 

 
 In the two-cluster case, we will have the 

two probability distribution formulas each having 
differing mean and standard deviation values. 

c. Use the probability scores to re-estimate 
the five parameters. 

d. Return to Step b. 
 

The algorithm terminates when a formula 
that measures cluster quality no longer shows 
significant increases. One measure of cluster quality 
is the likelihood that the data came from the dataset 
determined by the clustering. The likelihood 
computation is simply the multiplication of the sum 
of the probabilities for each of the instances.  

 
4. Experimental Evaluation of EM and 
CFuzzy Cluster for Web usage Mining 

 
Measuring the quality of the EM and 

CFuzzy clustering in navigation patterns mining 
systems needs to characterize the quality of the 
results obtained. The experimental evaluation was 
conduced using UCI repository data sets of Zoo 
Data Set. The data is in the original arff format used 
by Weka tool. The characteristics of the dataset used 
are given in the Table 1. Expectation Maximization 
Clustering Algorithm and Cfuzzy means algorithm 
are used for User Modeling in Web Usage Mining 
System.  

 

      Table 1: Dataset used in the experiments 
----------------------------------------------------------- 
Data set   Size (Mb)Record- Instances
   
----------------------------------------------------------- 
Zoo Data Set  12  1010 

All evaluation tests were run on a dual 
processor Intel CPU 2.5 GHz Pentium Core 2 Duo 
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with 4GBytes of RAM, operating system Windows 
XP. Our implementations run on Weka tool, a data 
mining software for evaluation part of the system. In 
this study, there are two steps of data converting 
before applying EM clustering algorithm. There are 
around 800 URLs in DePaul dataset. Assigning each 
URL address in the session to sequential numeric 
values is the first step. It is impossible to assign 800 
attributes to Weka so for reducing the number of 
attribute, each eight sequence of attributes is 
assigned to one attribute based on EM algorithm. 
Table 2 shows some basic statistics on user and 
sessions after cleaning, filtering and session the Zoo 
dataset. 

 
Table 2: Dataset for Clustering (EM and CFUZZY) 
--------------------------------------------------------------- 
No of Users Size (Mb) No of Sessions No of   

      Repeat   
      Users 

-------------------------------------------------------------- 
125        10            1028        234 
 
-------------------------------------------------------------- 
5. Result and Discussion on Clusters 
effect on web usage patterns 

EM algorithm is used in statistics for 
finding maximum likelihood estimates of 
parameters in probabilistic models, where the model 
depends on unobserved latent variables. The process 
of the algorithm repeats until likelihood is stable. 
Table 2 shows the cluster detection rate of the EM 
algorithm on the Zoo data set. The cluster detection 
rate is measured in terms of True positive, which is 
indicated in the Table 3, as the number of data 
record-instances increases,  true positive rate of 
cluster object gets higher. The experiment was 
accomplished by maximum 114 iterations. It is 
complex to define the number of clusters in the 
initial cluster formation. In our experiment, we tried 
several times to tune the cluster size with other 
parameters to get higher true positive rate of 
clustering. Finally cluster the user’s navigation 
patterns into 20 groups. Meanwhile, that the EM 
algorithm will get a local optimization after 26 
iterations. 
Table 3: Performance of EM with True Positive 
rate against number of record instances 

 
 
No of Record Instance Cluster True Positive  

                                            Rate 
1010    0.9 
840    0.713 
286    0.217 
----------------------------------------------------------- 

Table 4 depicts the performance of EM for 
true negative rate of cluster formation of the Zoo 
data set. For instance the percentage of the largest 
cluster is 34, while the experiment creates 20 
clusters. With the increased record size, False 
Positive of cluster object formation also raises. 
However the false positive rate is comparatively 
very small compared to that of total number of 
cluster object. This in turn reduces the impurity in 
cluster formation. The performance graph of EM 
clustering on zoo data set is shown in Figure 3. 
Percentage of maximum cluster in clusters set will 
be decreased if the number of the cluster object 
purity is increased for every iteration. 

Table 4: True Negative rate of cluster objects in 
web usage mining  
----------------------------------------------------------- 
No of Record Instances     Cluster False  

                                 Positive Rate 
1011    841 
----------------------------------------------------------- 
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Figure 3: Performance of EM on Zoo Data set 
with TP and FP 

The precision of the cluster formation for 
Zoo data set with CFuzzy cluster and EM algorithm 
are depicted in the Table 5. The performance of 
precision is measured with respect to number of 
instances in the data set to form the cluster with all 
the 10 attributes. The precision of EM is higher than 
the CFuzzy cluster model which is shown in Table 2 
and Figure 4 indicates that the precision rate even 
increases for higher number of record instances of 
the data set.  
Table 5: Performance of Cluster Precision on 
EM and CFuzzy algorithm  
No of Record      EM Precision         CFuzzy  
Instances                                             Precision 
1012  0.745      0.713 
842  0.682      0.645 
286   0.535      0.526 
----------------------------------------------------------- 
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Figure 4: Comparative performance of Cluster 
Precision on EM against CFuzzy  
 

Visit-coherence is utilized to evaluate the 
quality of the clusters (navigation pattern) produced 
by the EM clustering algorithm. In addition visit-
coherence quantifies a session intrinsic coherence. 
As in the page gather system, the basic assumption 
here is that the coherence hypotheses holds for 
every session. To evaluate the visit-coherence, split 
dataset using 10 cross validation. The percentage of 
user usage visit coherence precision in the EM is 
approximately 11% higher than C Fuzzy means 
clustering algorithm for difference values of  
attributes. 
 
6. Conclusion 

 
The web usage mining framework 

presented in this work evaluates the performance of 
expectation-maximization (EM) and CFuzzy means 
cluster algorithms. The proposed Miner framework 
is an initial effort to patch up some of the 
weaknesses of the conventional web log file 
analyzers. The experimental results of EM represent 
that by decreasing the number of clusters, the log 
likelihood converges toward lower values and 
probability of the largest cluster will be decreased 
while the number of the clusters increases in each 
web usage pattern. The experimentation on the K-
means clustering is also conducted. The results 
indicate the EM approach can improve accuracy of 
clustering to 11 more. By linking the Web logs with 
cookies and forms, it is further possible to analyze 
the visitor behavior and profiles which could help an 
e-commerce site to address several business 
questions. The further scope can be made in the 
direction of applying some classification methods 

for request. This can be used in web usage mining-
based prediction systems. 
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Abstract 
            E-Health is a relatively recent term for healthcare practice supported by 
electronic processes and communication, dating back to at least 1999. E-Health is 
greatly impacting on information distribution and availability within the health services, 
hospitals and to the public. E-health was introduced as the death of telemedicine, 
because - in the context of a broad availability of medical information systems that can 
interconnect and communicate - telemedicine will no longer exist as a specific field. The 
same could also be said for any other traditional field in medical informatics, including 
information systems and electronic patient records. E-health presents itself as a common 
name for all such technological fields. In this paper we focuses in multi database by 
determined some sites and distributed it in Homogenous way. This will be followed by an 
illustrative example as related works. Finally, the paper concludes with general remarks 
and a statement of further work. 
 Keywords: Multi databases, Health Care, Distributed Database.

1. Introduction 
          The advent of the internet had a 
major impact on the healthcare industry 
in the last four decades. While the 
sophistication of Public Digital Assistant 
(PDA), wireless systems and browser 
based technology is at the forefront of all 
healthcare entities considering 
implementation and/or expansion of 
their technology, there are no limits as to 
how far these will go. With all major 
financial decisions comes bench marking 
for best practices, conflicts and 
negotiations. In health care networks 
computers are being used with 
increasing enthusiasm, although the 
exploitation of their capabilities still lags 
behind that of industry in general. The 
'information technology revolution' has 
made a great impact on daily life in 
modern society, being used in familiar 
applications from high-street cash 
dispensers to children's education. 
Increasing exposure to computing tools 
and services has meant that much of the 
mystique surrounding the discipline is 
disappearing, and the next generation of 

medical professionals and other workers 
in the health sector can be expected to 
have a very positive approach to 
computing [1]. Most of today’s Hospital 
Information Systems (HIS) are 
characterized by a large number of 
heterogeneous system components [2].     
A multidatabase system consists of a 
collection of autonomous component   
database   systems.   Distribution   of   
data across multiple sites is a clear trend 
in many   emerging internet applications. 
One  major  advantage  of  data  
distribution  is  each  site  can process 
it’s own data with some degree of 
autonomy and user’s can be provided 
with a single global view of the data[3]. 
Through Internet, the e-health care could 
point out record, measure, monitor, 
manage, and in the end to deliver patient 
oriented along with condition-specific 
care services in real time. Internet-based 
e-health is capable of operating 
ubiquitously, at anytime for anyone. E-
health has been making health care more 
effective, allowing patients and 
professionals to do the previously 
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impossible through the widespread 
information and communication 
technologies [4]. The telemedicine 
system, a currently used information 
system, enabled to maximize the 
collection, delivery, and communication 
of health care information, clinical 
messages, nursing interaction, and 
medical records from one location to 
another in e-health fields [6].Nadir 
k.Salih et al.  [8] They have 
recommended an agent-Web service that 
has the features of both the agent 
technology as well as the Web services 
technology and is managed by an 
autonomic system based on multi-agent 
support. This can help to develop 
enterprise IT systems that are optimal, 
highly available. And building 
deployable solutions in the number of 
application domains comprising 
complex, distributed systems.  
       The remainder of the paper is 
structured as follows: Section two 
presents Objectives of computerized 
information systems in a health network. 
Section 3 describes some sites and 
databases in health care networks. 
Section 4 demonstrates Homogenous 
Distributed Database Systems. Section 5 
Related works, Section 6. Finally, the 
paper concludes with general summary 
2. Objectives 
       Three factors will greatly influence 
the further development of information 
processing in health care with in the near 
future: the development of the 
population, medical advances, and 
advances in informatics. Healthcare in 
the 21st century requires secure and 
effective information technology 
systems to meet two of its most 
significant challenges: improving the 
quality of care while also controlling the 
costs of care. The demands of 
computerized information systems in a 

health network with regard to hardware 
and software are rarely matched by 
industrial applications. The problems to 
be solved are therefore correspondingly 
diverse and require many innovative 
techniques. The objectives of such 
computerization are to: 
   • Reduce the need for, and duration of, 
treatment of patients by good prevention 
methods and early diagnoses; 
   • Increase the effectiveness of 
treatment to the extent allowed by 
improved information; 
   • Relieve professionals and other 
workers in care units of information 
processing and documentation burdens, 
thereby freeing them for more direct care 
of the patient; 
   • Enhance the exploitation of resources 
available for health care by good 
management and administration; 
   • Archive clinical data, facilitate the 
compilation of medical statistics and 
otherwise support research for the 
diagnosis and treatment of disease. 
3. Some sites and databases in health 
care networks 
     During the data analysis phase of a 
study of such a typical network, six 
important sites or functional area types 
were identified as providing a realistic 
and representative scenario for a case 
study. The sites were 
  (1) Community care units for schools 
and the community; 
  (2) General practitioner or health centre 
units providing a first contact point for 
patients with the health care network; 
  (3) Casualty units within hospitals for 
treating accidents or other emergencies 
requiring urgent responses; 
  (4) Laboratories, usually within 
hospitals, to provide analyses of samples 
from various other units;   (5) Patient 
records offices, for the administration of 
medical records within hospitals; 
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  (6) Wards for the treatment of in-
patients within hospitals. 
      The requirements of each of these 
sites were distilled from the output of the 
data analysis phase of the study, 
supplemented by data descriptions 
reported by other studies, and expressed 
as a collection of five descriptions: data 
objects handled, functions carried out, 
events triggering each function; 
constraints on the functions; and the 
distribution of the functions and the data 
around the network. 
4.Homogenous Distributed Database 
Systems 
A homogenous distributed database 
system is a network of two or more 
databases that reside on one or more 
machines [7]. Figure 1 illustrates a 
distributed system that connects three 
databases: COMMUNITY CARE 
DATABASE, HEALTH CENTRE 
DATABASE and CASUALTY. An 
application can simultaneously access or 
modify the data in several databases in a 
single distributed environment. For 
example, a single query from a 
COMMUNITY CARE DATABASE 
client on local database can retrieve 
joined data from the PATIENT table on 
the local database and the DOCTOR 
table on the remote HEALTH CENTRE 
database. For a client application, the 
location and platform of the databases 
are transparent. You can also create 
synonyms for remote objects in the 
distributed system so that users can 
access them with the same syntax as 
local objects. For example, if you are 
connected to database COMMUNITY 
CARE DATABASE yet want to access 
data on database HEALTH CENTRE 
DATABASE, creating a synonym on 
COMMUNITY CARE DATABASE for 
the remote PATIENT table allows you to 
issue this query: 

SELECT * FROM PATIENT; 
In this way, a distributed system gives 
the appearance of native data access. 
Users on COMMUNITY CARE 
DATABASE do not have to know that 
the data they access resides on remote 
databases. 
5. Related works 
        Mobile multi-agent information 
Platform MADIP that is developed on 
top of JADE and allows MAs to work on 
behalf of health care professionals, to 
collect distributed users’ vital sign data, 
and to spontaneously inform abnormal 
situations to associated health care 
professionals [4]. National Health 
Information Network (NHIN) This 
model shows the feasibility of an 
architecture wherein the requirements of 
care providers, investigators, and public 
health authorities are served by a 
distributed model that grants autonomy, 
protects privacy, and promotes  
Participation [5]. Present the design and 
architecture of a mobile multi-agent 
based information platform – MADIP – 
to support the intensive and distributed 
nature of wide-area (e.g., national or 
metropolitan) monitoring environment. 
To exemplify the proposed 
methodology, an e-health monitoring 
environment was built on top of MADIP 
[6]. 
6. The appropriateness of DDB 
technology for health applications 
       There is an interesting hierarchy or 
network of (distributed) databases within 
the distributed databases for this 
application. There are many (distributed) 
databases in the system which 
corresponds to individual patients, 
doctors and many other objects. Some of 
these may appear as simple entities in 
other distributed databases. Consider an 
extreme case of a patient who has some 
chronic condition such as asthma or
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hypertension, which may be particularly 
persistent. He or she could quite 
conceivably also be found, perhaps 
several years later, to be suffering from 
some other chronic condition, for 
example arthritis. A patient like this 
could, over a decade say, accumulate a 
sizeable collection of details resulting 
from frequent consultations, tests and 
treatments. Now all patients' records 
constitute a distributed database in a 
structural or intensional sense. However 
the physical size of the record of an 
individual chronically ill patient could 
mean that it qualifies as a database in the 
extensional sense also. 
7. Conclusions 
     We have looked at the objectives of 
computerization of health care systems, 
and we have concentrated up on some 
sites and databases in health care 
networks. We also provide an intuitively 
acceptable set of criteria to help 
determine if the DDB approach is 
appropriate for a particular application 
environment.  
     We are also working with healthcare 
professionals to ensure that our e- 
healthcare system meets their needs, and 
we are improving our systems based on 
their feedback. 
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Figure 1 Homogeneous Distributed Database 
(Self Creation) 
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Abstract 
A buyer-seller watermarking protocol utilize watermarking 
along with cryptography for copyright and copy protection 
for the seller and meanwhile it also preserve buyers rights 
for privacy. Up to now many secure BSW protocol has 
been suggested but the common problem with all of them 
is that in all of them is the buyer’s involvement in 
generation of some cryptographic key or watermark or 
digital signature what happened if buyer is not capable or 
is a layman and does not understand what cryptography 
and watermarking means. In this paper we proposed the 
use of open access identification concept for this buyer has 
to get registered with some trusted third party which after 
registration provide an open access ID which is unique. 
This not only provide anonymity to buyer but the seller can 
also provide some benefit to his loyal customers. In our 
scheme non of the watermark or cryptographic key is 
generated by buyer so a layman buyer can also use it.  It 
also enables a  seller  to  successfully  identify  a  
malicious seller  from  a  pirated  copy, while  preventing  
the  seller  from  framing  an  innocent  buyer and provide 
anonymity to buyer.  
Keywords: Buyer-Seller watermarking   protocols; 
watermarking; copy protection; copyright protection 

1. Introduction 

Now a days multimedia data is floating throughout the 
world wide web . The  ease by which digital content can be 
stored and processed without any loss of quality resulted in 
illegal replication and distribution of digital content To 
prevent this Digital Right Management 
Technologies(DRM) has been developed. DRM utilize 
special properties of cryptography and watermarking for 
copyright  protection  of  multimedia data and to prevent 
unauthorized use of digital content. But due to lack of 
implementation rule a uniform DRM system is not possible 
yet. Earlier research on fingerprinting schemes have been 
conducted by Pfitzmann etal. [1], and by Camenisch et al. 
[2]. The shortcoming of these schemes lies in their 
inefficiency. A buyer-seller watermarking protocol is one 
that combines encryption, digital watermarking, and other 
techniques to ensure rights protection for both the buyer 
and the seller in e-commerce. The first known buyer-seller 
watermark protocol was introduced by Memon et al. 

[3].Since the first introduction of the concept, several 
alternative design solutions have been proposed in 
[4,5,6,7].  
 
The main feature of a  buyer-seller watermarking protocol 
is to enable a honest seller to successfully identify a traitor 
from a pirated content copy, while preventing the dishonest 
seller from framing an innocent buyer and also preserve 
anonymity of buyer. A  buyer-seller  watermarking  
scheme  may  involves  the two steps[10].   
(I)  A watermark is embedded  by seller   to  identify  the  
buyer of  a  digital  product, such  as  an  image.   
(II) When  a  pirated  copy  is  found, the seller will detect 
the watermark of the pirated copy and verify the buyer 
with the help of some trusted third party. A  secure  buyer-
seller  watermarking  protocol is must consist of following 
properties  
Traceability: A copyright violator should be able to be 
traced and identified. Non-framing: Nobody can accuse an 
honest buyer. 
Non-repudiation: A guilty buyer cannot deny his 
responsibility for a copyright violation caused by him. 
Dispute resolution: The copyright violator should be 
identified and adjudicated without him revealing his 
private information, e.g. private keys or secret watermark. 
Anonymity: A buyer’s identity is undisclosed until he is 
judged to be guilty. 
Most of the  proposed protocols has the above said 
properties, these protocols are infeasible as most  of  the  
protocols underlying the assumption that the buyer has the 
knowledge of  cryptography  and  watermark.  However, 
the  buyer  may have or have-not  any  knowledge  of 
cryptography and watermark so the involvement of buyer 
must be reduced  in the generation of watermark and 
cryptographic Key without neglecting his rights. Second, a 
buyer must interact with different parties many times and 
exchange different keys and store them this is very  
inconvenient to the buyer and accuse a high 
communication load.  
Almost many of the above mentioned technical problems 
are solved in the scheme proposed by Alfredo Rial et al in 
their Privacy preserving Buyer-Seller watermarking 
Protocol(PBSW) based on Price Oblivious Transfer(POT) 
besides this some practical problem remain unsolved and 
need to be discussed. Firstly in this protocol Buyer has to 
interact many times with seller and Trusted third party 
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making system more complicated for buyer. Secondly 
buyer is anonymous for seller so seller cannot give some 
advantage to his loyal customers this may be against the 
marketing policy of many companies. Thirdly seller 
doesn’t learn items bought by customer so he cannot 
planned strategically to improve his business. fourth short 
comes of this scheme is what happened if seller deliver 
wrong item in place. Lastly if buyer is corrupt and claiming 
the deliver items are not that item which he actually 
ordered there is no counterparts suggested to deal such 
types of practical problem. In this paper we  propose  a 
novel pseudo privacy preserving buyer-seller 
watermarking protocol which is capable to solve all the 
technical problem along with all practical  problems 
mentioned above and overcome the drawbacks existing in 
the present protocols. Our protocol is easy to implement 
and accomplished in fewer steps causing no extra 
computation burden on the buyer The rest of this paper is 
organized as follows. In Section II, we describe our 
proposed watermarking protocol in detail. In Section III, 
we discuss the working of proposed scheme , in Section IV 
we analyze proposed method. Finally, in Section V, we 
summarize our work. 
2.  PROPOSED SCHEME 
Our buyer-seller watermarking protocol consist of a buyer 
denoted by “B”, a seller “S” trusted third party called as 
copyright Certification  Authority  (Bank)   is a 
certification and registration authority which is responsible 
for registration of  buyers(B1,B2…….Bn) and seller 
(S1,S2….Sn)and to embed second watermark which is 
invisible and used to verify the misbehavior of any buyer 
or seller also verify the payment condition ,So it can be 
any commercial bank so this trusted third party can be said 
as “Bank” .Finally An   Judge “J",   who   adjudicates   
lawsuits   against   the infringement of copyright and 
intellectual property. The  buyer-seller  watermarking  
protocol  we  proposed  in this section has four sub 
protocols: registration protocol, watermark  generation  
protocol,  watermark  insertion  protocol, copyright  
violation    and  dispute  resolution protocol.  In  our 
protocol, we assume the following assumptions hold. (1) A 
public key infrastructure PKI is well developed. (2) The 
TTP is assumed to be trustworthy. (3) The encryption 
function  used  in  the  PKI,  i.e.  (Ek), is  assumed  to  be  
a privacy homomorphism with respect to watermark 
insertion operation ⊕ . By privacy homomorphism with 

respect to ⊕  we mean it has the property that 

(b).Ek (a)Ek   b)(aEk ⊕=⊕  

Our algorithm has been accustomed of following signs 
 
B:Buyer of certain multimedia content 
S: seller of certain multimedia concept 
CCA :Copyright  certifying authority 
sKB: private key of CCA 

pKB: public key of buyer issued by CCA  
TID: Transaction ID 
CA: Certificate of authenticity 
 
2.1  Registration  
Registration process has two phase both are mutually 
explicit one is for customer and another is for seller  
The  registration  protocol,  performed  between  the  
buyers(B1,B2…….Bn) and  the copyright  Certification  
Authority  (Bank)  the  registration process as follows: 
Step 1. If the buyer B wants to remain anonymous during 
transactions,  he  asks  Bank  for  an  anonymous certificate  
and get himself registered with Bank. 
 
Similar to above the  Seller has to get registered with 
Certification authority and request a certificate of 
authenticity from the bank 
 
Step  2.  Bank now provide an open access identity which 
will act as pseudo-identity for the buyer and will be the 
identity of buyer for seller . 
This registration is one time process and will be valid until 
any of the party involve will refuse to continue.   
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Figure 1 

 
2.2  Initialization 
The  initialization of protocol starts as the buyer wish to 
purchase a message (m1 to mn),  this process performed  
between  the  buyer(B) and  the  Certification  Authority  
(Bank)  the Initialization process as follows: 
 
Step 1. buyer asks  Bank for  an  anonymous certificate  
and sends detail of items and seller to Bank,  
Step  2.  Bank  verify from seller about the items 
availability and their price and confirm the amount deposit 
in account of buyer . 
Step 3. After confirmation Bank selects  a  key  pair  (pkB 
, skB )  randomly,  then he  generates  an  anonymous  
certificate  CertCCA(pkB ) and an  anonymous  transaction 
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ID (TID) which  can  identity B. Bank sends certificate 
Cert CA(skB ), skB (TID) to B and Cert CA(pkB ) to S. 
 
2.3 Watermark Generation and embedding Protocol At 
Seller End  
 
Seller S generates a watermark V  which can be used to 
identify the guilty user. This is a protocol between Buyer 
Seller and Trusted Third Party  
Step  1.  When  B wants  to  buy  a  digital  content  X  
from the  seller” S”,  B  first  negotiates  with  seller”S”  to  
set  up an  agreement  (ARG)  which  explicitly  states  the  
rights  and obligations  of  both  parties  and  specify   the  
digital  content X . The ARG uniquely binds this particular 
transaction to X and can be regarded as a purchase 
order.Buyer B sends his transaction ID (TID) to Seller 
Step   2.   Upon   receiving transaction ID (TID) from B,  S  
verify it with  the  TID provide by  Bank,  If it is  valid, S 
generate or select (from his database) a  unique watermark  
“VW” which is visible watermark and unique key pair(pkS 
, skS )   for  this particular   transaction.  
Step   3.   Now this watermark is embedded by S in digital 
content X such that 
X’ = X ⊕  skS( VW) 
Step   3. Now X’ is encrypted with the Private key send by 
buyer and send it to bank ie.S sends EpkB(X’), to bank and 
the public Key pkS to buyer. 
 
2.4  Watermark Embedding Protocol At Bank End 
 
Step    1.   When   Bank  receives   the   encrypted   digital 
product   EpkB (X’ ) from S, It decrypt it with the help of 
his private key afterwards bank  generates or select (from 
his database) a watermark(IW) and a symmetric key(pKt) 
to insert a invisible watermark(IW) in X’, buyer is 
anonyms of this watermarking. Seller may knows about 
invisible watermark but he doesn’t know about what 
generated watermark 
Such as: X’’ = EpkB [X’ ⊕  EpKt( (IW)] 
Step   2.  After  that,  X’’ is send to B along with TID. 
 When B  receives  the  encrypted  watermarked X’’ he 
decrypt and remove visible watermark by using public key 
pkS. The entire protocol can be summarized by seeing 
figure 1 and 2 
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Figure 2. 

 
Identification and Dispute Resolution:  
When Seller found an unauthorized copy of content 
X, seller raises the matter to CCA. 
1) Seller sends  the pirated copy to CCA. 
2) CCA extract  invisible watermark and match with 
the database of buyer’s . 
3) if both invisible watermark is same then buyer is 
guilty and can be challenged in front of judge 
4) If seller tries to frame innocent buyer then no 
invisible watermark is found or it will not match with 
the database of buyer since for every transaction 
CCA will choose different watermark. 

 
Figure 3. 

 
3. Accountability Analysis 
 
Ownership Right Protection : Owner of the digital work 
embed visible watermark with his private key into the 
image for owner authentication. The buyer can remove this 
with his public key for restriction free use of this digital 
work. The ownership right is now protected by the 
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invisible watermark which is inserted by the bank which is 
semi fragile in nature thus helpful in tracing malicious 
buyer to trace if pirated copy found. A semi-fragile 
watermark is sensitive to non-permitted modifications. 
Ideally, a semi-fragile watermark would   gloss over 
innocent alterations on the image (for example 
postproduction editing, mild compression, filtering or 
contrast enhancement) but it should give alarm when 
content change occurs or in case of high compression rates. 
So, if a client tries to do any kind of malicious 
manipulations such as the addition or removal of a 
significant element of the image, would invalidate the 
image. Also an owner can prove   his ownership with the 
help of copyright  Certification  Authority  (Bank)  . In 
case of any dispute copyright  Certification  Authority  
(Bank)   extracts the copyright watermark from the 
disputed digital product and verifies the watermark and 
copyright information submitted by the valid requester 
with the information stored in the owner’s database. 
Client’s Right Protection : If the seller wants to frame the 
innocent buyer he can sell the digital content with his own 
visible watermark but it cannot insert the invisible 
watermark, since the bank issue the certificate for the deal 
he cannot cheat buy supplying the wrong digital content. In 
case of any dispute, the right verification of a valid-
requester (a client in this case) is done by the verification 
module in the CPA. CPA uses its verification module to 
extract the client certificate and watermark for any dispute. 
Pirate Root Identification : The Pirate root identification is 
provided by the CPA. When a suspicious copy of the 
digital image is submitted to CPA, the CPA uses its 
verification module to extract invisible watermark using 
watermark extraction algorithm and match it with client 
database  
Anonymity  problem :  The  anonymity  of  the  buyer  can  
be retained during the transaction unless the buyer is 
judged by ARB  to  be  guilty  of  piracy.  In  our  
proposed  protocol,  the dispute resolution protocol can be 
carried out well without the buyer’s participation, so the 
buyer’s privacy right is well protected. 
Buyer’s participation in the dispute resolution problem : 
Buyer’s  participation  is  not  required  in  dispute  
resolution protocol with the assistance of Trusted Third 
Party(TTP) It can prevent malicious seller from annoying 
innocent buyer by repeatedly enforcing the buyer to 
participate in the dispute resolution. 

 
4. CONCLUSION 
In this paper we try to build a Buyer-Seller watermarking 
protocol which is capable to solve the  common problems. 
Since none of the cryptographic key and watermark is 
generated or embedded by buyer it reduces computational 
cost at buyer end and make it easy to use by a laymen 
buyer also. Since buyer is using open access ID issued by 

CCA thus remain anonymous and since this ID is unique 
so seller can give some reward to it’s loyal customer. No 
need of buyer’s involvements in any kind of dispute until 
he is found guilty. Lastly the number of times of buyer’s  
interaction with seller is less then other protocol.  
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Abstract 

Rapid pace of improving technology in Wireless Sensor 
Networks (WSN) made it possible to manufacture low power, 
multifunctional sensor nodes. WSN is the set of small power 
energy confined sensor nodes which can be deployed in 
unapproachable domains. In WNS biggest constraint is to 
employ an efficient power consumption scheme. Different 
protocols were described for WSN out of which the research has 
been done on hierarchical (clustering) protocols to find out 
longer network lifetime. Low Energy Adaptive Clustering 
Hierarchy (LEACH), Power Efficient GAthering in Sensor 
Information System (PEGASIS) and Virtual Grid Array (VGA) 
protocols were analyzed for network lifetime by changing the 
sensing range of sensor nodes and increasing the network size. 
The sensing ranges used are 8m and 12m for 60, 90 and 120 
number of nodes. The results found that PEGASIS had the 
consistency in network lifetime and it also supports large 
networks. While LEACH is more suitable for networks having 
less than hundred number of nodes. 

Keywords: WSN, LEACH, PEGASIS, VGA, Protocol 
Comparison, Network Lifetime      

1. Introduction 

The enhancements in the technology lead the wireless 
communication and electronics to manufacture low power, 
multifunctional sensor nodes [1]. The typical architecture 
of wireless sensor node comprises of power source, 
transceiver, micro-controller, external memory, analog 
digital converter and sensors. The Wireless Sensor 
Network is the set of small power energy confined sensor 
nodes [2], being used widely for different applications like 
military [1], environmental, medical, home [6], location 
and movement finding and industrial [7]. The sensor nodes 
in wireless sensor network communicate via radio waves 
with other nodes as well as with base station [4]. The 
deployment of wireless sensor networks nodes is 

preferably random in most of the cases or in 
unapproachable places with remote monitoring. Further, 
sensor nodes may be equipped with the facilities of data 
aggregation (Data aggregation is the process of combining 
distributed data into high quality information) and fusion 
(Data fusion is a method in which different types of data 
from several sensors, are integrated to increase efficiency 
or accuracy) which provide the support to transmit partial 
processed data instead of raw data. On the other hand, 
WSN has to cope with several bottlenecks like power 
consumption [1], computation, communication and 
unreliable readings [5]. Among the mentioned constraints, 
power consumption requires more attention to prolong the 
network life span of the wireless sensor network. Thus for 
WSN, the routing protocols must have the capability to 
self-organize [1]. 
 
The routing protocols for WSN are classified into various 
categories shown in fig. 1 [8], out of which hierarchical 
routing category is selected to analyze the impact on the 
lifetime of the network. Because hierarchical routing 
protocols utilize the resources in efficient and optimized 
ways. In this paper three hierarchical WSN routing 
protocols are selected based on level of scalability and 
localization (the determination of the geographical 
locations of sensors). The goal of the paper is to analyze 
the impact of protocols on network lifetime on the basis of 
the network size with small network field.  
 

 
 
 
 

In flat network routing, each node of the flat network have 
same role and task of sensing is done in collaborative 
fashion. Whereas in hierarchical networks, some nodes 
may be assigned to transmit data to the sink and others for 
sensing events in the vicinity. For routing in location based 
networks every node is identified by its location. The 

Figure1. Classification of WSN Routing Protocols [8] 
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distance between the nodes can be determined by the 
strength of incoming signals. The other method to locate 
the nodes can be the implementation of GPS (Global 
Positioning System). The negotiation based routing 
protocols devastate the redundant transmission to the next 
sensor or BS by accompanying a series of negotiation 
messages. In multi-path based routing, more than one path 
is established between source and destination. If the 
primary path terminates the alternative path will be 
selected. In query based routing, the destination nodes 
broadcast a request for sensed data and the nodes having 
the specified data related to the query transmit back to the 
node. In QoS-based routing, a balance is maintained 
between power depletion and data quality: delay, energy, 
bandwidth, etc. during sending data to the sink. In last, the 
coherent based routing employs the minimum processing 
(time stamping, duplicate suppression, etc.) before sending 
data to the aggregators. 

2. Selected Protocols 

The selected three protocols are LEACH (Low-Energy 
Adaptive Clustering Hierarchy), PEGASIS (Power-
Efficient GAthering in Sensor Information Systems) and 
VGA (Virtual Grid Architecture). 

2.1. LEACH 

All nodes are organized as set of clusters. Each cluster has 
a cluster head to communicate with Base Station. The 
cluster heads are selected on rotation bases to balance the 
load of energy in the way that most of the nodes get small 
distances to transmit and only cluster heads are responsible 
for long transmission to the BS. Besides, LEACH allows 
data fusion and aggregation in order to minimize the 
amount of data to be transmitted. Because for energy 
concerns local computations require less energy than 
transmitting signals to BS [9] [10].  
 
Each round of LEACH protocol is composed of ‘setup 
phase’ and ‘steady-state phase’. In setup phase the cluster 
heads broadcasts an advertisement message to all the nodes 
to elect cluster head. And the cluster heads are elected 
depending upon the predefined specified percentage of 
cluster heads and how many times the node has been 
elected as cluster head. On receiving the advertisement 
messages from cluster heads, the non-cluster head nodes 
decides to which cluster head it will belong depending 
upon the energy required for transmission to the cluster 
head. Thus nodes become the members of the cluster 
requiring low energy transmission for the cluster head [9] 
[8]. Each non-cluster head node sends a message to the 
cluster head declaring that it belongs to its cluster after the 
selection of that cluster head. The cluster head then 
generates a TDMA schedule for communication with the 
nodes within its cluster. In steady state phase non-cluster 

head nodes transmit their data only when their allocated 
time slots arrive. The radio of each non-cluster head node 
is kept off all the time except when it is ready to transmit 
data to BS (when its time slot arrive), reducing the battery 
power consumption. Furthermore, as the cluster head 
receives all the data from all the nodes it aggregates and 
fuses the data to minimize the amount of long distanced 
transmission with the base station. Thus again reducing the 
energy consumption. When a node decides to become a 
cluster head, it also chooses a CDMA code from the 
available list of spreading codes and informs all the non-
cluster head nodes within its cluster about the details of the 
chosen code. The reason for this is that, the radio 
transmission of a node with cluster head in a cluster 
usually affects the transmission in the neighboring clusters. 
By CDMA, the cluster head filters the received signal 
using the specific spreading code [9] [8]. 

2.2. PEGASIS 

It is chain based architecture in which transmission occurs 
in such a way that node send and receive data only from 
the closest neighbor. PEGASIS allows data to be fused but 
doesn’t support data aggregation. On receiving data, node 
fuses with its own data and forwards to the next node. 
Node acting as a chain leader is responsible to 
communicate with the BS. In each round the chain leader 
is changed to balance the remaining energy of the network, 
which in turns results the longer network lifetime of sensor 
nodes. The chain formation is held by greedy approach 
which works quite well [12] [8] [10].  Each node selects its 
nearest node as a neighbor, starting from the farthest node 
from Base Station. The closest node is assessed by the 
signal strength from all the nodes in its surroundings. Like 
LEACH, PEGASIS also choose the chain head (cluster 
node) randomly for routing to the BS. Each node is chosen 
as chain head once in every N number of rounds (where 
N= no. of nodes) [8].  
 
Once the chain is created and chain head is chosen, the 
chain head of the current round initiates a token for the end 
node of the chain to start the transmission. Each node 
except the farthest node of the chain fuses its data with the 
received data and sends a single packet to the next 
neighbor. The chain head communicates with BS after 
receiving the data from each side of the chain and fusing 
its own data. If a node dies in the chain, the chain will be 
reconstructed again to bypass the dead node [8]. 
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2.3. VGA 

It is a GPS-free technique to split the network topology 
into logically symmetrical, side by side, equal and 
overlapping frames (grids) [11] [13] [8]. And the 
transmission is occurred grid by grid [14]. VGA provides 
the capability to aggregate the data and in-network 
processing to increase the life span of the network. Data 
aggregation is done in two steps i.e. first at local level (in 
grid) and then globally. The nodes that are responsible to 
aggregate data locally are ‘local heads’ (grid heads) and 
the nodes ‘global heads’ have to aggregate data received 
from local heads [8] [14]. After the formation of logical 
grids, election is started in each grid to decide for the local 
head of the grid based on node the energy and how many 
times it has been selected as local head. And then the 
global heads are also selected randomly from the selected 
local heads. Several local heads may connect to the global 
head [8] [11]. The local heads are allowed to communicate 
vertically and horizontally only. Each node within the grid 
that has the required data will send its data to the local 
head. Then the local head will aggregate the data and send 
it to its associated global head that will also aggregate the 
data again and send it to the BS via other global heads 
[13]. If a local head or global head dies, a new local/global 
head is selected after the election [14]. 

3. Related Work 

In [5] LEACH, PEGASIS and VGA routing protocols 
were compared for network lifetime on the basis of 
transmission range. The experiments showed that the by 
increasing the transmission range PEGASIS increased the 
total network life span. LEACH showed longer network 
lifetime than VGA because of the early death of the sensor 
nodes. While VGA affects the network connectivity badly 
but reposts more power when transmission range was 
increased.  
 
In [15] AODV and DSR were evaluated for performance 
using normalized routing overhead, PDR (packet delivery 
ratio) and end to end delay as metrics having the variables 
pause time and no. of sources. It was concluded that DSR 
attained the better edges than AODV pertaining to 
overhead and PDR in restricted conditions. The results 
also showed that end to end delay for DSR is greater than 
AODV. Finally implementing large value of pause time 
enhanced the performance of DSR and AODV protocols.   
 
In [16] the rate of mobilization, pace of location change 
and routing overhead were used as matrices. The derived 
results expatiated that DSR performed well for all rates of 
mobilization and pace to change location even of being 
accountable to increase the source routing overhead. 
AODV also achieved the same level of performance in 

addition to decrease the source routing overhead but is 
much more costly for high rates of mobilization than DSR. 
At last, DSDV could not attain the performance 
comparable to AODV and DSR when the power for 
transmission is amplified. Nevertheless the routing load of 
AODV is also boosted. 
 
In [17] TinyAODV (AODV version for WSN), 
MultiHopRouter (algorithm for OSPF), GF-RSSI and GF 
are the 4 protocols that were analyzed claiming PDR and 
the energy consumption as the metrics. The results were 
evaluated which described that the GF-RSSI generated 
high packet delivery ratio and reduced power utilization. 
The performance of the metrics for MultiHopRouter was 
disgraced as the data rates were increased. Finally, high 
power consumption was examined in the case of 
TinyAODV. 
 
In [19] the two different mobility models; constrained 
mobility (CM) and attenuation factor (AF) were the 
constituents of the experiment. The simulations for the real 
environment were based on the 3 matrices; packet delivery 
latency, packet delivery ratio and routing overhead. The 
results for indoor environment showed that the simplicity 
in the mobility models do not cause any change for DSDV 
contrary to DSR. Further different protocols do not 
produce pure results in certain scenarios as for the network 
of 20 nodes; mobility models did not affect the 
performance of DSR. But for 50 nodes network, mobility 
models had the impacts on the performance of DSR. 
Finally, the author suggested that for reliable simulations 
more work must be done on realistic models. 
 
In this paper LEACH, PEGASIS and VGA routing 
protocols were compared for network lifetime on the basis 
of network size in small network field contrary to [5] in 
which network lifetime was assessed by changing 
transmission range. Further AODV, DSDV and DSR work 
in ad-hoc networks while TinyAODV is the version of 
AODV for WSN and is not hierarchical as for transmission 
it broadcasts the packets.  

4. Simulation Scenarios 

For all scenarios the common parameters for simulation 
include the standard values i.e. initial energy of 0.5 joules 
for each node, first energy model, transmission range of 15 
m (except for PEGASIS which is 56.56854 m), random 
topology of sensor nodes deployment, network bandwidth 
of 5000 b/s with transmission speed of 100 b/s, data packet 
size of 2000 b with data processing delay of 0.1 ms, 
control packet size of 248 b and sensing cycle of 1 sec. 
The other common parameters are network field of 40 × 40 
m2 with 1 BS located at (140, 25), homogenous (having 
same level of initial energy for all nodes) type for 
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temperature detection, Besides, each protocol was tested 
for 60, 90 and 120 nodes with both 8 m and 12 m sensing 
ranges to evaluate the performance of protocols for small 
(60 nodes) and larger (90 and 120 nodes) networks. The 
sensing range of 12 m (standard value is 8 m) is selected to 
analyze the impact of protocols on energy by increasing 
the sensing area of the sensors. The metric for which the 
simulation is conducted is ‘Loss of Network Connectivity 
or Network Lifetime’. 

5. Results 

The cumulative results of the whole experiment are 
shown figure 2. The figure describes the number of rounds 
for each protocol against the sensing range (i.e. 12 m and 8 
m).  

Table 1: STANDARD Deviation of each protocol 

No. of 
Nodes 

60 90 120 

Sensing 
Range 

12 m 8 m 12m 8m 12m 8m 

LEACH 37.86 28.44 74.45 60.50 20.82 32.69 

PEGASIS 18.96 13.11 27.47 9.59 14.81 29.88 

VGA 30.57 33.60 15.73 
120.2

8 
99.41 26.73 

 
The above table I. depicts the standard deviation of 5 
repetitions for network lifetime of each protocol in each 
scenario.  

 
 
 
 

It is clearly evident from figure 2 that for 60 nodes, 
total network lifetime of LEACH is much longer than the 
other protocols. This is because LEACH architecture 
provides the support to reduce the transmission cost for 
less number of nodes. On the other hand the total network 
lifetime of PEGASIS is much higher than VGA. The 

overheads for grid establishment and the selection of local 
and global aggregators in VGA are higher. This results in 
the high energy consumption leading to the shorter 
network lifetime of VGA. In case of the 90 nodes it can be 
observed that LEACH protocol still remains at the top for 
higher total network lifetime for both sensing ranges. 
While in the case of PEGASIS the total network lifetime 
has been improved and approaching to the total network 
lifetime of LEACH. For VGA’s total network lifetime is 
again much shorter among the three WSN hierarchical 
routing protocols due to the increase in overhead. Finally, 
for 120 nodes PEGASIS achieves the highest performance 
among the three protocols. The simulation shows that 
LEACH works well for less than 100 nodes. As the 
number of nodes increases, the overhead of cluster 
formation, cluster head selection and scheduling in each 
round also increase substantially affecting the network 
lifetime. While on the other hand PEGASIS has the ability 
to support large networks with longer network life. The 
reason for this is that PEGASIS creates chain only in the 
beginning or when a node dies, contrary to LEACH. The 
VGA is still far behind pertaining to network lifetime. 

6. Conclusion 

The growing pace of technology has opened the way to 
monitor and control the environment where the human 
interaction was not easy or even impossible. Wireless 
Sensor Networks usually do not require any physical 
interaction for maintenance and controlling that is why 
sensor networks are getting higher demand for future 
system monitoring and controlling. For WSN the main 
constraint is the efficient power consumption which is the 
great obstacle for performing tasks continuously. For this 
reason several techniques and architectures have been 
described, out of which one is the use of efficient protocol 
which can reduce the power consumption during 
communication to prolong the network life time. That is 
because of the fact that the communication is much 
expensive in terms of energy consumption as compared to 
the processing. 
 
In this research, three Wireless Sensor Networks protocols 
(LEACH, PEGASIS and VGA) are compared to find out 
the performance pertaining to network life time. All the 
three protocols are classified as hierarchical which makes 
them to operate more efficiently than previous techniques 
like flooding. Though wireless sensor networks do not 
have static topologies and infrastructures but the support 
for dynamic hierarchy lets these protocols to work longer. 
While being hierarchical all the protocols have different 
architectures due to which their performances vary. 

Figure 2.  : Network Lifetime for 60, 90 and 120 Nodes 
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The three hierarchical protocols are compared for 
network lifetime by changing the sensing range of the 
sensor nodes and increasing the size of network. 

  
The clustering architecture of LEACH makes it possible to 
reduce the transmission by data aggregation which 
minimizes the number of packets to be transmitted. 
Experiment showed that the performance of LEACH is 
much superior for smaller network (i.e. less than 100 
nodes) as compared to PEGASIS and VGA. PEGASIS has 
shown some consistency in network lifetime for all 
scenarios and the ability to support large networks. It is 
also concluded that VGA has huge overhead and the rapid 
energy depleted regions in the network results in increasing 
the transmission path and decreases network lifetime.  
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Abstract 

Word Sense Disambiguation (WSD) is one of tasks in the 
Natural Language Processing that uses to identifying the 
sense of words in context. To select the correct sense, we 
can use many approach. This paper uses a tree and graph-
connectivity structure for finding the correct senses. This 
algorithm has few parameters and does not require sense-
annotated data for training. Performance evaluation on 
standard datasets showed it has the better accuracy than 
many previous graph base algorithms and decreases 
elapsed time.     
Keywords: word sense disambiguation, tree, Graph 
connectivity.    

1. Introduction 

The objective of word sense disambiguation is 
identifying the correct sense of word.  Since Human 
language includes many ambiguity words. WSD is 
one of the essential tasks in the most Natural 
Language Processing (NLP), including information 
retrieval, information extraction, question answering 
and machine translation. For instance, the term of 
bank has two senses: finance and shore. The correct 
sense of an ambiguous word can be selected based on 
the context where it occurs. The problem is defined 
as the task of automatically assigning the appropriate 
sense to polysemous word at given context. 
The methods of word sense disambiguation can be 
classified in Supervised and Unsupervised. The 
supervised approaches have the better performance 
than unsupervised approaches [1,2], the supervised 
systems accuracy are between 60 and 70 percent and 
the unsupervised systems are between 45 and 60 
percent [2]. But often require large amounts of 
training data to yield reliable results and their 
coverage is typically limited to the some words.  

Unfortunately, creating a suitable train-data which is 
including all the human language words and sense 
are too difficult, expensive and must be reiterated for 
new domains, Words, and sense inventories. 
Therefore, these approaches have many problems. As 
an alternative to supervised systems, knowledge-
based WSD systems extract the suitable information 
and present in a lexical knowledge base to perform 
WSD, without using any further corpus evidence. 
The unsupervised methods can be used this lexical 
knowledge-based to WSD. 
In the field of WSD, the unsupervised approaches are 
used to methods that perform sense disambiguation 
without need to train data. The unsupervised 
approaches   divided in two classes: graph-based 
[6,11,14,15,16] and similarity-based [3,8,12]. Graph-
based algorithms often have two steps. First, 
construct semantic graphs from words of context, and 
then process the graph in order to select the best 
sense for each of words. Similarity-based algorithms 
assign a sense to an ambiguous word by comparing 
each of its senses with those of the surrounding 
context, then select the sense has highest similarity. 
Experimental comparisons between the two 
algorithm types indicate that graph-based algorithms 
have better performance than similarity-based [5]. 
This paper, describes a different graph-base 
algorithm for unsupervised word sense 
disambiguation, builds a tree and finds the best 
Edges. Then builds a graph with the edges and uses 
the connectivity measure methods for extract the best 
sense of each word. Also uses the WordNet 
efficiently, performing significantly better that 
previously published approaches in English all-words 
datasets. Show that the algorithm has good results, 
also present some condition for receiving the better 
result, performance and time consuming.       
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The paper is organized as follows. We first describe 
Related work and followed by WordNet. Section 4 
describes proposed algorithm. Section 5 shows the 
experimental setting and the main results, finally we 
conclude with a discussion of the conclusion and 
future works.    

2. Related Work 

In this section, briefly describe some graph-based 
methods for knowledge-based WSD.  All the 
methods rely on the information represented on some 
lexical knowledge base, which typically is some 
version of WordNet, sometimes enriched with 
proprietary relations. The results on datasets show in 
Table 2.  
Mihalcea [13] presented an approach that used the 
PageRank algorithm to identify sense which is 
relevant in context. Initially, builds a graph from the 
possible senses of words in a text and interconnects 
pairs of senses with meaningful relations by 
WordNet. Graph edges have weight. The weight of 
the links joining two synsets is calculated by 
executing Lesk’s algorithm between them. Then, use 
the application of PageRank for selecting the best 
sense of each word. The PageRank computations 
require several alternatives through the graph to 
achieve the suitable ranking for sense of word. 
Navigli and Velardi [4] presented the Structural 
Semantic Interconnections(SSI) algorithm, that 
offered method for development of lexical chain base 
on the encoding of a context free grammar of valid 
semantic interconnection patterns. To find the 
meaning of the words in WordNet glosses used, but 
can be used for English-all words, though has the 
weakly accuracy. Given a text sequence, first 
identifies ambiguity words and builds a sub graph of 
the WordNet lexicon which includes all the senses of 
words. Then, select the senses for the words which 
maximize the degree of connectivity of the induced 
sub graph.   
Navigli and lapata [5]  presented  a method for build 
a graph, that had few parameters and did not require 
sense-annotated data for training. First, added the 
sense of words in a set, then for the all of sense 
perform a Depth-First Search (DFS) of the WordNet 
graph. If appear the node is a member of set, will add 
all the intermediate nodes and edges on the path in 
the set. Finally, uses the graph connectivity measures 
for selecting the best sense for each of words. Also 
present a study of graph connectivity measures for 
unsupervised WSD and indicated that the local 
measures performance is better than global measures. 
The best local measures are Degree and PageRank. 

Sinha and Mihalcea [6] extend their previous work 
on unsupervised graph-based method for word sense 
disambiguation by using a collection of semantic 
similarity measures when assigning a weight to the 
links across synsets. Also presents and performs this 
system with all the measures of word semantic 
similarity and graph connectivity measures. Also 
Showed that the right combination of word similarity 
metrics and graph centrality algorithms can 
significantly outperform methods proposed in the 
past for this problem, therefore   reduces 5–8% of 
error rate.  
Agirre and Soroa [11] proposed a new graph-based 
method that uses lexical knowledge base in order to 
perform unsupervised word sense disambiguation. 
They create a sub graph of  WordNet which connects 
the senses of the words in the input text, and then use 
Personalize PageRank. Performance is better than 
previous approaches that used PageRank in English 
all-words datasets. Also show that the algorithm can 
be easily ported to other languages with good results. 
The good choice of WordNet versions and 
appropriate relations are fundamental to the system 
performance. 

3.WordNet 

WordNet is an ontology of lexical which created and 
maintained at Princeton University. The WordNet 
lexicon contains nouns, verbs, adjectives, and 
adverbs. Senses of lexical have relation with together. 
The words that have similar sense encodes in 
synonym sets (henceforth synsets). Wordnet 3 is the 
latest version, contains approximately 155,000 words 
that organized in 117,000 synsets [1,4]. 
Relations have been organized in two sets, Lexical 
and semantic relations. The lexical relations are used 
to connect between the lexical and the semantic 
relations for the synsets. For example Antonymy, 
Pertainymy and Nominalization are lexical relations 
and Hypernymy, Holonymy, Similarity are semantic 
relations. Also provide a textual definition of the 
synset possibly with a set of usage examples, that’s 
called gloss. Figure 1, shows the WordNet semantic 
networks of 𝑐𝑎𝑟𝑛1 synset[1]. 

4. Proposed Method 

This section, describes a proposed algorithm. 
Algorithm proceeds incrementally on a sentence by 
sentence basis. When given a sentence, is a sequence 
of words W = {𝑤1, 𝑤2, 𝑤𝑁}, assumed the sentences 
are part-of-speech tagged, so considers content of 
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words only (i.e., nouns, verbs, adjectives, and 
adverbs).  

 
Figure 1.The WordNet semantic networks 

Algorithm has two base sections, In First section, to 
enhance the algorithm performance, omits the stop 
words1. Then, for each of 𝑤𝑖 , must extract the senses 
from WordNet that have specified part-of-speech and 
Tag-Count is greater than zero, 𝑆𝑤𝑖= 
{𝑆𝑤𝑖

1 , 𝑆𝑤𝑖
2 ,…, 𝑆𝑤𝑖

𝑛 ,}. Tag-Count is frequency of this 
word sense measured against a text corpus. After 
that, add the senses in set 𝐺  . G uses for graph G= (V 
, E). V is a set of nodes and E is a set of edges 
respectively, V = { 𝑆𝑤𝑖 |i = 1..N} and E = Ø.  
For each of 𝑆𝑖 in 𝐺  must build a tree. This tree builds 
from the relations of WordNet. To improve 
performance of the algorithm only use relevance 
lexicalizes and words.  Furthermore, the lexical will 
be added within the tree when it does not appear in 
the previous levels of tree. Thus, the nodes of tree are 
lexical and the edges are lexical relations. The depths 
of tree is denote with maxlevel. The maxlevel is a 
maximum level of the tree. 
In second step, search the tree to find a node that is a 
member of G. If it found, an edge would be added 
from the root’s tree to specific node. Finally, use the 
connectivity measure method to select the best sense 
for each of words. Sometimes none of word senses 
are a member of the graph. For these words select the 
sense that has the highest probability (the first sense) 
which is the common sense. 
For example, assume we have the sentence “he drinks 
some milk”. Initially omit the stop words are (he, 
some). Then, extract the senses of Drink and Milk 
from WordNet. Drink in this sentence is verb and 
Milk is noun. WordNet for Drink has five senses and 
four senses for Milk. But, only four senses for Drink 
and two senses for Milk have the Tag-Count greater 
than zero. Add these senses in set 𝐺. Therefore, must 

                                                           
1http://www.webconfs.com/stop-words.php 

build the tree for all of members𝐺  . Figure 2 shows 
the tree of 𝑑𝑟𝑖𝑛𝑘𝑣1. 

𝐺  =  𝑑𝑟𝑖𝑛𝑘𝑣1, … ,𝑑𝑟𝑖𝑛𝑘𝑣4,𝑚𝑖𝑙𝑘𝑛1 ,𝑚𝑖𝑙𝑘𝑛2 
After completing the tree, search in the tree for 
finding the nodes that are a member of 𝐺.In figure 2 
shows target nodes denote with green. If target nodes 
found, the edge would be added in set 𝐺  . Figure 3 
shows the finally graph.        
Now use the one kind of connectivity measure for 
select the best sense. Here first sense is better sense 
for Drink and Milk. Duo to, have the most arrival 
connectivity. 
   
         
Algorithm 1. Propose method For Word Sense 
Disambiguation. 
Input: Sequence W = {𝑤𝑖 |i = 1..N} 
 
Extract senses 
1: for each of words do 
2:      extract the senses that have Tag-count > 0. 
3:      add 𝑠𝑖 in G.  
4:   end for 
 
Build Tree and Graph  
1: for each of 𝑠𝑖 in G do 
2:     While  level of tree <= maxlevel do 
3:         for all  nodes of tree (𝑣𝑖) do               
4:              for all the WordNet lexical relations of  𝑣𝑖 do 
5:                  if  lexical not exist in the tree then 
6:                     add the lexical in the tree. 
7:                  end if 
8:               end for  
9:         end for 
10:    end while 
11:   If find the nodes are member of G then 
12:            add edge form 𝑠𝑖 to nodes in G. 
13:   end if 
14:   Delete Tree. 
15: end for 
 
Score vertices in G 
1: for all vertices in G do 
2:      Score(v)  ← Degree Centrality(v). 
3: end for 
 
Sense assignment 
1: for each of words do 
2:     sense of word ← max (Score(v)). 
3: end for 
4: If  words don’t have the sense in G Then 
5:     sense of word  ← first sense.  
6:end if 
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Figure2. Tree of Drink(v1) 

5. Experiments And Result 

In order to speed up and enhance accuracy the word 
sense disambiguation, we use the tree structure and 
prune some relations. Moreover, all paths connecting 
pairs of senses in WordNet were exhaustively 
enumerated and stored in a database. Also determine 
the best maximum value for depth of the tree 
experimentally. Run WSD algorithm on the 
Sensaval-3 data set using the Degree connectivity 
measure and the WordNet sense inventory while 
varying the depth length from 3 to 6. The length 3 
isn’t very good. The length 5 and 6 are very time 
consuming and their accuracy are not better than 4. 

 

Figure 3.Graph for the sentence he drank some milk (Drink, Milk). 
 
Therefore, we choose 4 for the depth path of the tree. 
In order to select the best sense for the words in 
graph can use local and global measure methods. 
Local measures of graph connectivity determine the 
degree of relevance of a single vertex in a graph. But, 
Global connectivity measures are concerned with the 
structure of the graph as a whole rather than with 
individual nodes. Navigli in [5] indicated that local 
measures yield better performance than global ones, 
and the degree centrality that is local measure had the 
best result for the graph. Degree centrality is the 
simplest way to measure node, it is the degree of 

node that normalized with maximum degree [7]. This 
paper used the degree centrality. 

5.1. Data 

Evaluation and comparing the word sense 
disambiguation systems is very difficult, because 
each other use the different data set, knowledge 
resources and sense inventory. SensevalP1F

2
P (now 

renamed Semeval) is an international word sense 
disambiguation competition.  The objective is to 
perform a comparative evaluation of WSD systems in 
several kinds of tasks, include all-words and lexical 
sample WSD for different languages. The Senseval 
workshops are the best reference to study the recent 
trends of WSD.  
This paper evaluated the experiments on the 
Sensaval-2 [9] and Sensaval-3 [10] English-all words 
data sets. These data sets were manually annotated 
with the correct senses by human and use for 
competitions and evaluation the different systems. 
The sensaval-3 is difficultly to disambiguate than 
sensaval-2, but the Senseval-2 data set is 
meaningfully than the Senseval-3 data set, thus more 
appropriate as a test set [6]. These data-sets labeled 
withWordNet1.7 tags. These were normalized to 
WordNet 3.0 using publicly available sense 
mappings P2F

3
P. Table 1, shows the statistics of those data 

sets.  
Table 1.Occurrences of noun (N), verb (V), adjective (Adj.) and 
adverb (Adv.) words of Wordnet 3 in Senseval 2 and Senseval 3. 

Sensaval-2 Sensaval-3 
N V Adj Adv N V Adj Adv 

1136 581 457 299 951 751 364 15 

5.2. Results 

This section provides an evaluation the tasks that 
Described in the previous section. The base 
algorithm, uses the all relation of WordNet and all 
the words in a sentence (denote AT-A), Also extracts 
the senses from WordNet that have the Tag-Count 
are greater than zero. With these conditions in 
Senaval-3 accuracy and recall are 52.67% and 
Senaval-2 is 58.67%. The AT-A problem is time 
consuming, due to using the all words in the 
sentence. If omit the stop words, in the Sensaval-3 
accuracy is 56.52% and recall is 44.16 %, also the 
Sensaval-2 accuracy and recall are 62.18% and 47.23 
% respectively. This method Denotes with WT-A. 
When omit the stop word, the accuracy and system 
performance are improved, but reduced the recall. 

                                                           
2 http://www.senseval.org. 
3 http://www.cse.unt.edu/~rada/downloads.html 
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Therefore, the stop words don’t have specific sense 
and may add the noisy edge in the graph. 
In order to reduce time and enhance the performance 
and accuracy, use only lexical relation for building 
the tree and omit some nodes and extract the senses 
from WordNet that have the Tag-Count are greater 
than zero. It’s our proposed algorithm (denote WT-
R). With this condition in Sensaval-3 accuracy is 
63.28% and recall is 49.45% and in Sensaval-2 
accuracy and recall are 65.00% and 49.41% 
respectively. This has very good time and accuracy, 
because use only lexical relation and prune some 
nodes and senses. 
Table 2 compares the accuracy of the best graph-
based method with our methods. As discussed in Sec 
2. Mihalcea et al. [13] (Mih05), the method of Agirre 
and Soroa [11] (Agi09), the results from the work of 
Navigli and Lapata [7] (Nav07), the method of 
Navigli and Velardi [4] (SSI), the method of Navigli 
and Lapata [5] (Nav10) and the method of Sinha and 
Mihalcea [6] (Sinha07) are well-known methods in 
the literature.  

Table 2. Comparison with related work 

 Sensaval-2 Sensaval-3 
Accuracy Accuracy 

Mih05 54.2 52.2 
Agi09 59.5 57.4 
Nav07 n/a 52.5 

SSI n/a 60.4 
Nav10 n/a 52.9 

Sinha07 56.4 52.4 
AT-A 58.67 52.67 
WT-A 62.18 56.52 
WT-R 65 63.28 

FS 63.7 61.3 

 
Whenever results were not available, due to they 
were not reported in the literature, an entry n/a exists 
in the respective cell. Finally, added in the 
comparison a simple heuristic method (FS) that 
always selects the first sense of the target word from 
WordNet (i.e., the most frequent) to conduct the 
disambiguation. 
Figure 4, Show Elapsed time (in minutes) of our 
algorithms when applied to the Senseval-3 dataset. 
The proposed method has very good time, use the 
some relations of WordNet. Also, with omit stop 
word the performance of system is better than when 
use the all words. These times acquired by a 
computer with processor 2.50GHZ Core 2 Duo and 
4GB RAM. 

6. Conclusion And Future Work 

This paper has proposed a new method for word 
sense disambiguation. First builds a tree for some of 
the senses of ambiguity words which there are in the 

sentence and detects the best path. Then with these 
paths builds a Graph and uses the connectivity 
measure for choosing the best sense of words. Here, 
we used the degree centrality, because Navigli [5] 
proved it’s the best connectivity measure. When we 
are building the tree, uses some relations of WordNet 
to improve the accuracy and performance system 
together. The previous methods used the all relation 
and senses of word for WSD. But, we use only 
lexical relation and the senses that have the Tag-
Count are greater than zero. With this condition our 

 

Figure 4. Elapsed time (in minutes) of the algorithm when applied 
to the Senseval-3 dataset 

 
graph is less than other methods and compute is 
easier. Also the result is better than other graph-base 
and other unsupervised method. Performance our 
proposed method (WT-R) is greater than 20 percent 
better than base method (AT-A) and accuracy is 
63.28 percent in sensaval-3 and 65.00 percent in 
sensaval-2 dataset. The algorithm can be applied 
easily to sense inventories and knowledge bases 
different from WordNet. 
In the future, we are interested in applying the 
proposed method to weight graphs. For this purpose 
we can use the measures of word semantic similarity 
or Navigli proposed graph [6] with other conditions 
and calculate the probability of nodes in graph 
connectivity. 
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Abstract 
On the internet, web surfers, in the search of information, always 
strive for recommendations. The solutions for generating 
recommendations become more difficult because of exponential 
increase in information domain day by day. In this paper, we 
have calculated entropy based similarity between users to 
achieve solution for scalability problem. Using this concept, we 
have implemented an online user based collaborative web 
recommender system. In this model based collaborative system, 
the user session is divided into two levels. Entropy is calculated 
at both the levels. It is shown that from the set of valuable 
recommenders obtained at level I; only those recommenders 
having lower entropy at level II than entropy at level I, served as 
trustworthy recommenders. Finally, top N recommendations are 
generated from such trustworthy recommenders for an online 
user. 
Keywords: Collaborative Web Recommender System, 
Trustworthy users, Entropy based Similarity. 

1. Introduction 

A web user is usually surrounded by the large quantity of 
heterogeneous information available on the dynamic web 
platform. This information overload makes it crucial for 
the web user to access personalized information. Thus, 
there is a need for powerful automated web 
personalization tools for “Web Recommendation” [1] 
which is primarily aimed at deriving right information at 
right time. Web recommender systems analyses web logs 
in order to infer knowledge from the web surfer’s sessions 
and thereby generate effective recommendations for the 
surfer. It has been observed that, web surfer prefers to visit 

a page that was visited by another likeminded person in 
the recent past. User based Collaborative web 
recommender systems have the same role as that of such 
human recommenders [8, 18]. In such systems, a user 
profile is a vector of items and their ratings, continuously 
appended as the user interacts with the system over a 
specified period of time. This user profile is compared 
with the profiles of other users in order to find overlapping 
interests among users. Thus, it generates recommendations 
based on inter user similarity. The idea to use the concept 
of inter user similarity is that if a user has agreed with his 
neighbors in the past, he will do so in the future also. 
Trustworthiness is amount of confidence on each other, 
which exist among such pair of inter similar users. We put 
forward that, trustworthiness can be derived using entropy. 
Recommendations generated from such trustworthy users 
are always preferred over recommendations generated 
from an unknown user [2].  
 
The current generation of web recommender systems, still 
require further improvements in order to make 
recommendation method more effective [6]. One of them 
is “Scalability problem”. In order to find users with similar 
tastes, these systems require data from a large number of 
users before being effective, and as well as require a large 
amount of data from each user. Thus, the computational 
resources required to find inter similar users become a 
critical issue. In this paper, we propose a method to select 
trustworthy recommenders from the list of similar users. It 
is assumed that similar users are valuable users.  We put 
forward that, trustworthiness between similar users can be 
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calculated on the basis of entropy existing between them. 
The step II of the proposed algorithm runs at two levels, 
thereby selecting only trustworthy recommenders in order 
to reduce computational resources which would be 
required at the time of generation of recommendations. 
Entropy [19] is the measure of inter user similarity that 
exists during recommendation generation process. It is 
expressed in terms of discrete set of probabilities as given 
in Eq. (1).  
 

      idp
n

i
idpxUtUDH 2log

1
, 


                      (1) 

 
where, D (Ut,Ux) is the difference score rating between the 
target user Ut and user Ux for n unique URLs and p(di) is 
the probability density function of difference score rating. 
These probabilities depict the degree to which the target 
user  Ut is similar to user Ux. Lower the entropy, higher the 
degree of inter user similarity. The paper is organized in 
the following sections. Section 2, emphasizes on past 
research on similar work. Section 3, discusses the 
proposed model for collaborative web recommender 
system followed by experimental study in Section 4. 
Section 5, concludes the proposed work.  

2. Related Work 

In collaborative filtering approaches, the system requires 
access to the item and user identifiers [5, 11]. A simple 
approach in this family, commonly referred to as user 
based collaborative filtering [16], creates a social network 
of users who share same rating patterns with the target 
user. This network of users is based on the similarity of 
observed preferences between these users and the target 
user. Then, items that were preferred by users in the social 
network are recommended to the target user. Item based 
collaborative filtering [13], recommends such items to the 
target user that were preferred by those other users who 
preferred the same set of items that were preferred by the 
target user in the past. In many applications, collaborative 
recommender systems adapt their behavior to individual 
users by learning their tastes during the interaction in order 
to construct a user profile that can later be exploited to 
select relevant items. User’s interest are gathered in an 
explicit way (such as  asking user to rate an item on a scale 
, rank items as per favorite or choosing one item out of 
many) or implicit way (such as keeping track of item’s  
user views, keeping the list of items purchased in past , 
analyze users social network & discover similar likes or 
dislikes.) It is preferred to work with rating data generated 
implicitly from user’s actions rather than explicit 
collection [15]. Logs of web browsing or records of 
product purchases, are as an implicit indication for positive 
opinions over the items that were visited or purchased. 

There have been many collaborative systems developed in 
the academia and in the industry. Some of the most 
important systems using this technique are group lens / 
Net perception [17], Ringo / Firefly [6], Tapestry [20], 
Recommender [8]. Other examples of collaborative 
recommended system include the book recommender 
system from amazan.com, the PHOAKS system that helps 
people find relevant information on WWW [14], and the 
Jester system that recommends jokes [12]. According to 
[11], algorithms for collaborative recommendation can be 
grouped into two general classes: memory based (heuristic 
based) and model based. Memory based collaborative 
filtering systems compare users against each other directly 
using correlation or other similarity measures such as 
scalar product similarity, cosine similarity and adjusted 
cosine similarly measure. Model based collaborative 
filtering systems derive a model from historical rating data 
and use it to make predictions. In the proposed work, we 
are concentrating on model based user collaborative 
filtering system.  The researchers are trying to improve the 
prediction accuracy of generated recommendations. 
Recommendations generated by trustworthy users are 
preferred over recommendations generated by unknown 
web surfers [3, 4]. Trustworthiness is the level of 
satisfaction which the user gets from another user. This 
has originated an emergent need to measure inter user 
similarity with respect to trustworthiness among them. In 
collaborative web recommender systems, inter user 
similarity can be measured using information entropy 
which can reduce prediction error in these systems. Means 
Absolute Error (MAE) is applied to measure the accuracy 
of recommendations. Lower MAE values represent higher 
recommendation accuracy [7, 9, and 10]. In [10], by use of 
similarity measure using weighted difference entropy, it 
was shown that the quality of recommendation was 
improved together with reduced MAE. In [9], another 
similarity weighting method using information entropy 
was used and showed reduction in MAE and was found to 
be robust for sparse dataset.  In [7], entropy based 
collaborative filtering algorithm provided better 
recommendation quality than user based algorithm and 
achieved recommendation accuracy comparable to the 
item based algorithm. In our research, the proposed model 
measures entropy at two levels of a user session to find 
trustworthy users and generate recommendations with 
their degree of importance [3, 4] only from such 
trustworthy users and serve as a means to reduce 
scalability problem that hampered traditional collaborative 
filtering techniques.  

3. Collaborative Personalized Web 
Recommender System using Entropy based 
Similarity Measure 
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The architecture of a “Collaborative Personalized Web 
Recommender System using Entropy based Similarity 
Measure” is proposed in figure 1. In our study, online 
recommendations are generated for the demo version of 
the website available at http://www.vtsns.edu.rs. On the 
request of online user, top N recommendations are 
generated by the proposed web recommender system. The 
main components of this system are Interface Unit, Offline 
Unit and Online Recommendation Generator. 
 
Online user and the recommender system are two basic 
entities in any recommendation generation process. 
Interface unit acts as an interface between these entities. It 
fetches click stream pattern (pages visited by the user) 
from the current session of online user. It sends the request 
to the online recommender generator where top N 
recommendations are furnished for the online user. 
Finally, the interface unit accepts the generated 
recommendations and passes it to the browser, so that 
these recommendations can be displayed for the online 
user during his/her current session.  
 
Offline unit is the heart of the proposed recommender 
system. Creation of the knowledge base for online 
recommender generator rests on this unit. The processor of 
the offline unit takes web log of the demo site as input and 
generates recommendations in offline mode for the user 
patterns stored in the web log. The processor is the 
backbone of the offline unit and runs in three steps as 
discussed below. 

3.1 Data Preparation (Step I) 

Relevant user sessions in the form of Page View (PV) 
binary matrix are obtained from the raw web log file with 
the help of pre processing tools i.e. Sawmill [21]. Binary 
cell value as “1” in the matrix depicts that the page Pm has 
been accessed in the session id Sn whereas “0” depicts that 
the Pm has not been accessed in the session id Sn. The PV 
matrix is split into Training PV matrix (T1) and Test PV 
matrix (T2); Training PV matrix (T1) is further split into 
training level I matrix (M1) and training level II matrix 
(M2) which are required inputs for Step II of the processor. 

3.2 Selection of Trustworthy Recommenders based 
on Entropy between the users (Step II) 

This step can be broken down into two levels. At level I, 
Training level I matrix (M1) is given as input. After 
initializing users, difference score is calculated between 
target user and all other users using Eq. (2).  
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Fig. 1 Architecture of Proposed Recommender System 

 
where, each term represents the page view status of user 
Uk for page Pn. And, the absolute difference of the page 
view status for page Pi of two users is considered as (di) 
which is “0” when target user Ut and user Ux have both 
either viewed or have not viewed the page Pi. Parameter β 
introduced in Eq. (3) is a similarity threshold which is 
used to declare whether a web user is a valuable 
recommender for the target user or not.  
 

    xtxt UUDlengthUUDZeroCount ,,                   (3) 

 
Here, we count the number of non-zero (di) in each (Ut,Ux) 
pair.  If this number is greater than or equal to β times of 
total number of (di) present, then we declare user Ux to be 
a valuable recommender for target user Ut. Level I entropy 
(EI) among such pair of valuable recommenders is 

 
Proposed Recommender System 

 
 

TOMCAT Server 

Application Servlet (JSP) 
  

                  MATLAB Runtime  

Offline Unit 
 
 
 

Processor 
Web log 

Knowledge Database  

Online Recommendation Generator 

Recommendations 

Click Stream Pattern 

 
Internet 

 
 
 

 

    
Online    User 

Top N 
Recommen-

-dations 

Online User 
Session 

Interface Unit 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org    234 

 

calculated using Eq. (1) and for each target user, list of 
valuable recommenders arranged in descending order of 
level I entropy is produced. This set of valuable 
recommenders for all the users and Training level II matrix 
(M2) are given as input at level II. For such valuable users, 
level II entropy (EII) is calculated using Eq. (1). Lower the 
entropy, higher the inter-user similarity. If level I entropy 
is less than level II entropy, then inter user similarity is 
more. It depicts that the interest of the user remains similar 
to that of the target user. So the user is considered as 
trustworthy user for the target user. For such pairs, actual 
entropy (EA) is obtained using Eq. (4).  
 

     2/),(,, xtIIxtIxtA UUEUUEUUE                      (4) 

 
Finally, list of trustworthy recommenders arranged in 
descending order of actual entropy is produced because 
lower the entropy, higher the similarity. The algorithm is 
depicted in figure 2 and figure 3. Our approach reflects a 
solution to scalability problem in step II, by reducing 
computational resources; since it generates 
recommendations only from trustworthy recommenders.  
 

3.3 Generation of Recommended Pages with their 
degree of importance (Step III) 

Set of trustworthy recommenders for all users (RT) 
obtained from Step II along with Page View matrix (PV 
matrix) prepared in Step I and Page visit frequency count 
(total number of users who have accessed that page) are 
given as input. Those pages which have not been visited 
by the target user, but have been visited by its trustworthy 
recommender, are considered as recommended page for 
the target user. Finally, evaluate degree of importance for 
generated recommendations using Eq. (5). Algorithm is 
depicted in figure 4. 

    cccrect FTEPUDOI  /1,                                      (5) 

where, Tc is the total number of trustworthy recommenders 
who have recommended the page Prec to the target user Ut, 
Fc is the total number of users who have viewed the page 
Prec and Ec is the total actual entropy value that the 
trustworthy users have assigned to the page Prec. These 
recommendations generated by the processor in the offline 
mode act as knowledge base for the online 
recommendation generator. The knowledge base 
constructed by the offline unit consists of user click stream 
patterns and their recommended pages. Ongoing session 
information of the online user captured by the interface 
unit is given as input to the online recommendation 
generator. It matches the online partial click stream pattern 
of the online user with the partial click stream patterns of 
same length stored in knowledge base and finds 
trustworthy recommenders. Finally, Top N 

recommendations from the set of these trustworthy 
recommenders are provided to the interface unit.  The 
algorithm is shown in figure 5. 
 
 

 

 

 

 

 

 
Fig.  2 Algorithm for Level I 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.  3 Algorithm for Level II 
 

 

 

 

 

 

 
 
 
 
 
 
 

Input: Training Level I Matrix (M1). 
Process: 
Step1: 
Do 
    Let the first user in M1 be the target user Ut. 
    Let the second user in M1 be user Ux. 
    Evaluate D (Ut, Ux ) using Eq. (2). 
    Using Eq. (3), if Ux is a valuable user for the target user Ut then  
 Append the pair (Ut, Ux) to RV.  
     Calculate EI (Ut,Ux) using Eq. (1) 
Repeat for all possible user pairs in M1 
Step 2: 
For each target user  
   Arrange the list RV in descending order of EI (Ut,Ux) 
End for 
Output: Set of valuable recommenders for all users (RV).

Input: Set of trustworthy recommenders for all users (RT). 
            Page View Matrix (PV Matrix). 
            Page Frequency Count Matrix (FC Matrix). 
Process:  
Step1: 
        Do 

Let the target user Ut be a user in RV  

Let user Ux be the recommended user of Ut in RV.      
From PV Matrix,  
   Find those pages that have been viewed by user Ux and  
   have not been viewed by target user Ut. 
   Store such pages in Recommended Page List (Rpage).  
Do 
 Evaluate DOI(Ut,Prec) using Eq. (5) 
Repeat for each Recommended Page in Rpage. 
Arrange in decreasing order of DOI(Ut,Prec) 

        Repeat for all pair of users in RT. 
Step 2:  
Extract Top N Recommendations for each target user Ut where N = {2, 
3, 5, 10} 
Output: Set of Recommended Pages with their degree of importance 
for all the users in PV Matrix.

Input: Set of valuable recommenders for all users (RV).   
            Training Level II Matrix (M2). 
Process:  
Step1: 
Do 
     Let the first user in M2 which is also present in RV be target user Ut. 
     Let second user in M2 which is also present in RV be user Ux. 
     Evaluate D(Ut,Ux) using Eq. (2) 
     Calculate EII (Ut,Ux) using Eq. (1)          
 Repeat for only those pair of users in M2 which are also present in RV. 
Step 2: 
For all the users in RV,  
       If EI (Ut,Ux)   <= EI (Ut,Ux), then  
 Calculate EA (Ut,Ux)  using Eq. (4)  
 Append the pair (Ut,Ux)  to RT. 
Step3:  
 For each target user     
    Arrange the list RT in the descending order of EA(Ut,Ux) . 
End for 
Output: Set of trustworthy recommenders for all users (RT). 

Fig. 4 Algorithm for Offline Unit 
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Fig. 5 Algorithm for Online Recommendation Generator 

4. Experimental Study 

4.1 Dataset 

The demo version of the website (http://www.vtsns.edu.rs) 
was prepared using Microsoft front page. A prototype of 
the proposed system was implemented using MATLAB 
software [22] with TOMCAT server [24] on JAVA 
platform [23]. The internet platform was realized based on 
Java Server Pages (JSP) with Tomcat Server as servlet 
container. Here, Tomcat server acted as a container of the 
system servlet. The servlet itself was written in JSP and 
was run on Matlab software. The online target user with 
the help of web browser got connected with the server via 
internet provided by Tomcat server. The demo version of 
the website viewed by the online target user was displayed 
by the application servlet written in JSP. This servlet 
gathered the click stream of the online target user via web 
browser and sent it to the Matlab runtime library. The 
online recommendations generated were returned by 
Matlab to the application servlet which displayed them in 
the demo site via web browser. The experiment proceeded 
in a desktop PC environment consisting of Intel Core 2 
Duo @ 3.00GHz and 2GB RAM. A web usage log file 
(http://www.vtsns.edu.rs/maja/vtsnsNov16) containing 
5999 web requests to an institution’s official website on 
November 16, 2009 was used as dataset. Sawmill 

processed these requests and grouped the hits into initial 
sessions based on the visitor id by assuming that each 
visitor contributes to a session. A session timeout interval 
of 30 minutes was considered for generating final sessions 
and sessions longer than 2 hours were eliminated. Page 
view count is the number of pages accessed by the user. 
Average page view count obtained from page view matrix 
was 5.4. So, we optimized our matrix by deleting those 
sessions that had visited less than 5 pages and deleted 
those URLs which were visited in only one or two 
sessions.  Finally, we obtained 122 sessions with 43 
unique URLs which was used as the input to verify the 
proposed recommendation generation process. Table 1 
shows sample data of 5 users. We considered 80% of the 
dataset as training page view matrix and rest 20% as test 
page view matrix. Further, for calculating entropy at two 
levels, training page view matrix was split vertically with 
22 pages at level I and rest 21 pages at level II. We 
assumed similarity threshold β = 80%.  

Table 1: Page View Matrix (sample data for 5 users) 

Page/ 
User P1 P2 …. …. P41 P42 P43 

U1 1 0 …. …. 0 1 1 

U2 1 1 …. …. 1 0 1 

U3 1 1 …. …. 0 0 0 

U4 1 0 …. …. 1 0 1 

U5 0 0 …. …. 0 1 0 

 

4.2 Results 

Figure 6(a) obtained after running step I and II shows a 
graph depicting number of valuable and trustworthy 
recommenders. It can be clearly seen that the number of 
valuable recommenders obtained at level I are 
considerably decreased at level II to obtain number of 
trustworthy recommenders. For example, in case of user 
U42, out of 36 valuable users only 28 users are trustworthy 
and in case of user U43, the number reduced from 11 to 7.  
 

0 10 20 30 40 50 60 70 80 90 100
0

5

10

15

20

25

30

35

40

45

Target User (Entropy calculated in 2 Levels )

V
al

ua
bl

e 
an

d 
Tr

us
tw

or
th

y 
R
ec

om
m

ne
de

rs

Plot of Valuable Vs Trustworthy Recommneders for target users

 

 
Valuable Recommneders
Trustworthy Recommneders

 
Fig. 6(a) Graph depicting Number of Valuable and Trustworthy 
Recommenders for 100 users  

Input: Set of Recommended Pages with their degree of importance 
            for all the users in PV Matrix. 
            Ongoing Session of online target User.  
Process:  

 Read ongoing user session information from csv 
files. 

 Generate 43 bit binary user click stream pattern 
where a high at bit position ‘P’ signifies that the user 
has visited URL ‘P’. (Assume that 43 unique URLs 
are numbered from 1 to 43) 

 Obtain the last visited URL position (say Pj) and 
split the 43 bit binary user click stream pattern into 
two parts.(P1,P2,…..Pj) and (Pj+1,Pj+2,…P43)  

 The unique click pattern stored in the knowledge 
base is split into two partial patterns of same 
dimensions. (For example,K1,K2,….K43 is split into 
K1,K2,…..Kj  and Kj+1,Kj+2,…K43). 

 Compare online user’s click stream pattern 
P1,P2,…..Pj with all the partial patterns K1,K2,…..Kj 
stored in the knowledge base and obtain those 
trustworthy users who are above the similarity 
threshold.  

 From the set of these trustworthy users, top N 
Recommendations are fetched and given to the 
interface unit. 

Output: Set of Top N Recommended Pages for online target user. 
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Figure 6(b) shows the priority of the trustworthy users for 
user U43. Figure 7 shows plot of level I entropy and level II 
entropy for trustworthy users of target user U43. It can be 
clearly visualized that, user U97 has higher priority than 
user U88 because the difference between level I entropy 
and level II entropy is lesser than that for user U88. Finally, 
recommendations were generated at step III and Figure 8 
depicts degree of importance of recommended pages for 
target user U43.  

  
Fig. 6(b) Prioritized trustworthy users for user U43. 
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Fig. 7 Plot of Level I Entropy and Level II Entropy of Trustworthy 
Recommenders for the target user U43. 
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Fig. 8 Plot of Recommended Pages vs. Degree of Importance for target 
User U43. 

 
We conducted a set of experiments to better understand 
how entropy calculated at levels improves the selection of 
trustworthy users. At step III, top N recommendations with 

their degree of importance was obtained where N= {2, 3, 
5, 10}. To check the efficiency in offline mode, it was 
assumed that recommendations were generated after the 
target user has visited at least 6 URLs on the website. In 
order to find out similar users for the target user, similarity 
threshold β was set to 50% (i.e. at least 3 similar clicks). 
For this purpose, training page view matrix was split into 
visited training PV matrix (containing those 6 URLs 
already visited) and unvisited training PV matrix (rest of 
unvisited URLs). Similarly, test page view matrix was 
split into visited test PV matrix and unvisited test PV 
matrix of same dimensions. For each target user in visited 
PV test matrix, similar users were identified from visited 
PV training matrix. From the list of top N 
recommendations generated at step III, recommendations 
were obtained for these similar users and were stored in 
the predicted list. Finally, from the unvisited test PV 
matrix, actual pages viewed were found and stored in the 
actual list. In this experiment, we used Means Absolute 
Error (MAE), a statistical accuracy metric. Suppose, the 
set of entropy values predicted from the training set is {p1, 
p2,…pn}, and the corresponding set of actual entropy 
values from the test set is {q1,q2,…qn}then MAE is 
obtained using Eq. (6).   

 
N

qp

MAE

n

i

ii




 1     (6) 

where, pi is the predicted entropy, qi is the actual entropy, n 
is total number of URLs and N is total number of levels . 
Lower MAE values represent higher trust value between 
the pair of users because the interests of these users remain 
same throughout the session. MAE values obtained for 
Top N recommendation sizes are shown in table 2. The 
graph in figure 9 depicts that for all recommendation sizes, 
MAE values remained less than 0.5. 

Table 2: MAE for Top N Recommendations 

Top N Top 2 Top 3 Top 5 Top 10 

Proposed 
System 0.2114 0.2591 0.3245 0.4027 

 
        

  
 Fig 9 MAE for Top N Recommendations 
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To measure the quality of the proposed recommender 
system, two information retrieval measures, Precision and 
Recall were studied. Precision is the proportion of 
recommendations that are good recommendations and 
recall is the proportion of good recommendations that 
appear in top recommendations. Suppose, the set of URLs 
that are viewed by the target user are Relevant URLs and 
those URLs that are recommended by the recommender 
are Retrieved URLs, then precision ratio and recall ratio 
are obtained using Eq. (7a) and (7b) respectively.  
 

   
  URLsRetreived

 URLsRetreivedRLsRelevant U
Precision


      (7a) 

 
   

 RLsRelevant U

 URLsRetreivedRLsRelevant U
Recall


          (7b) 

 
One cannot achieve 100% Precision ratio or Recall ratio. 
So, we understand them relatively in relation to other 
systems. For this comparison, we prepared a single level 
entropy based recommender system (In introduction, we 
argued that algorithm will run in two levels at step II in 
order to generate recommendations only from trustworthy 
recommenders thereby reducing the required 
computational resources. To prove the statement, we 
implemented another Single Level Entropy based 
algorithm (SLE Web Recommender), in which the dataset 
was not divided into two sessions. It selected valuable 
users for a target user implicitly based on inter user 
difference score similarity obtained from page view 
matrix. Further, entropy for such valuable recommenders 
was calculated from the entire dataset. Similarity threshold 
was set to half of difference of maximum entropy and 
minimum entropy of the system. Those valuable 
recommenders who had entropy less than similarity 
threshold were considered as trustworthy recommenders. 
Finally, from such trustworthy recommenders, 
recommended pages with their degree of importance were 
obtained.) SLE web recommender was compared with our 
proposed web recommender system. Precision and Recall 
ratios recorded at various recommendation sizes is shown 
in table 3(a) and 3(b) respectively. Further, corresponding 
graphs are shown in figure 10(a) and 10(b). From this 
viewpoint, the measurements of our system showed better 
performance in both precision and recall ratios. It can be 
clearly seen that as the recommendation size increases, 
precision ratio decreases whereas recall ratio increases. 
For top 5 recommendation size, precision ratio marginally 
increased but recall increased almost 2.2 folds (i.e. from 
24.1 % to 53.1%). Also, for top 10 recommendation size, 
recall increased almost 2.5 folds (i.e. from 24.1 % to 
61.9%) and precision ratio marginally increased. Recall 

measures may be improved by increasing the 
recommendation size; however, it is best not to 
recommend too many items to users in order to avoid 
overloading. Choosing a proper recommendation size will 
be an appropriate topic for future studies.   

Table 3(a): Precision Ratios 

Top N Top 2 Top 3 Top 5 Top 10 

SLE Web 
Recommender 19.90% 18.10% 18.10% 18.00% 

Proposed Web 
Recommender 30.30% 27.10% 24.50% 22.10% 

 

 
Fig 10(a) Precision Ratio for Top N Recommendations 

Table 3(b): Recall Ratios 

Top N Top 2 Top 3 Top 5 Top 10 

SLE Web 
Recommender 21.50% 23.70% 24.10% 24.10% 

Proposed Web 
Recommender 30.10% 38.70% 53.10% 61.90% 

 

 
Fig 10(b) Recall Ratio for Top N Recommendations 

 
After running steps I to III in offline mode, knowledge 
database was created. The database contained unique click 
patterns and their recommended pages. A demo version of 
the site available at http://www.vtsns.edu.rs was 
developed. Figure 11(a) shows the snapshot of the demo 
site. The snapshot of top N recommendations generated 
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online is displayed in figure 11(b). Top N 
Recommendations were generated for an online user and 

similarity threshold β was set to 50%. 

 

Fig. 11(a) Snap Shot of Demo Site 
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Fig. 11(b) Snap Shot of Top 10 Recommendations for an online user 

5. Conclusions 

The interest in the area of collaborative web recommender 
system still remains high because of the abundance of 
practical applications that demands personalized 
recommendations. In this paper, a “Collaborative 
Personalized Web Recommender System using Entropy 
based Similarity” is implemented in order to solve the 
problem of scalability.  Traditionally, collaborative 
systems have relied heavily on inter user similarity based 
on difference score rating. We have argued that the 
difference score similarity on its own may not be sufficient 
to generate effective recommendations. Specifically, we 
have introduced the notion of entropy in reference to 
degree to which one might trust a specific user during 
recommendation generation. We have developed entropy 
based computational model which operated at two levels 
instead of single level. At both levels, recommenders were 
generated by monitoring entropy between similar users 
based on difference score rating. We have described a way 
to suppress the generation of recommenders who were 
valuable but not trustworthy. We found that the use of 
entropy at two levels had a positive impact in solving 
scalability problem. Top N recommendations were 
generated and MAE was found to be less than 0.5 for all 
recommendation sizes. As the recommendation size 
increased, Precision ratio decreased and recall ratio 
increased. Precision and recall for top N recommendations 

were found to be better when compared with single level 
entropy based web recommender system. 
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Abstract 
Mobile Agents are soft wares migrating from one node to another 
to fulfill the task of its owner. Mobility introduces two major 
challenges in front of mobile agent namely reliability and 
security. As the agent moves from one node to another the goal 
to complete its task safely is difficult to achieve. Mobile agents 
are no longer a theoretical concept, much architecture for their 
realizations have been proposed. However, it has to be confirmed 
that any failures (machine or agent) do not lead to blocking of 
agent together with the security issues. This paper proposes a 
model which deals with both the problems; Fault Tolerance and 
Security, further it also adds atomicity to mobile agents 
execution i.e. either all the goals are achieved or none is achieved. 
This paper proposes a Hierarchal model which uses the concepts 
of object oriented technology, grouping, atomicity and 
authentication to deal with the blocking problem and security 
issues. 
Keywords: Mobile Agent, Blocking, Atomicity, Object Oriented, 
Grouping. 

1. Introduction 

Mobile agents are software that acts autonomously on 
behalf of a user and migrate through a network of 
heterogeneous machines [1].The advantage for using 
mobile agent technology is that interaction cost for the 
agent-owner is remarkably reduced since after leaving its 
owner the agent migrates from one host to the next 
autonomously [9]. Still, even today, only few real 
applications rely on mobile agent technology might be due 
to the lack of transaction support for mobile agents [6]. 
When a mobile agent migrates from one host to another 
variety of faults may occur, it may be a system crash, 
corruption of agent, failure of platform, link failure etc but 
the objective should be that execution is not blocked[7]. 
To evade from blocking problem replication was 
introduced which provided another challenge of exactly 
once problem which was tackled in [15]. The paper 
provides a solution for blocking problem by grouping 

mobile agent platform which provide same type of services. 
Security remains the major hurdle in the field of mobile 
agent, as the agent has to be executed on hosts other than 
its owner chances of the host being malicious is very 
prominent. A lot of research issues in the security of 
mobile agent are discussed in [4, 5]. The model proposed a 
hierarchal structure with authorization process involved at 
every step to make the system secure together with a 
trusted hardware approach for final execution. Atomicity 
of an agent means that if the owner wants more than one 
task to be done, and all the tasks are interrelated than the 
transactions should be committed if and only if all the tasks 
have been successfully carried out. For example an agent 
whose task is to buy an airline ticket, book a hotel room, 
and rent a car at the flight destination. The agent owner, 
i.e., the person or application that has created the agent, 
naturally wants all three operations to succeed or none at 
all. Clearly, the rental car at the destination is of no use if 
no flight to the destination is available. On the other hand, 
the airline ticket may be useless if no rental car is available. 
The mobile agent's operations thus need to execute 
atomically. The proposed model incorporates atomicity by 
final commitment to be done separately by trust server 
when it receives results from all the groups 

2. Background 

Security of mobile agents involves two main issues, 
protecting agent against platform and protecting platform 
from agent. A lot of research has been done to make the 
mobile agent system secure. Techniques like Software-
based Fault Isolation, Safe Code Interpretation, Signed 
Code, State Appraisal, Path Histories, and Proof Carrying 
Code has been used to protect the platform [18]. Similarly, 
various security mechanisms for protecting agent 
themselves are Partial Result Encapsulation, Mutual 
Itinerary Recording, Itinerary Recording with Replication 
and Voting, Execution Tracing, Environmental Key 
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Generation, Computing with Encrypted Functions, and 
Obfuscated Code [16, 17] .This proposed model ensures 
security by several measures like mutual authentication 
between agent and host, authentication at each level, 
trusted hardware and the concept of path history [2].  The 
IEEE83 defines fault tolerance as “The ability of a system 
or component to continue normal operation despite the 
presence of hardware or software faults.” There are several 
fault tolerance approaches [7] like Spatial Replication, 
Primary Backup Protocols, Active Clients Primary Backup 
Model these approaches result in violation of exactly once 
property. Some other approaches which preserve exactly 
once property are Agent execution model, Enhanced Agent 
execution model, Voting Protocol, Rear Guards etc. The 
proposed model makes the system fault tolerant (non 
blocking) by making groups of similar mobile agent 
platform. The concept of Hierarchal model has been 
discussed in [10, 12, and 14]. Blocking occurs [7], if the 
failure of a single component prevents the agent from 
continuing its execution. In contrast, the non-blocking 
property ensures that the mobile agent execution can make 
progress any time. A non-blocking transactional mobile 
agent execution has the important advantage, that it can 
make progress despite failures. In a blocking agent 
execution, progress is only possible when the failed 
component has recovered. The proposed model 
incorporates non blocking property by grouping of mobile 
agent platforms and ensures atomicity by doing the final 
commitment at the trust server. As far as we have surveyed 
this is the first model which incorporates security, fault 
tolerance and also atomicity for transactional mobile agent. 

3. Model 

Security of mobile agents involve 
 
The proposed model has four main components: 
 
● Trust server 
 
● Local Network Server 
 
● Mobile Agent System (Group) 
 
● Mobile Agent (Object) 

2.1 Trust server 

Trust server is the topmost layer of the model. It is 
responsible for mobile agent authentication and 
commitment. It receives the agent from the group incharge 
to be migrated to some other group. On receiving the agent 
it first decrypts the header, which contains the agent id, 

source id, destination id, path history (if any). The 
decryption is done by the private key of the server itself. It 
then checks for any threat in the decrypted header by 
comparing the information with its knowledge base if the 
agent is not safe it is put in the prison. After proper 
authentication, trust server prepares the agent to migrate 
further. First of all it saves the computed result (if any) in 
its knowledge base, and then it encrypts the agent with the 
public key of local network server and sends it to local 
server. 
 

Fig. 1  Hierarchal Model 

Further to it, it is also responsible to achieve atomicity, 
when it has received all the result; it commits all the 
computed transaction in a safe place protected by the 
trusted hardware. 

2.2 Local Network Server 

It receives the agent from the trust server and transfers it to 
the respective group incharge. On receiving the agent it 
decrypts the agent, compares the information with its 
security base and if all is found to be authentic then 
migrate the agent to the respective group incharge whose 
id is given in the header. Before sending the agent, it 
encrypts the agent with the public key of the respective 
group incharge. 

2.3 Group Incharge 

The group incharge on receiving the agent decrypts the 
agent with its private key. Check for the authenticity of the 
agent and also do the mutual authentication. The group is 
made of more than one mobile agent platform doing the 
same type of service. The incharge depending on the load 
on its members transfer the agent to one of its member for 
execution. On finishing the task agent returns back o group 
incharge which encrypt it with public key of trust server 

Trust Server 

Local Network Server 

Mobile Agent System 

Mobile Agent 
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and send it to trust server for further execution. It is 
designed as System Net. 

2.4 Mobile Agent 

Mobile agent itself is defined as on object of the Mobile 
agent platform, which is defined as Object Net of the 
System Net. The agent is defined as an object having an 
interface to communicate with outside world, knowledge 
base, header, path history. 

4. Grouping 

Blocking is one of the major problems in mobile agent. 
Many solutions have been presented before to avoid 
blocking of agents [15]. This paper has done grouping of 
mobile agent platforms to avoid blocking. A mobile agent 
submitted at one host within the group can be executed by 
any host of the group. Grouping can be done based on 
different criteria like 
 
● Services offered 
 
● Capability of hosts 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2  Detailed Model Showing Groups 

● Robustness of the hosts 
 
● Authority to access shared data 
 
● Communication route available between hosts. 
 
This paper has grouped hosts on the basis of the services 
offered. One of the hosts is decided as incharge of the 

group. The incharge decide to whom the agent should be 
sent next within the group. If a particular host fails, agent 
continues its execution to some other host within the group 
as decided by the incharge. The problem of replication is 
avoided as agent is executed on only one host at a time. 
There may be a case in which incharge itself fails, in that 
case some other host is nominated as incharge by all other 
hosts in the group. 

5. Hierarchical and Object Oriented 
Approach 

In order to make the model secure and reliable, hierarchal 
and object oriented approach is used in designing of the 
model. There are four basic levels in the model, on the top 
trust sever, below it local server, then mobile agent 
platform in the form of groups and finally mobile agent 
which is defined as an object of the mobile agent platform. 
The hierarchical approach reduces network traffic as well 
as communication delay. Security is achieved as 
encryption-decryption is done at each level. Migration of 
agent from one level to another requires encryption of the 
agent by the public key of the receiver, which can be 
decrypted only by the receiver by its private key. Defining 
agent as an object adds to the security of the agent, it is 
modified only at the authenticated mobile agent platform. 
Object oriented approach also supports mobility of the 
agent. 

6. Algorithm 

The model has mainly four algorithms one for each level. 

6.1 Trust Server Algorithm: 

Step 1: Receive the agent 
 
Step 2: Decrypt the agent 
 
Step 3: Authenticate the agent if authenticated go to step 
4 else put the agent in prison and exit. 
 
Step 4:  Collect the partial results in its knowledge base. 
 
Step 5: If all the results have been collected go to step 6 
else go to step 7. 
 
Step 6: Commit the transactions in the assigned safe host. 
 
Step 7: Encrypt the agent with public key of local server. 
Step 7: Transfer the agent to local server. 

Trust Server 

Local Network Server 

G1 
G2 

G3 
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6.2 Local Server Algorithm: 

Step 1: Receive the agent 
 
Step 2: Decrypt the agent with private key of local server. 
 
Step 3: Authenticate the agent if authenticated go to step 
4 else put the agent in prison and exit. 
 
Step 4: Encrypt the agent with public key of group 
incharge. 
 
Step 5: Transfer the agent to group incharge. 

6.3 Group Incharge Algorithm: 

Step 1: Receive the agent 
 
Step 2: Decrypt the agent with its private key. 
 
Step 3: Authenticate the agent if authenticated go to step 
4 else put the agent in prison and exit. 
 
Step 4: Search for member host with minimum load  
 
Step 5: Send agent to host for execution 
 
Step 6: If the selected host fails, search for another host 
and send agent to next selected host. 
 
Step 7: Receive the agent back after it completes its 
execution. 
 
Step 8: Update the path history, source id, and destination 
id. 
 
Step 9:  Encrypt the agent with public key of trust server. 
 
Step 10: Send the agent to global network. 

6.4 Owner Algoritm (Agent): 

Step 1: Create the agent 
 
Step 2: Crate header having the source id, destination id, 
agent id. 
 
Step 3: Encrypt the agent with the public key of Trust 
Server. 
 
Step 4: Transfer it to trust server. 

7. Workflow of Model 

The proposed model goes through a sequence of steps to 
achieve its goal. The model works as described in the 
above algorithms. The work flow is shown in Figure 3, 
with numbers showing the sequence of flow of agent. 

 

 

 

 

 

 

 

 

 

 

Fig. 3  Workflow of the model 

8. Conclusion 

The proposed model gives a unique way to implement a 
secured mobile agent model which tackles the problems of 
fault also. The simulation of the model is to be done, which 
is also under process by us using CPN tools [3]. 
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Abstract 
Global Positioning System (GPS) is being used in aviation, 
nautical navigation and the orientation ashore. Further, it is used 
in land surveying and other applications where the determination 
of the exact position is required. Although GPS is known as a 
precise positioning system, there are several error sources which 
are categorized into three main groups including errors related to 
satellites, propagation and GPS receivers. Regarding wide 
applications of GPS systems and the importance of its accuracy, 
these exiting errors could be averted by Differential GPS (DGPS) 
method. In this paper, a Kalman Filter (KF)-based algorithm 
which is adapted with Genetic Algorithm (GA) is proposed to 
reduce errors in GPS receivers. The model's validity is verified 
by experimental data from an actual data collection. Using the 
practical implementations the experimental results are provided 
to illustrate the effectiveness of the model. The experimental 
results suggest that it is possible to reduce position RMS errors in 
single-frequency GPS receivers to less than 1 meter. 
Accordingly, effective error value improves to 0.4873 meter 
utilizing KF adapted with GA as compared to traditional KF.  
Keywords: Improvement in Accuracy, Differential GPS, 
Kalman Filter, Genetic Algorithm 

1. Introduction 

GPS (Global Positioning System) is a satellite-based 
positioning and navigating system which is able to 
determine the instant position, velocity and the time of 
user on the earth anytime and anywhere. A constellation of 
at least 24 well-spaced satellites that orbit the Earth makes 
it possible for people with ground receivers to pinpoint 
their geographic location. GPS was funded by and 
controlled by the U. S. Department of Defense (DOD). 
While there are many thousands of civil users of GPS 
world-wide, the system was designed and was operated by 
the U. S. military. Consumer receivers are the approximate 
size of a hand-held calculator, cost a few hundred dollars, 
and provide a position accurate to 25 [m] or so. Military 

versions decode the signal to provide position readings 
that are more accurate. The exact accuracy is obtained by 
the military which can be considered as a military secret. 
GPS satellites are gradually revolutionizing driving, 
flying, hiking, exploring, rescuing and map making [1]. 
GPS provides coded satellite signals that can be processed 
in a GPS receiver, enabling the receiver to compute 
position (longitude, latitude and altitude), velocity and 
time. Four GPS satellite signals are used to compute 
positions in three dimensions and the time offset in the 
receiver clock. However, GPS receiver as any 
measurement tool is affected by different kinds of error 
sources including hardware, environment or atmosphere 
which can reduce its measurement accuracy [2]. 
In order to remove positioning errors and achieve more 
accuracy, DGPS method can be functional. The underlying 
premise of Differential GPS (DGPS) is that any two 
receivers that are relatively close to each other will 
experience similar atmospheric errors. DGPS requires that 
a GPS receiver be set up on a precisely known location. 
This GPS receiver is the base or reference station. The 
base station receiver calculates its position based on 
satellite signals and compares this location to the known 
location. The difference is applied to the GPS data 
recorded by the second GPS receiver, which is known as 
the roving receiver. The corrected information can be 
applied to data from the roving receiver in real time in the 
field using radio signals or through post processing after 
data capture by special processing software [3]. The 
problem with this method is slow updating process of 
differential corrections [4,5]. 
The purpose of this paper is to represent an algorithm 
based on Kalman Filter (KF) which is adapted with 
Genetic Algorithm (GA) in order to reduce errors in GPS 
receivers. The advantage of the proposed method to 
traditional KF is its high accuracy. This paper is organized 
as follows; the sources of errors in GPS systems, DGPS 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 246



 

 

method, and the process of design and implementation of 
KF-based estimator are first explained. Then, the 
optimization method which is used to optimize the KF 
parameters based on GA is discussed. Next, adopted data 
collection method and experimental test results, carried out 
on collected actual data, are reported. Finally, the 
conclusion is given in the last section. 

2. Sources of Errors in GPS 

Generally, there can be various factors that affect the 
quality of the GPS signal and cause calculation errors. 
These are [6]:  

2.1 Errors related to satellites 

There are still some errors related to satellites including 
errors in satellite clock, satellite geometry and also satellite 
orbits. 
 
Satellite clock: There are two rubidium and two cesium 
clocks in each satellite responsible for generating GPS 
satellite signals. These clocks are corrected and adjusted 
every day by GPS control segment. It should be mentioned 
that the errors caused by these clocks, working for 24 
hours, is equal to 17 [nsec] or 5 [m] in length. 
 
Satellite geometry: In fact, satellite geometry describes 
the position of the satellites to each other from the view of 
the ground receiver. For the signals to work properly the 
satellites have to be placed at wide angles from each other. 
Poor geometry resulting from tight grouping can result in 
signal interference [7].  
 
Satellite orbits: Although the satellites are positioned in 
predetermined orbits precisely, there could be slight 
changes in their exact positions due to natural phenomena 
happening in the space. Information about satellites 
including the orbit data are controlled and updated 
regularly and are sent to the receivers along with the 
satellite signals in the package of ephemeris data. 
Therefore, there can be some differences between the 
actual position of the satellites and the predicted position.      

2.2 Propagation errors 

Satellite signals propagate through atmospheric layers 
during their travel between satellite and GPS receiver. 
Two significant layers including ionosphere and 
troposphere cause the satellite signals to slow down as 
they passes through the atmosphere. However, the GPS 
system has a built-in model that accounts for an average 
amount of these disturbances.  
 

Ionosphere layer errors: In the ionosphere developing at 
a height of 50 to 1000 [km] above the earth, a large 
number of electrons and positive charged ions are formed 
by the ionizing force of the sun. There are four conductive 
layers in the ionosphere which refract the electromagnetic 
waves from the satellites, resulting in an elongated runtime 
of the signals. In other words, the delayed coded 
information of GPS causes pseudo-ranges to appear longer 
than the real distance from satellite. Ionosphere delays are 
in connection to frequency and they are mostly corrected 
by the receiver by calculations. Delays may vary from 5 
[m] (at night) to 30 [m] (in day) for low-height satellites 
and 3-5 [m] for high-height satellites [8].  
  
Troposphere layer errors: The troposphere is the lower 
part of the earth's atmosphere that encompasses our 
weather. Tropospheric effect is a further factor elongating 
the runtime of electromagnetic waves by refraction. The 
reasons for the refraction are different concentrations of 
water vapor in the troposphere, caused by different 
weather conditions. The error caused in this way is smaller 
than the ionospheric error, but can not be eliminated by 
calculation. It can only be approximated by a general 
calculation model. 
 
Multi-path effect: Multi-path is a phenomenon in which a 
signal of a GPS hits and is reflected off by the surrounding 
objects like tall buildings, rocks, etc. before being detected 
by antennas. This causes the signal to be delayed before it 
reaches the receiver [9].  

2.3 GPS receiver errors 

There are some errors that originate from measurement 
processes used in GPS receivers. These errors are referred 
to as GPS receiver errors. They are mainly connected to 
the design of antenna, the method of changing analog to 
digital, band width and calculation algorithms. 
Selective Availability (SA) is the intentional degradation 
of the SPS signals by a time varying bias. SA is controlled 
by the DOD to limit accuracy for non-U.S military and 
government users. The potential accuracy of the C/A code 
of around 30 [m] is reduced to 100 [m] (two standard 
deviations). For civil GPS receivers, the position 
determination is less accurate (fluctuation of about 50 [m] 
during a few minutes). Meanwhile, SA has been 
permanently deactivated since May 2000 due to the broad 
distribution and worldwide use of the GPS system [10]. 

3. Kalman Filter 

KF is an optimal estimator which can result in an optimum 
estimation of a system state using state space principle and 
system error modeling. KF is a linear, unbiased and 
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recursive algorithm that optimally estimates the unknown 
state of a dynamic system from noisy data taken at discrete 
real time intervals by minimizing the mean-squared error. 
The most important feature of KF is that it is recursive, 
hence it does not require storage of all past observations; 
the KF algorithm is ideally suited to dealing with complex 
estimation problem [11]. 
To achieve recursive equations of KF, we start with state 
and measurement equations [12]:  

kWkXkkX +=+ φ1                                                        (1)
 

kVkXkHkZ +=                                                            (2) 

where kX  is the 1×n  state vector at time kt , kφ  is the 

nn×  state transition matrix from kX  to 1+kX , 

),0(~ kQNkW  is the 1×n  process error vector (a white 

sequence with a specific covariance-based function is 

assumed), kZ  is the 1×m  measurement vector at time  

kt , kH  is the nm×  matrix which creates an ideal relation 

(without any noises) between measurement and state 

vectors at time kt  and ),0(~ kRNkV  is the 1×m  error 

vector (a white sequence is recognized with covariance 

structure and is supposed as kW  with cross correction 

equal to zero). The KF recursive equations are: 

1)( −+−−= kRT
kHkPkHT

kHkPkK                             (3)                                                                               

where kK  is called Kalman gain. The estimation process 

is updated as: 

)ˆ(ˆˆ −−+−=
k

XHkZkK
k

X
k

X                                          (4)                                                                                                 

where “^” and “-” denote estimated state and prior to 
measurement incorporation, respectively. By calculating 
the corresponding covariance matrix using optimum 
estimation, we will have: 

−−=
k

PkHkKIkP )(                                                       (5)                                                                                                              

Consequently, optimum state estimation and covariance 
matrix are resulted for the next time step. 
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4. Genetic Algorithm 

GA is an effective searching method in a very wide and 
huge space. It affects getting an optimum result that it is 
probably not possible to achieve in a person's life. GAs are 
far more different from primitive optimization methods. In 

these algorithms, the design space must be changed into 
the genetic representation. Therefore, GAs deal with a 
series of encoded variables. The advantage of using 
encoded variables is that it can be possible to encode 
continuous functions like discrete functions. GA is based 
on random processing or more specifically it is based on 
guided random process. Therefore, random operators of 
searching space are examined in a comparative way. 
Basically, in order to use GA these three important 
concepts must be defined. If these three sections are 
defined correctly, GA will certainly function properly and 
it is finally possible to improve the performance of the 
system by applying some changes.  
 
Objective function: In each problem, the purpose is to 
maximize or minimize a parameter or parameters. 
Therefore the objective function is determined using 
mathematical relations and proper weighing to solve the 
problem. 
 
Searching space: The purpose of problem solving is to 
find the best result among different results. The space of 
all probable states is called searching space. Each result 
could be represented by a value which determines its 
propriety. Searching for a result means finding an 
extremum result within the searching space. 
 
Operators of GA: After achieving the objective function 
and encoding the population, it is the time for operators of 
GA to start functioning. In a simple GA, the following 
three main operators including reproduction, merging and 
mutation operators are usually used. 
 
Reproduction is usually the first step which is applied to 
the population. In this method, a series of genes are 
selected as a parent in the population which will result in 
generating children by merging. Based on the theory of the 
fittest, the best individuals should be selected in order to 
generate the best next generation. Correspondingly, the 
reproduction operator is sometimes called selecting 
operator. There are different selection methods in GA to 
select genes, but the purpose for all of them is to select 
strings with high average between current population and 
producing multiple copies of them and putting them in a 
place, which is called reproduction pool based on a 
probable form. 
After the reproduction stage is complete, a population of 
the fittests is generated. In fact reproduction function has 
selected a set of the best strings (colony), but it has not 
generated new strings. For this reason, merging function is 
applied to reproduction pool in order to produce new better 
strings. The purpose of merging is to search the parameter 
space and to preserve hidden information in strings as 
much as possible. 
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Mutation of a bit is to change between 0 and 1 and vice 
versa bit by bit which is done based on a small probability 

like mP . In mutation stage a random number between 0 

and 1 is produced. If the produced number is less than mP
then the output is considered as true and otherwise it is 
considered as false. If the output is true for each bit, the bit 
will change, otherwise it will remain unchanged. 

Bits of a string are mutated independently; it means that 
mutation of a certain bit does not affect the probability of 
other bits. In a simple GA, this function is considered as a 
secondary operator to preserve the information which 
might be missing. For example, consider that all bits of 
strings in a population in a certain range are zero and 
optimum solving method needs one 1 in that point, while 
merging operator can not generate 1 in that situation. 
Therefore, in order to generate 1, mutation function is 
used. In the following sections objective function and the 
operators which are used in this paper are explained.         

5. KF Parameters Tuned using GA 

In order to utilize KF, it is necessary to know the accurate 
mathematical model. However, it is impossible to achieve 
an accurate model due to lots of uncertainties existing in 
GPS including errors of the time-variant disturbance, 
parameter perturbation in mathematical model and 
unknown statistical properties of noise existing in the 
system. These factors will result in estimate error in KF, 
even they make it unstable.  
In order to achieve the best filtering performance, the two 
parameters, that is, system model parameter error variance 

matrix 
k

Q  and measurement noise sequence variance 

matrix 
k

R   must be optimized by GA [13]. The objective 

function J  will reach the minimum value by using the 
combination of best filtering effect. The objective function 
J  is described as follow: 

222
zRMSyRMSxRMSJ ++=                                       (8)                                           

in which xRMS , yRMS  and zRMS  are effective errors of 

x , y  and z , respectively. The traditional parameter 

optimization method based on calculations is derived from 
the assumption that the resolving function is continuous 
and differentiable, but in practice the continuous and 
differentiable condition of the function is not fulfilled and 
results in several solutions and heavy noise. 
Compared to traditional methods, GA is not influenced by 
continuous and differentiable condition, and it can solve 
many complex problems, which can not be done using 
traditional methods. It possesses extensive adaptability and 
good robust performance, and it is easily applicable in 
parallel tasks. The operators which are used in the 

implemented GA in this paper are mentioned in the 
following section: 
 
Step 1: Population: The algorithm starts at the first place 
with a set of random results, which is called population. 
These results are used to generate next new population 
anticipating a better population than the previous ones, 
because the methods are used for selecting new 
populations with respect to their propriety. Therefore, the 
best ones have more chances to reproduce. This process 
repeats until final conditions are met (to achieve the best 
results). After doing different experiments, the size of 
population was decided to contain 165 subjects in this 
paper. 
 
Step 2: Reproduction: Between available methods to 
select genes and to merge them the tournament method has 
been selected. This method is similar to a tournament in 
the nature, in which a small subset of genes is selected 
randomly and competes with others. Finally, one of them 
wins with respect to its propriety in this tournament and 
then it is copied in the mating pool as a new parent and 
this process repeats until all parents will be generated in 
the new population. 
     
Step 3: Crossover: Crossover options specify how the GA 
combines two individuals, or parents, to form a crossover 
child for the next generation. In this paper, the heuristic 
method has been selected after considering different 
merging methods. 
 
Step 4: Mutation: After merging strings, it is the time to 
mutate. Mutation is useful for preventing quick 
convergence and helping the search algorithm to escape 
from being trapped in positional minimums. On the other 
hand, this function is used to preserve different states of 
genes and to be distinct in a population. The mutation 
which is used in this paper is mutation adapt feasible. The 
feasible region is bounded by the constraints and 
inequality constraints. A step length is chosen along each 
direction so that linear constraints and bounds are satisfied. 

1BStep 5: Migration: Migration options specify how 
individuals move between subpopulations. Migration 
occurs if we set population size to be a vector of length 
greater than 1. When migration occurs, the best individuals 
from one subpopulation replace the worst individuals in 
another subpopulation. Individuals that migrate from one 
subpopulation to another are copied. They are not removed 
from the source subpopulation. Migration wraps at the 
ends of the subpopulations. That is, the last subpopulation 
migrates into the first, and the first may migrate into the 
last.  
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Step 6: Stopping criteria: Stopping criteria determine 
what causes the algorithm to terminate. We can specify the 
following options: 

• Function generations: Specifies the maximum 
number of iterations for the GA to perform. The 
adjusted value in this paper is 80. 

• Function stall generations: The algorithm stops 
if the weighted average change in the fitness 
function value over stall generations is less than 
the function tolerance. The adjusted value in this 
paper is 70. 

• Function stall time limit: The algorithm stops if 
there is no improvement in the best fitness value 
for an interval of time in seconds specified by 
stall time. The adjusted value in this paper is 
2000 seconds. 

6. Experimental Results 

Data collection is highly important in assessing the utmost 
performance and efficiency of the method suggested in 
this paper. Such a process was carried out in the center for 
Computer Control and Fuzzy Logic Research Lab in Iran 
University of Science and Technology. Fig. 1 depicts the 
hardware used in data collection process. 
According to the hardware shown in Fig. 1, the serial GPS 
receiver data are passed through TTL-RS232 converter to 
change their levels from TTL to RS232 standard and make 
it ready to be connected to the computer. It should be 
noted that the keyboard on this hardware board is used for 
the purpose of setting GPS receiver's programmable 
parameters such as, the output protocol of receiver's serial 
ports (NMEA or Binary) and data transmission rate (4600 
or 9600 bit/s) [14]. 
 

 

Fig. 1: GPS receiver board 

The technically significant features of the GPS receiver 
used in data collection process include 5-channel GPS 
receiver, capable of keeping track of up to 9 satellites, 
capable of reducing SA effect in static mode, functioning 

with both active and inactive antennas, capable of position 
measuring with maximum accuracy in SPS mode, capable 
of selecting satellites and making satellite's view angle 
narrow and capable of updating information in each 
second. 
Considering the precision and the convergence rate, 
filtering result J  is adopted as an objective function. Two 
parameter matrixes, system model parameter error 
variance matrix kQ , and measurement noise sequence 

variance matrix kR  are regarded as the optimal parameters 

for KF which make J  reach the minimum value. Table 1 
reveals the features of the GA which is utilized in this 
paper. 

Table 1: Features of the GA utilized in this paper 

Features Parameter 
165 Population size 
80 Generations 
70 Stall gen limit 

2000 Stall time limit 
R1,R2,R3 Initial population 

Adapt feasible Mutation function 
Tournament Selection function 

Heuristic Crossover function 
 
The optimal values of kQ  and kR  were put in KF relation 

and the filtering experiment was carried out on 1000 data 
which were obtained from the aforementioned GPS. 
Figures 2 to 5 represent the real, predicted and prediction 
error values of the component position errors for 1000 
experimental data sets using KF tuned by GA in SA error 
turned on and turned off states. 

 

 
Fig. 2: The results of 1000 prediction for component positions using KF 

tuned by GA (SA on) 
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Fig. 3: The results of 1000 prediction error for component positions using 

KF tuned by GA (SA on) 

 
Fig. 4: The results of 1000 prediction error for component positions using 

KF tuned by GA (SA off) 

 
Fig. 5: The results of 1000 prediction error for component positions using 

KF tuned by GA (SA off) 

Tables 2 and 3 depict the statistical features of estimation 
errors for 1000 tests which were performed on 
experimental data. According to the results illustrated in 
Tables 2 and 3, it is noticeable that the RMS errors in 
estimation error in component positions using KF tuned by 
GA in SA on and off modes reduced to less than 1 and 0.9 
meters, respectively. The results from tests carried out on 
real data show that the functionality of KF tuned by GA in 
estimating components of position errors is independent of 
the effect of SA errors which is one of the advantages of 
KF tuned by GA. 
References [15,16] predict DGPS corrections using 
traditional KF. As shown in Table 4, the KF tuned by GA 
has better accuracy than traditional KF for DGPS 
corrections prediction. There are few papers that predict 
the DGPS corrections using KF. The proposed KFs in this 
paper have more accuracy than them. 

Table 2: The maximum, minimum, average and RMS error values for 
1000 estimation using KF adapted with GA (SA off) 

Z Y X Parameters 

1.8759 3.0893 2.1349 Maximum 
-2.4190 -2.0089 -2.4570 Minimum 
0.0045 -0.0091 0.0145 Average 
0.4256 0.4546 0.5170 RMS 

0.8093 Total RMS 

Table 3: The maximum, minimum, average and RMS error values for 
1000 estimation using KF adapted with GA (SA on) 

Z Y X Parameters 
1.8113 1.2690 2.7732 Maximum 
-1.5343 -2.4190 -1.7061 Minimum 
-0.0221 -0.0048 0.0188 Average 
0.6044 0.3815 0.6268 RMS 

0.9507 Total RMS 

Table 4: Comparing DGPS corrections prediction accuracy using 
proposed method and traditional KF 

Accuracy 
(SA off) 

Accuracy  
(SA on) 

Prediction Method 

0.8108 1.4380 
Traditional KF 

[15,16] 
0.8093 0.9507 KF tuned by GA 

7. Conclusions 

Regarding the increasing development in using GPS and 
their pivotal roles in various fields including business and 
the military, improvement in their measurement accuracy 
and data security in these systems are considered not only 
as theoretical issues, but also as vital necessities in these 
systems. In this paper, the way of utilizing a low cost GPS 
receiver as an accurate positioning device was discussed. 
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Moreover, a KF-based GA was proposed. The 
experimental results using real data which were gathered 
in test fields, affirm the high potential of these methods to 
obtain precise positioning information. The results reveal 
that it is possible to reduce position RMS error in single-
frequency GPS receivers to less than 1 meter, especially 
when SA is in on mode, the effective error value improves 
to 0.4873 meter utilizing KF adapted with GA as 
compared to traditional KF. 
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Abstract 

Microarrays are made it possible to simultaneously monitor the 
expression profiles of thousands of genes under various 
experimental conditions. It is used to identify the co-expressed 
genes in specific cells or tissues that are actively used to make 
proteins. This method is used to analysis the gene expression, an 
important task in bioinformatics research. Cluster analysis of 
gene expression data has proved to be a useful tool for 
identifying co-expressed genes, biologically relevant groupings 
of genes and samples. In this paper we applied K-Means with 
Automatic Generations of Merge Factor for ISODATA- AGMFI. 
Though AGMFI has been applied for clustering of Gene 
Expression Data, this proposed Enhanced Automatic Generations 
of Merge Factor for ISODATA- EAGMFI Algorithms overcome 
the drawbacks of AGMFI in terms of specifying the optimal 
number of clusters and initialization of good cluster centroids. 
Experimental results on Gene Expression Data show that the 
proposed EAGMFI algorithms could identify compact clusters 
with perform well in terms of the Silhouette Coefficients cluster 
measure.  
Keywords: Clustering, K-Means, AGMFI, EAGMFI, Gene 
expression data. 
 
1. Introduction 

Clustering has been used in a number of applications such 
as engineering, biology, medicine and data mining.  
Cluster analysis of gene expression data has proved to be a 
useful tool for identifying co-expressed genes. DNA 
microarrays are emerged as the leading technology to 
measure gene expression levels primarily, because of their 
high throughput. Results from these experiments are 
usually presented in the form of a data matrix in which 
rows represent genes and columns represent conditions 
[12]. Each entry in the matrix is a measure of the 
expression level of a particular gene under a specific 
condition. Analysis of these data sets reveals genes of 

unknown functions and the discovery of functional 
relationships between genes [18]. The most popular 
clustering algorithms in microarray gene expression 
analysis are Hierarchical clustering [11], K-Means 
clustering [3], and SOM [8]. Of these K-Means clustering 
is very simple and fast efficient. This is most popular one 
and it is developed by Mac Queen [6]. The easiness of K-
Means clustering algorithm made this algorithm used in 
several fields. The K-Means algorithm is effective in 
producing clusters for many practical applications, but the 
computational complexity of the original K-Means 
algorithm is very high, especially for large data sets. The 
K-Means clustering algorithm is a partitioning clustering 
method that separates the data into K groups. One 
drawback in the K-Means algorithm is that of a priori 
fixation of number of clusters [2, 3, 4, 17]. 

Iterative Self-Organizing Data Analysis Techniques 
(ISODATA) tries to find the best cluster centres through 
iterative approach, until some convergence criteria are 
met. One significant feature of ISODATA over K-Means 
is that the initial number of clusters may be merged or 
split, and so the final number of clusters may be different 
from the number of clusters specified as part of the input. 
The ISODATA requires number of clusters, and a number 
of additional user-supplied parameters as inputs. To get 
better results user need to initialize these parameters with 
appropriate values by analyzing the input microarray data. 
In [10] Karteeka Pavan  et al proposed  AGMFI algorithm 
to initialize merge factor for ISODATA.  This paper 
studies an initialization of centroids proposed in [17] for 
microarray data to get the best quality of clusters.  A 
comparative analysis is performed for UCI data sets in-
order to get the best clustering algorithm. 
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This paper is organised as follows. Section 2 presents an 
overview of Existing works K-Means algorithm, 
Automatic Generation of Merge Factor for ISODATA 
(AGMFI) methods. Section 3 describes the Enhanced 
initialization algorithm. Section 4 describes performance 
study of the above methods for UCI data sets.  Section 5 
describes the conclusion and future work.  
 
2. Related Work 

2.1 K- Means Clustering 

The main objective in cluster analysis is to group objects 
that are similar in one cluster and separate objects that are 
dissimilar by assigning them to different clusters. One of 
the most popular clustering methods is K-Means clustering 
algorithm [3, 9, 12, 17]. It classifies object to a pre-defined 
number of clusters, which is given by the user (assume K 
clusters). The idea is to choose random cluster centres, one 
for each cluster. These centres are preferred to be as far as 
possible from each other. In this algorithm mostly 
Euclidean distance is used to find distance between data 
points and centroids [6]. The Euclidean distance between 
two multi-dimensional data points X = (x1, x2, x3, ..., xm) 
and Y = (y1, y2, y3, ..., ym) is described as follows:     
             

D(X,Y)  =�(𝑥1 − 𝑦1)2 + (𝑥2 − 𝑦2)2 + ⋯+ (𝑥𝑚 − 𝑦𝑚)2  
 
The K-Means method aims to minimize the sum of 
squared distances between all points and the cluster centre. 
This procedure consists of the following steps, as 
described below. 
_______________________________________________ 
Algorithm 1:  K-Means clustering algorithm [17] 

 
Require:  D = {d1, d2, d3, ..., dn } // Set of n data points. 
                 K - Number of desired clusters 
Ensure:   A set of K clusters. 
 
Steps: 
1.   Arbitrarily choose k data points from D as initial  
      centroids; 
2.   Repeat 
        Assign each point di to the cluster which has the  
        closest centroid; 
        Calculate the new mean for each cluster; 
      Until convergence criteria is met. 

 
Though the K-Means algorithm is simple, it has some 
drawbacks of quality of the final clustering, since it highly 
depends on the arbitrary selection of the initial centroids 
[1]. 

2.2 Automatic Generation of Merge Factor for 
ISODATA (AGMFI) Algorithm 

The clusters produced in the K-Means clustering are 
further optimized by ISODATA algorithm.  Some of the 
parameters are fixed by user during the merging and 
partitioning the clusters. In [10], Automatic Generation of 
Merge Factor is proposed to initialize merge factor for 
ISODATA. AGMFI uses different heuristics to determine 
when to split. Decision of merging is done based upon 
merge factor which is the function of distances between 
the clusters. The step by step procedure of AGMFI is 
given here under. 
_______________________________________________ 
Algorithm 3: The AGMFI algorithm [10] 

 
Require:  D = {d1, d2, d3, ..., dn } // Set of n data points. 
                 K - Number of desired clusters.  
                 m- minimum number of samples in a cluster. 
                 N – maximum number of iterations. 
                 Θs – a threshold value for spilt_size. 
                 Θc - a threshold value for merge_size. 
Ensure: A set of K clusters. 
 
Steps: 
1.     Identify clusters using K-Means algorithms; 
2.     Find the inter distance in all other cluster to minimum  
        average inter distances clusters point in C; 
3.     Discard the m and merging operations of cluster ≥  
        2*K, If n is even go to step 4 or 5; 
4.     Distance between two centroids < C, merge the   
        Cluster and update centroid, otherwise repeat up to   
        K/2 times; 
5.     K ≤ K/2 or n is odd go to step 6 or 7; 
6.     Find the standard division of all clusters that has   
        exceeds S * standard division of D; 
7.     Executed N times or no changes occurred in clusters  
        since the last time then stop, otherwise take the   
        centroids of the clusters as new seed points and find  
        the clusters using K-Means and go to step 3.          

 
The main difference between AGMFI and ISODATA is 
ISODATA uses heuristic values to merge the clusters, 
AGMFI generates automatically and the choice of c is not 
fixed but is to be decided to have better performance.  The 
distance measure used here is the Euclidean distance. To 
assess the quality of the clusters, we used the silhouette 
measure proposed by Rousseeuw [14].  
 
 
 
3. The Enhanced Method 
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Performance of iterative clustering algorithms which 
converges to numerous local minima depends highly on 
initial cluster centers. Generally initial cluster centers are 
selected randomly. In this section, the cluster centre 
initialization algorithm is studied to improve the 
performance of the K-Means algorithm.  
_______________________________________________ 
Algorithm 2: The Enhanced Method [17] 

 
Require: D = {d1, d2, d3,..., di,..., dn } // Set of n data   
                points. 
                di = { x1, x2, x3,..., xi,..., xm } // Set of  
                attributes of one data point. 
                k // Number of desired clusters. 
Ensure: A set of k clusters. 
 

Steps: 
1. In the given data set D, if the data points contains the  
    both  positive and negative attribute values then go to       
    Step 2, otherwise go to step 4. 
2. Find the minimum attribute value in the given data set   
    D. 
3. For each data point attribute, subtract with the minimum  
    attribute value. 
4. For each data point calculate the distance from origin. 
5. Sort the distances obtained in step 4. Sort the data   
    points  accordance with the distances. 
6. Partition the sorted data points into k equal sets. 
7. In each set, take the middle point as the initial centroid. 
8. Compute the distance between each data point di (1 ≤  i    
      ≤  n) to all the initial centroids cj (1 ≤ j ≤ k). 
9. Repeat 
10.  For each data point di, find the closest centroid cj and  
       assign di to cluster j. 
11.  Set ClusterId[i]=j. // j:Id of the closest cluster. 
12.  Set NearestDist[i]= d(di, cj). 
13.  For each cluster j (1 ≤  j ≤ k), recalculate the centroids. 
14.  For each data point di, 
14.1 Compute its distance from the centroid of the present  
        nearest cluster. 
14.2 If this distance is less than or equal to the present  
        nearest distance, the data point stays in the same  
        cluster. 
         Else 
14.2.1 For every centroid cj (1≤  j ≤ k) compute the  
           distance  d(di, cj). 
           End for; 
           Until the convergence criteria is met. 
_______________________________________________ 
 
 

 

4. Experimental Analysis and Discussion 

The following data sets are used to analyse the methods 
studied in sections 2 and 3. 

Serum data 
This data set is described and used in [10]. It can be 
downloaded from: http://www.sciencemag.org/feature/data
/984559.shl and corresponds to the selection of 517 genes 
whose expression varies in response to serum 
concentration inhuman fibroblasts. 
 
Yeast data 
This data set is downloaded from Gene Expression 
Omnibus-databases.  The Yeast cell cycle dataset contains 
2884 genes and 17 conditions. To avoid distortion or 
biases arising from the presence of missing values in the 
data matrix we removal all the genes that had any missing 
value. This step results in a matrix of size 2882 * 17.  

Simulated data 
It is downloaded from http://www.igbmc.ustrasbg.fr/projet
s/fcm/y3c.txt. The set contains 300 Genes [3]. Above the 
microarray data set values are all normalized in every gene 
average values zero and standard deviation equal to 1.  
 
4.1 Comparative Analysis 

The K-Means, Enhanced with K-Means and AGMFI are 
applied on serum data set when number of clusters is taken 
as 10   and 5 times running to EAGMFI clusters data into 
7. 
 

 
 

Fig. 1 Performance Comparison chart for serum data. 
 
K-Means, Enhanced with K-Means and AGMFI are 
applied on Yeast data set when number of clusters 
initialized to 34 and 5 times running on EAGMFI clusters 
data into 18 . 
 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 255



 

 

 
Fig. 2 Performance Comparison chart for Yeast data. 

 
The K-Means, Enhanced with K-Means and AGMFI are 
applied on simulated data set when number of clusters 
initialized to 10 and 5 times running to EAGMFI clusters 
data into 6. 

 

 
Fig. 3 Performance Comparison chart for simulated data. 

 
Table 1: Comparative Analysis of Clustering Quality of Measurement. 

 
It is observed from the above analysis that the proposed 
method is performing well for all the three data cells. 

5. Conclusion 
 
In this paper AGMFI was studied to improve the quality of 
clusters. The Enhanced Automatic Generation of Merge 
Factor for ISODATA (EAGMFI) Clustering Microarray 
Data based on K-Means and AGMFI clustering algorithms 
were also studied. One of the demerits of AGMFI is 

random selection of initial seed point of desired clusters. 
This was overcome with Enhanced for finding the initial 
centroids algorithms to avoidance for initial values at 
random. Therefore, the EAGMFI algorithm not depending 
upon the any choice of the number of cluster and 
automatic evaluation initial seed of centroids it produces 
different better results with Silhouette Coefficients 
measurement. Both the algorithms were tested with gene 
expression data. 
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Abstract 
Phishing scams are considered as a threat issue to all web users. 
But still the web users are not consciously aware of this fact. 
Many research works have been done to increase the phishing 
awareness among the users but it is not up to the mark till to date. 
We have conducted a survey among a diversified group of people 
who are active user of internet. And then analyzed the existing 
phishing warnings provided by the web browsers and protection 
schemes, in this paper we have suggested new approaches i.e. 
sending notifications to user, checking URL, creating user alarms 
and security knowledge to ensure fairness in web usage. 
Keywords: Phishing, Design, Warnings, Usable Privacy & 
Security, Spoof, Phisher. 

1. Introduction 

Phishing is an e-mail fraud method in which the 
perpetrator sends out legitimate-looking email in an 
attempt to gather personal and financial information from 
recipients. Typically, the messages appear to come from 
well known and trustworthy web sites. Web sites that are 
frequently spoofed by phishers include PayPal, eBay, 
MSN, Yahoo, BestBuy and America Online[9]. A 
phishing expedition, like the fishing expedition it’s named 
for, is a speculative venture: the phisher puts the lure 
hoping to fool at least a few of the prey that encounter the 
bait. 
 
Suppose you check your e-mail one day and find a 
message from your bank. You’ve gotten e-mail from them 
before, but this one seems suspicious, especially since it 
threatens to close your account if you don’t reply 
immediately. What do you do? This message and others 
like it are examples of phishing, a method of online  
 
 
 

identity theft. In addition to stealing personal and financial 
data, phishers can infect computers with viruses and 
convince people to participate unwittingly in money 
laundering. 

2. A Statistics of Scams 

In 2010, RSA[3] witnesses a total of 203,985 phishing 
attacks launched. As compared to the total in 2009, this 
marks a 27 percent increase in phishing attack volume 
over the past year. 
Top Ten Countries by Attack Volume 

 
Figure 1 : Countries by attack volume 
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3. State-of-the-art Web Browsers 

The state-of-the-art web browsers have included active 
warnings, which coerce users to notice the warnings by 
interrupting. We will consider most favorite browsers i.e. 
Microsoft’s Internet Explorer and Mozilla Firefox. IE 9 
includes both active and passive warnings. Upon 
observing a confirmed phishing site the browser will 
display an active warning message in full screen with URL 
bar colored red[10]. For passive indication IE 9 will show 
a popup dialog box while sensing the site as 
suspicious[10].  
 

 
 
Figure 2 : The active Internet Explorer 9.0 phishing 
warning[10] 
 

 
 
Figure 3 : The passive Internet Explorer 9.0 phishing 
warning[10] 
 
Firefox 6.0 also includes active cautionary. When a user 
confronts a phishing site, a non-interactive dimmed 

version of the site is shown with a dialog box given 
choices for continuing or leaving the site[11]. 
 

 
Figure 4 : The active Firefox 6.0 phishing warning[11] 
 
This paper has two contributions. At first, the phishing 
awareness level of web users is surveyed. And then 
analyzing the stat-of-the-art web browsers phishing 
warnings and other approaches it recommends phishing 
attack protection (PAP) approaches to help users handling 
the online frauds. 
 

4. Related Works 

There have been extensive surveys about phishing 
awareness to identify the user knowledge on phishing. In 
[1] the work has simulated a spear phishing attack to 
expose users to browser warnings. But interestingly 
enough 97% of the participants fell for at least one of the 
phishing messages sent to them. And then they used active 
and passive warnings to find out how the users reacting on 
that situation. Basically they have used a model form 
warning science to identify the user reaction and offered 
suggestion for making more efficient phishing warnings. 
Another study in [2] shows that the users after having 
training are less likely to fell for the attacks. The study 
evaluated the effectiveness of PhishGuru training in field 
trails and found that generic training materials are more 
effective than spear phishing training materials. 
 
Even the unaware users of web can be helped not to be in a 
trap by Client Side Phishing Protection[4]. In this paper 
they have provided two approaches by which user will be 
able to identify whether phishing attack is there or not. 
Their work focused on browser extension which has a 
limited range and valid for online-banking. 
 
Another approach was based on visual cue. The solution 
provided by Dhamija et al.[5] consists of dynamic security 
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skin in the web browser. Here a remote server has to prove 
its identity in a way that is efficient for human users to 
examine and cumbersome for phishers. The problem with 
this approach is that the users must be educated enough 
about phishing scams. 
 
We considered the last approach in our related work is 
flow of information based approach. PwdHash[6,7] has 
been considered as a favorite anti-phishing solution. 
Which creates passwords for domains like, a password 
for www.yahoomail.com will be different if it is input 
to www.attacker.com. Comparing this approach with 
AntiPhish[8], which keeps eye on sensitive information. 
Whenever classified information is used in mistrusted 
websites then a warning is generated and consequent 
operations are canceled, that means the user should be 
always vigilant about the information being input in 
various websites. 
 

5. Questionnaire 

We used a set of questions to know that how much 
knowledge web users are possessing and based on that we 
work toward designing new approaches. We collected 
feedback from one hundred users to identify the specific 
arena where to emphasize for developing new phishing 
attack protection approaches. 
 

• What is your internet usage per day? 
 
We wanted to know how much time a user spends on the 
web to measure how vulnerable one individual is. 
 

• Do you prefer online shopping? 
 
Most of the phishing attacks are placed on online shopping 
and credit card transaction based. So, this question helped 
us understanding the scope of a user being cheated. 
 

• What is your favorite browser? 
 
Browsers are also creating protection approaches where a 
user having no idea about phishing might help him/her 
from being ripped off. 
 

• Phishing awareness level 
 
We extracted the level of knowledge about phishing in this 
question to judge the real life scenario of  web users. 
 

• Do you feel insecure to use internet for 
phishing attack? 

 

This question let us know how much a user is worried 
about phishing attacks and whether users feel insecure 
over web space or not. 
 

• Is your browser able to defense phishing 
attack? 

 
This tells us whether user is known about phishing or not 
and whether his/her browser is able to notify any phishing. 
 

• Did you face any phishing attack? 
 
This is to know how experienced a user is about being 
jockeyed. 
 

• Do you know someone who has financial loss 
due to phishing attack? 

 
Awareness of financial losses claimed the information 
about phishing attacks are disseminated among peer 
groups and thus being aware of it. 
 
 

6. PAP Approaches 

Here we are suggesting some approaches considering the 
user knowledge on phishing and the state-of-the-art web 
browsers. Our proposed approaches will help the users to 
be more aware of phishing and thus ensure fairness in web 
usage. 
 
6.1 Sending Notification to User 
 
When a mail or any message from bank or any other 
financial organization or any credit card payment gateway 
is sent to the client that organization needs to send a 
notification to the client’s cell phone as a sms. In this era 
of smart phones, sending notification by sms is the most 
simple and reliable solution. For this reason, the client 
phone number should be synchronized with the 
organization. Whenever there is a mail sent from the 
organization, the automated system sends a sms 
momentarily. This will help the clients to understand that 
the mail is generated by the original organization. And for 
attackers, it is not possible to send automated notification 
to the targeted victim’s cell phone. 
 
6.2 Checking the URL 
 
An extension can be developed which will check the URL 
on behalf of the user. It will check the URL and search for 
the matches of the URL with default search engine of the 
browser. If the URL matches, then it checks the domains 
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and sub domains. Now if the sub domain and other part of 
the URL matches with another domain, then it will 
generate a message. Most of the time, sub domain is used 
to create attack. So, if there is a notice, user will check the 
sub domain itself. 
 
6.3 Creating User Alarm 
 
There should be database of the phishing sites and 
browsers should always sync with the database. Currently, 
an alert is given if a site contains malware and same alerts 
can be created for those phishing sites. When there is an 
alert, user have to be cautious about the site. 
 
6.4 Check the Redirection 
 
Most of the users are not aware about the redirection. 
Although browsers like Firefox have the option to show an 
alert during redirection, nobody cares. This is a vulnerable 
thing. Redirection should be checked and if the redirected 
site is not trustworthy, then an alert will also appear and 
closes the window as well as adding the site with the 
central phishing database. 
 
6.5 Increase Security Knowledge 
 
The users are the victim and from our survey we found 
that many of them have heard the term “phishing” but they 
don’t have any clear concept about it. This situation can be 
improved by increasing security knowledge. Financial 
organizations like Banks, Insurance companies can 
organize some weekly/monthly event for their clients 
where the latest news and views of internet security will be 
presented. Beside these events, there must be some 
tutorial(written/video) with the browsers which will teach 
the users about phishing. As many people will not find 
enough time to check that tutorial, it can be made 
mandatory while installing the browsers to watch the 
tutorials first. 
 
 
  
7. Conclusion 
 
Phishing attacks are causing huge financial losses to 
individual and group. A number of professional and 
academic protection approaches have been proposed to 
date. But still there are very less improvement. So, it’s the 
only way when the users are cautious about this issue and 
thus oriented approaches provided by us in this paper can 
help to block this burgeoning problem in today’s IT world. 
In our future work, we will be implementing more novel 
approaches which will supersede the existing approaches 
for combating phishing attack. 
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Abstract 

Digital image processing is a means by which the valuable 
information in observed raw image data can be revealed. A web-
based image processing pipeline was created under the ambitious 
educational program Venus Transit 2004 (VT-2004). The active 
participants in the VT-2004 can apply the basic processing 
methods to the images obtained by their amateur telescopes 
and/or they can process an image observed at any observatory 
involved in the project. The processed result image is displayed 
immediately on the display. Above that all participants can 
follow the distance Sun-Venus centers computation performed at 
the professional observatory in the real time. There is a 
possibility to submit an image from their own observation into 
the database. It will be used for the distance Earth-Sun 
computation.  
 
Keywords: Educational project, WEB pipeline, image 
processing  

 
1. Introduction 
An image is digitized to convert it to a form which can be stored 
in a computer's memory or on some form of storage media such 
as a hard disk or CD-ROM. This digitization procedure can be 
done by a scanner, or by a video camera connected to a frame 
grabber board in a computer. Once the image has been digitized, 
it can be operated upon by various image processing operations.  
  
Image processing operations can be roughly divided into three 
major categories, Image Compression, Image Enhancement and 
Restoration, and Measurement Extraction. Image compression is 
familiar to most people. It involves reducing the amount of 
memory needed to store a digital image.  

Image defects which could be caused by the digitization process 
or by faults in the imaging set-up (for example, bad lighting) can 
be corrected using Image Enhancement techniques. Once the 
image is in good condition, the Measurement Extraction 
operations can be used to obtain useful information from the 
image.  
Some examples of Image Enhancement and Measurement 
Extraction are given below. The examples shown all operate on 

256 grey-scale images. This means that each pixel in the image is 
stored as a number between 0 to 255, where 0 represents a black 
pixel, 255 represents a white pixel and values in-between 
represent shades of grey. These operations can be extended to 
operate on color images.  
The examples below represent only a few of the many techniques 
available for operating on images. Details about the inner 
workings of the operations have not been given, but some 
references to books containing this information are given at the 
end for the interested reader.  
   
2. Image Enhancement and Restoration: 
The image at the top left of Figure 1 has a corrugated effect due 
to a fault in the acquisition process. This can be removed by 
doing a 2-dimensional Fast-Fourier Transform on the image (top 
right of Figure 1), removing the bright spots (bottom left of 
Figure 1), and finally doing an inverse Fast Fourier Transform to 
return to the original image without the corrugated background 
Bottom  right of figure 1. 
   

 
Figure 1. Application of the 2-dimensional Fast Fourier 
Transform 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 262



 

 

 
An image which has been captured in poor lighting conditions, 
and shows a continuous change in the background brightness 
across the image (top left of Figure 2) can be corrected using the 
following procedure. First remove the foreground objects by 
applying a 25 by 25 grayscale dilation operation (top right of 
Figure 2). Then subtract the original image from the background 
image (bottom left of Figure 2). Finally invert the colors and 
improve the contrast by adjusting the image histogram (bottom 
right of Figure 2. 
 
 
 

 
 

Figure 2. Correcting for a background gradient 
 
 

3. Image Measurement Extraction: The example below 
demonstrates how one could go about extracting measurements 
from an image. The image at the top left of Figure 3 shows some 
objects. The aim is to extract information about the distribution 
of the sizes (visible areas) of the objects. The first step involves 
segmenting the image to separate the objects of interest from the 
background. This usually involves thresholding the image, which 
is done by setting the values of pixels above a certain threshold 
value to white, and all the others to black (top right of Figure 3). 
Because the objects touch, thresholding at a level which includes 
the full surface of all the objects does not show separate objects. 
This problem is solved by performing a watershed separation on 
the image (lower left of Figure 3). The image at the lower right of 
Figure 3 shows the result of performing a logical AND of the two 
images at the left of Figure 3. This shows the effect that the 
watershed separation has on touching objects in the original 
image.   

 
 

 
 

 
Figure 3. Thresholding an image and applying a Watershed 
Separation Filter  
 
4. Color Balancing Method for Cameras: 
The problem of separating the illumination from the reactance 
information in a given image has been extensively researched in 
the last three decades, following Edwin Land’s seminal work on 
color vision and his development of the Retinex theory [4]. The 
problem can be described as follows – given an input image S, 
we would like to decompose it into two die rent images – the 
reactance image R and the illumination image L, such that S (x; 
y) = R (x; y) L (x; y). There are many benefits to such a 
decomposition, including the ability to correct for color-shifts 
due to illumination, correct for uneven illumination, introduce 
artificial lighting and enhancing dynamic range. It is not hard to 
see that in general, this problem is ill-posed – for a given input 
image L, there are infinitely possible solutions of L and R pairs 
that can explain S. Many works have tried to constraint the 
problem, by posing assumptions on the type of illumination (e.g. 
constant-hue illumination over the field-of-view and spatial 
smoothness). With the growing popularity of digital cameras the 
importance of fast algorithms for color correction (also known as 
auto white-balancing, AWB in short) grew as well. Such 
algorithms are an integral part of the image signal processing 
(ISP) pipeline that is responsible for converting the RAW image 
captured by the sensor into the final color JPEG image that is 
saved on the memory card. AWB algorithms try to estimate the 
correct three white balance gains (for the red, green and blue 
channels) that should be applied on an input image in order to 
correct for color shifts caused by illumination, so that white 
elements in the scene indeed appear white in the image – similar 
to the way the human visual system can compensate for die rent 
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lighting conditions so that white color always seems white under 
die rent illuminations. Figure 1 shows an example of correct vs. 
incorrect white balancing. 
 
Conclusion: You have seen a few of the features of a good 
introductory image processing program. There are many more 
complex modifications you can make to the images. For example, 
you can apply a variety of filters to the image. The filters use 
mathematical algorithms to modify the image. Some filters are 
easy to use, while others require a great deal of technical 
knowledge. The software also will calculate the ra, dec, and 
magnitude of all objects in the field if you have a star catalog 
such as the Hubble Guide Star Catalog (although this feature 
requires the purchase of an additional CD-ROM). 

The standard tricolor images produced by the SDSS are 
very good images. If you are looking for something specific, you 
can frequently make a picture that brings out other details. The 
"best" picture is a very relative term. A picture that is processed 
to show faint asteroids may be useless to study the bright core of 
a galaxy in the same field. 
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ABSTRACT 
 
Internet Banking has become widespread in most 
developed countries, while the Financial Services 
Sectors in most developing countries are lagging 
behind with this technology. Despite the benefits 
afforded by such online activity, Pakistani financial 
institutions, in particular, have not yet experienced 
the full potential of this form of electronic commerce, 
due in part to the weakness and instability of the 
country's financial system. This is coupled with the 
fact that the citizens have lost confidence in the 
Pakistan Financial Services Sector in 1990s. 
 
The objectives of this research are two-fold. The first 
aim is to investigate the feasibility of adopting 
Internet Banking within the Pakistan Financial 
Services Sector. The second objective is to 
demonstrate how Internet Banking may serve as a 
dual solution in restoring the viability of the Pakistan 
financial institutions and restoring investor 
confidence. From the literature review and surveys 
undertaken, the research examines the various 
benefits, which Internet Banking offers as well as its 
drawbacks. A comparative study reveals few reasons 
why financial institutions in most developing 
countries might not be able to embark on Internet 
Banking; whilst their counterparts in most developed 
countries are able to capitalize fully on such e-
commerce venture.  
 
The paper employs survey data to measure the extent 
to which financial institutions in Pakistan use e-
commerce and to investigate the opportunities for 
further growth (that is, the likelihood of Internet 
Banking) within the overall Financial Sector. The 
research highlights a number of obstacles that must 
be overcome if the Pakistan financial institutions 
decide to actively use the Internet to provide banking 
services. Possible solutions that may be inaugurated 
to overcome the respective barriers are proposed. 

Finally, a summary and conclusion with 
recommendations are presented. 
 
Key words: Internet Banking, E-Banking, 
Developing countries, Pakistan 
 
1. Introduction: 
 
It is widely acknowledged that Internet has 
permeated all types of commercial transaction in our 
contemporary world. The area of banking is no 
exception. Although the provision of banking 
services via the Internet is popular among developed 
countries (Cunningham and Froschl 1999; 
Jasimuddin, 2001), there exists a favourable 
environment for rapid development of Internet 
Banking to take place among developing countries as 
well. Internet Banking is seen to offer far- reaching 
potentials (Bauer, 1999), not only to the financial 
institutions but also to their clients and the wider 
society. It can enhance the institutions ‘strategic 
initiatives and simultaneously empower customers, 
by enabling them to monitor their accounts 24-hours-
a-day, seven-days-a-week, through the borderless 
environment. 
 
 Currently, it is evident that most of the financial 
institutions in Pakistan are employing e-commerce 
technologies on a wide-scale basis. They provide a 
combination of Automated Banking/Teller Machine 
(ABM/ATM) facilities, automatic funds transfer, 
electronic bill payment and call centre services, and 
with telephone banking being the latest e-commerce 
trend. Most of the institutions also have built 
websites to keep customers informed about their 
existing financial products and services as well as 
new ones that are being offered. In some cases the 
applications of e-commerce technologies goes 
beyond merely creating a presence on the Web. At 
least 28 commercial banks and 3 another financial 
institutions are now offering financial transactions 
over the Internet. This responsiveness to 
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technological innovation may prove to be a prudent 
course of action, considering the fragility of the 
Pakistan Financial Sector over the Past decade. 
 
 In the early 1990s, Pakistan began to experience a 
breakdown in its financial system chiefly within the 
Insurance and Banking sectors. By the late 1996, 
some of the indigenous financial institutions had 
collapsed. 46 of the Banks that now exist in Pakistan, 
almost 30 are indigenous banks; the other 16 banks 
are the foreign-banks. These facts, along with 
intermittent rumours for further closure of some of 
the financial institutions have raised valid concerns 
among the Pakistani Citizens, causing them to lose 
confidence in our own home-based banks and the 
local Financial Services Sector in general. But after 
1999 the Pakistan Financial sector starts booming and 
the lot of foreign financial institutions started 
investment in banking sector.  
 
2. REVIEW OF THE RELEVANT 
LITERATURE 
 
2.1 E-COMMERCE: The Concept of Internet 
Banking. 
                         
Electronic Commerce (E-Commerce) is “the 
application of information technology to facilitate the 
buying and selling of products, services and 
information over public standards based net works” 
(Price Waterhouse Coopers (PWC), 1999). Put 
another way, e-commerce enables the execution of 
transactions between two or more parties using 
interconnected network. These interconnected 
networks can be a combination of telephone systems, 
Cable TV, leased lines, or wireless. E-Commerce 
also includes consumers making electronic payments 
and funds transfers (Kalakota and Robinson, 2000).  
 
According to Howcroft (2001) “many would claims 
that e-commerce is reshaping almost all industries” 
(p. 195). This claim is true to a great extent, 
especially with the advent of the Internet, which has 
set in motion an electronic revolution in the global 
banking sector since 1995 (Jasimuddin, 2001). 
According to Bauer (1999), the financial services 
industry in general, and retail banking institutions in 
particular, were amongst the first business that 
realised that tremendous opportunities of the Internet 
and started to offer (information) services on the 
World Wide Web. In a similar vein, Cunningham and 
Froschl (1999) claim that banks are among the most 

intense users of technology and that the retail 
financial service industry deserves a special place in 
any discussion of electronic business. 
 
 In 1979, Hosemann predicted that by the year 2000, 
electronic delivery of banking services would be as 
commonplace as the paper cheque was in that period. 
Hosemann’s (1979) words seem to have now come to 
pass. Today, Internet Banking, a form of Online 
Banking (Sherrod, 2000), has become a major 
distribution channel of banking products and services 
in developed world (Jasimuddin, 2001). Many 
Europeans banks as well as banks in the United State 
have been quick to embrace Electronic Business as a 
competitive weapon (Cunningham and Froschl, 
1999). What banks are attempting to do by going 
online is primarily to retrain customers by reaching 
them more efficiently, and to increase market share 
(Fallenstein and Wood, 2000; Bauer, 1999; 
Cunningham and Froschl, 1999; Hosemann, 1979). 
 
Online banking is broad sector that covers 
checking/savings/deposits, balance information, fund 
transfer, bill payments and credit card services 
(Banks, 2001). According to Banks (2001), while 
online banking does not possesses the ‘glamour’ and 
excitement of online trading, it is a business function 
that lends itself to the tools and technologies of the 
Internet. Internet Banking particularly allows a 
customer to take care of business- perform various 
banking tasks – using any computer that has an 
Internet connection and a high- speed browser 
(Sherrod, 2000). Another type of online banking, 
known as personal Computer (PC). Banking is aimed 
to retail customers (Banks, 2001), allowing them to 
use personal financial-management software, such as 
Quicken or Microsoft Mone, to bank from their 
personal computers (Fellenstein and Wood, 2000; 
Sherrod, 2000).  
 
Sindell (2000) briefly points out three ways in which 
consumers can access their personal banking data, 
namely: bank-owned software using a direct dial-up, 
Internet access, and personal finance software. 
However, PC Banking remained a rather limited and 
cumbersome process until the commercial 
introduction of the Internet (Banks, 2000). Young, et 
al (1999) advice that a novice can go through one of 
the test-drive programmes which participating banks 
provide on their web site, in order to understand how 
Internet Banking works.
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Figure 1 

 
Network Connection between Clients and Financial Institutions (Bauer, 1999; p. 72) 

 
The benefits and the opportunities of Internet 
Banking coincide with the ones that e-commerce in 
general and the Internet in particular, bring.  These 
benefits and opportunities are discussed in the 
following sections. 
 
2.2   Benefits of Internet Banking: 
 
The benefits of the Internet Banking are borne in the 
convenience it offers coupled with its enabling 
features. These benefits are discussed from the 
standpoint of the financial institutions and the 
consumers. 
 
2.3   Benefits to the Financial Institutions 
 
From an institutional perspective, many authors 
concur that Internet Banking is an alternative delivery 
channel. Strategically, banks will be continually 
challenged for distribution to retain their customers 
and market share (Fellenstein and Wood, 2000). To 
this end, Internet Banking offers a viable delivery 
channel, allowing banks to retain current customers 
and attract new ones, while providing improved 
customer service and convenience, without 
increasing operating costs (Humphrey’s, 2000).  
  
 In addition to offering an alternative delivery 
channel, Internet Banking offers economic 
efficiencies to the institution, including “low –cost 
customer service alternatives to expensive retail bank 
branches and telephone call centres” (Kalakota and 
Robinson, 2000; p. 629). According to Humphrey’s 
(2000), savings are realised by the bank when 
customers use an Internet branch to access account 
information and to open new accounts, minimising 
reliance upon personal bankers and customer service 
representatives for the most basic transactions. 
 

 It has been argued that the Internet presents the 
opportunity to level the playing field for banks of all 
sizes (Humphrey’s, 2000), as it represents relatively 
low entry costs in terms of both skills and money to 
markets, information, contacts and culture (Miller 
and Slater, 2000). Therefore deregulation of financial 
markets lowers traditionally high entry barriers for 
new competitors (Bauer, 1999).                      
 
2.4   Benefits to the consumers: 
 
From a client perspective, Internet Banking offers 
convenience, flexibility and significant time saving. 
“Customers know that convenience and transaction 
simplicity count and that time is money” (Heard, 
1993; p. 23). Financial institutions recognise that 
customers are looking for easier ways to access 
information and conduct transactions; as such they 
see the Internet as a major commercial opportunity 
(Cunningham and Froschl, 1999). Internet Banking 
allows quick delivery of products and services. In 
addition, it provides control and empowerment to 
customers. According to Young, et al (1999), many 
bank allow customers to control their bank accounts 
online; customers can get up-to-the-minute balances 
on all their accounts, transfer funds from one account 
to another, pay recurring bills (like mortgages) 
automatically, or schedule transfers or payment ahead 
of time. 
 
 With Online Banking, commuting is reduced thus 
significantly saving the client’s time. According to 
Sindell (2000) Internet Banking facilities home 
banking, in that it provides customers who have 
computer, modern, and appropriate software with the 
ability to download their personal bank data and 
conduct online activities. It is implied here that this 
eliminates the need for a customers to go physically 
to the bank and wait in a queue to conduct financial 
transactions. Therefore, a customer can have an 
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instant access to financial services and perform 
various banking tasks from the convenience of his 
computer (Sherrod, 2000). This empowerment can 
further lead to increased customer trust and 
confidence. According to Banks (2001), as customers 
gain greater confidence with the Internet and its 
delivery mechanisms, they will likely be willing to 
move more of their personal financial transactions to 
a web setting. Bauer’s (1999)  
  
2.5   Drawbacks of Internet Banking:              
 
Doing business online has received attention for its 
potential, as well as for its shortcomings (Kalakota 
and Robbins, 2000). While the Internet may present 
the opportunity to level the playing fields for banks 
of all sizes as well as for other non-bank competitors 
(Humphreys, 2000), the internet at some points, will 
start impacting negatively on the profit margins in 
retail banking. According to banks (2001), the 
finance industry has historically been protected by 
high barriers to entry. However, ad financial services 
gravitate to the Internet some of the barberries to 
entry have already been eroded, thereby reducing the 
institutions’ market share. Fellenstein and Wood 
(2000) point out that the biggest threat to banks from 
a competitive perspective is coming from the non-
banking business community, typically online 
brokerages and software companies (e.g. Microsoft, 
Intuit). 
 
 On the matter of security, Baker (2000) points out 
that there remains fear in many places around the 
world about the security of the Internet transactions 
Hoffman (1994) explains that because the Internet is 
so decentralised, each computer is responsible for its 
own security. Therefore, there is no real inter-
computer security on the Internet. As such, “this 
makes it very easy for someone on the Internet to spy 
on transmissions undetected” (p. 12). Assuring the 
privacy and preventing ‘digital’ fraud is a 
prerequisite for Internet Banking and is one of the 
most important factors for customer acceptance 
(Bauer, 1999). Huff et al (2000) use the case of 
Advance Bank (the first direct bank in Germany) to 
depict how security measures may be executed 
during an Internet Banking transaction. Advance 
Bank relies on a complex security system, where in: 
 
                       “Upon opening an account with the 
bank, the customer receives a Personal Identification 
Number (PIN) and the computer generated six-digit 
secret code. Every time the customer accesses his/her 
account by telephone or Internet, he/she is first 
requested to provide his/her PIN; then the bank’s 
computer system randomly ask for 3 number from the 

customer’s secret six digit code (e.g. the first, fourth 
and the fifth digits)”( p.43). 
 
2.6   Why Internet Banking in Pakistan?  
                         
Based on the evidence revealed in the preceding 
literature review, one of the most consistent 
arguments advanced in several Internet Banking 
literature is that Internet Banking is seen as a key 
route in increasing the financial institution’s market 
shares and to retain their customers (see Banks, 
2001); Fellestein and Wood (2000); Humphreys 
(2000); Bauer (1999); Cunningham and Froschl 
(1999). This medium of product delivery provides 
convenience, ease of use, low-cost transactions, and 
the detailed account information to both the 
institutions and its customers. We have seen that 
Internet Banking offers overall empowerment to the 
customer, which in turn may lead to increased 
customer trust, confidence and satisfaction, thereby 
reducing attrition. Internet Banking should enable the 
banks to not only provide improved service to 
existing clients but also to attract new customers 
whilst operating at a low cost. As a small, open 
economy, e-commerce can enable the Pakistan 
Financial Institutions to capture niche markets and 
compete effectively with larger and more developed 
economies to take full advantage of globalisation and 
free trade (PCOP, 2009). 
 
Further justification comes from Richards (2000) 
who claims that when engaging in Internet business, 
it is an important that the business must offer 
products that people already desire, and that these 
products need to be easily transferable to and 
accessible on the Internet. One of the questions that 
must be asked is “Does the world need your product 
or service?” (p.22). According to Brigham and 
Gapenski (1997), commercial banks are the 
traditional “department store of finance” which serve 
a wide variety of savers and those with needs for 
funds (p.93). 
 
One important fact is that the Pakistan Citizens and 
the world at large desire the Pakistan commercial 
banks, which comprises the largest share of the 
Financial Services Sector, offers both retail and 
commercial products and services that. Also, these 
products and services can be easily transferred to the 
Internet. In addition, even in its injured region, the 
overall Financial Sector plays a critical role in the 
Pakistan economy, accounting for approximately 15 - 
25% of GDP (PCOP; 2010) and providing 
employment. Altogether, these elements may render 
the Pakistan Financial Sector a prime candidate for 
conducting its services via the Internet. 
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With Richards’ (2000) affirmation, coupled with 
arguments advanced in the literature review. Internet 
Banking is therefore proposed as a means of 
strengthening the Pakistan Financial Services Sector 
and restoring investor confidence. However, it is 
carefully noted that, “even if a company has a clear 
e-commerce strategy, it is not guaranteed to 
succeed” (Walsham, 2001; p. 167) on the other hand, 
while a company is not guaranteed to succeed even if 
it has a clear e-commerce strategy, if the Pakistan 
banks choose not to face the challenges associated 
with these technological opportunities, “they risk 
losing customers and business to faster competitors” 
(Bauer, 1999; p.65). 
 
3. Research Methodology. 
                      
The population of 106 branches of different 
financial institutions within the Pakistan Financial 
Services Sector has been identified based on 
information provided by the State Bank of Pakistan 
(SBP, 2010). The Internet Banking Survey took the 
form of a questionnaire along with semi-structured 
interviews, which consisted of a list of preset 
questions. This method was used for capturing in 
written form, a considerable amount of data from the 
financial institutions over a relatively short period of 
time. Following Haralambos and Holborn's (1990) 
example of administering questionnaires, the 
researcher gave the same questions in the same order 
to the respondents so that the same information can 
be collected from every member of the sample. The 
rationale here was to offer each subject 
approximately the same stimulus so that responses to 

the questions, ideally, will be comparable (Babbie, 
1995 - see Berg, 2001; p. 68). 
 
The Sector is comprised of five categorical 
institutions, namely: Commercial Banks, 
Investment Institutions, Micro finance, Islamic 
banks, and Development Banks. 
 
4. Internet Banking Survey and Findings 
                        
 The sample of 106 branches of different financial 
institutions was selected to be the subjects to whom 
the survey questionnaire was sent. This figure was 
arrived at after the author initiated telephone calls to 
several institutions within the Financial Sector to 
introduce the Internet Banking survey and to 
encourage their participation. However, some 
institutions had declined to participate due to various 
reasons. For instance, one of the Financial 
Institutions advised the author that the institution is in 
its preliminary planning stage for Internet Banking 
and does not wish to divulge any information at this 
tentative stage. Another instance was with the 
development banks. All but one advised the author 
that due to the nature of their business, Internet 
Banking is not in their future plans; hence it would 
make no sense for them to participate in the survey. 
Other financial institutions forwarded various reasons 
for non-participation. Nonetheless, after receiving 
positive responses from the other institutions, the 
author discovered that those institutions that wished 
to participate in the survey represented diverse 
categories of the Financial Sector, thereby providing 
sufficient coverage. They all ranged widely in size.

 
 

Table 1 
 

Electronic Means of Product/Service Delivery by the Financial Institutions 
 

Electronic Medium Commercial Banks 
Total 46 

Other Categorical 
Financial Institutions 

Internet Banking 28 3 
Telephone/Mobile Banking 16 2 
Other* 35 2 

 
*ATM/Debit/Credit Card/Business Card Facilities 

 
The above illustrates that more than 63% (28) of the commercial banks now offers Internet Banking services. Only 
16 of the banks offer Telephone Banking services. 35 of the banks offer services via "Other" electronic means. 
“Other” primarily includes ATM/Debit, Credit card and Business card facilities. The above table also illustrates that 
3-4 of the other categorical financial institutions offer product and services via the Internet, 2 Telephone/Mobile 
banking and 2 “Other” electronic means.  
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Figure: 2 

 

 
 

Table: 2 
 

The Financial Institutions' Available Technological Infrastructures, Employee Awareness and Customers' Interest in Internet Banking. 
 

 
 
 
   
 
 
 
 
 
 
 

 
Eighty percent (80%) of the financial institutions have the basic technological infrastructure in place. Forty percent 
(40%) of the institutions have informed employees about the potential Internet Banking venture. Sixty-seven percent 
(67%) have already conducted customer/client survey to solicit customers' personal views on Internet Banking. 
Those financial institutions, which have conducted their customer/client survey, stated that the general consensus of 
the findings is that customers view Internet Banking as a good facility and as a vital banking channel. One of the 
commercial banks MCB (Muslim Commercial Bank) that is currently engaged in Internet Banking activities has 
pointed out that it received positive responses on all client surveys. The bank boasts that its electronic banking 
products are far superior in the local and even in global markets. Another bank has pointed out that its 
customer/client survey revealed that a high percentage of customers within the business/corporate sector require this 
service. 
 
4.1 How will Internet Banking restore customer confidence in Pakistan? 
 
 In addressing the above question, the researcher first tried to identify the benefits of Internet Banking to clients and 
customers in Pakistan, and then tried to examine how these benefits may restore customer confidence. The survey 
findings show that the benefits listed by the respondents in response to the open-ended question `How will your 
clients/customers benefit from Internet Banking services? Concur with those identified in the literature review. 
 

Table: 3 
 

Benefits of Internet Banking to Clients/Customers 

 
Convenience 
 

• Single access point for all financial products and services. 
• Banking at customers' own convenience. 

 
Questions asked of the Financial Institutions    (Commercial 
Banks & Other Categorical Institutions) 

 
Yes 

 
% 

 
No 

 
% 

 
Are there available technological infrastructures? 

 
37 

 
80 

 
9 

 
20 

 
Have employees been informed about the potential internet 
Banking Venture? 

 
19 

 
40 

 
27 

 
60 

Has a customer/client survey been done to solicit customers’ 
personal views on Internet Banking? 

 
31 

 
66.66 

 
15 

 
33.33 
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 • Ensures better monitoring. 
• Portability. 

Accessibility (Easy Access) 
 
 

• Global access to accounts; clients can access account information 
anywhere and at anytime (24-hours-a-day; seven-days-a-week). 

• Higher availability of bank data. 
Increase Competition • Give local merchants a chance to compete on international markets. 
Increase Profitability and 
Savings 

• Merchants/corporate clients get funds of varying currencies. Deposited to 
their local accounts. 

• Ordinary citizens can reap similar benefits. 
 
Saves Time 
 

• Less time required for bank business. 
• Quick delivery of products and services. 
• Reduces commute. 

More Choices 
 

• Can select from many financial institutions and from more products and 
Services 

Possibility of Cost-savings • Using “cheaper" delivery channels. 
                    
From the above, we can construe that the benefits of 
Internet Banking in themselves are ideal factors for 
restoring and maintaining investor trust and 
confidence in Pakistan. 
 
 An evidence from MCB Bank that people tend to use 
technology, as it is convenient to them. They use this 
facility given that they don’t have time to address 
personal affairs during weekdays - by the time they 
get home from work the banks are closed. In addition 
to this, while putting credit card details over the 
Internet may involve a few risks, the transaction 
convenience far outweighs these risks.  
 
 Taken altogether, it can be construed that Internet 
Banking promotes quick response, convenience, and 
improved quality which give rise to other benefits 
such as time saving, cost-savings, easy access, wider 
choices and customer empowerment. All these 
benefits in turn are geared toward satisfying the 
customers and clients. Customer satisfaction invokes 
feelings of gratification, thereby replacing fear and 
mistrust with confidence and trust. According to 
Gibson et al (1997), a satisfied customer will 
continue to repeat business with a particular 

organization. Therefore, if the financial institution’ 
products and services adequately meet customers’ 
needs then this can restore, boost and maintain their 
confidence in doing transactions with the respective 
institutions. In addition, the current reliance on 
technology within the Pakistan society indicates that 
there will be some amount of commitment by 
investors and the citizens in general, to participate in 
Internet Banking. 
 
4.2      How will Internet Banking strengthen the 

Pakistan Banking Industry and the Local 
Financial Services Sector in general? 

 
Another observation made from table, which is in 
accordance with Richards’ (2000) claim, is that most 
of the products and services offered by the Pakistan 
financial institutions could be easily transferred to the 
Internet. For example, customers may apply for 
loans, credit cards and may make loan, credit card 
repayments online. Some of the potential benefits of 
Internet Banking to the financial institutions as stated 
on the returned questionnaires are summarized in 
Table 4.

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 271



Table: 4 
Benefits of Internet Banking to the Financial Institutions 

 
Benefits of Internet Banking to the Financial Institutions 

 Increased relationship with customers, giving rise to greater loyalty and    share of wallet 

 More cost-effective mechanism for communicating with customers 

 Improved banking services 

 Less staff (e.g. tellers and customer service officers) and less office space 

 Able to reach a wider cross-section of customers. Reach more offshore customers as they would be 

able to view account information from anywhere in the world.  

 Provides revenue and increases profitability 

 Provides real-time banking information to customers 

 Reduces the need for branch expansion, more reach and availability without an investment in 

property 

 Decreases downtime if access workstation is affected 

 
 If the Pakistan financial institutions are to conduct 
their services via the Internet then this could mean 
immediate expansion of their marketplace to national 
and international markets. It will also provide them 
with the opportunity to reach their customers more 
efficiently. As mentioned earlier, quick response and 
improved quality promote customer satisfaction. 
Customer satisfaction, as affirmed by Gibson et al 
(1997), is the key to organizational success “for it is 
the satisfied customer who accounts for the repeat 
business that the organizations need to survive and 
thrive” (p. 214). Therefore the Internet as a medium 
of product delivery would enable the institutions to 
not only provides improved services to existing 
clients and customers, but also to retain them and 
attract new ones whilst operating at a low cost. This, 
along with customer reliance upon the institutions’ 
products and services may help to restore the 
viability of the financial institutions and strengthen 
their business, as success in e-commerce will have an 
immediate impact on the institutions’ productivity 
and profits. 
 
4.3     The Future of Internet Banking in 
Pakistan 
 
 One of the main conclusions that can be drawn 
from the survey is that Internet Banking in 
Pakistan is highly feasible. It has been revealed 
that financial institutions (commercial banks and 
other financial institutions from diverse categories) 
have already begun the Internet Banking venture, 
whilst the others seem to be making extensive 
preparation for this type of e-commerce business. 

This responsiveness to technological innovations 
can enhance the financial institutions’ strategic 
initiatives and simultaneously re-establish some 
amount of confidence among the Pakistan citizens 
by allowing clients and customers to monitor their 
own financial accounts 24-hours-a-day, 7-days-a-
week through a borderless environment. 
 
The author has also seen from the findings that the 
benefits of Internet Banking in themselves are ideal 
factors for restoring and maintaining customer trust 
and confidence in Pakistan. For example, beneficial 
factors such as quick response, convenience, and 
improved quality give rise to other benefits such as 
time saving, cost-savings, easy access, wider choices 
and customer empowerment. All these benefits in 
turn lead to customer satisfaction. Customer 
satisfaction invokes feelings of gratification, which 
will motivate customers to repeat business with a 
particular financial institution, thereby replacing fear 
and mistrust with confidence and trust. Customer 
satisfaction is the key to organizational success, as it 
is the satisfied customer who accounts for the repeat 
business that the organizations need to survive and 
thrive. We may therefore conclude that Internet 
Banking can serve as a dual solution in restoring the 
viability of the Pakistan Banking Industry and 
restoring customer confidence.  
 
 Other factors, which support this conclusion, are the 
emphasis that Pakistani’s are now placing on 
technology and the citizens’ desire for maintaining 
financial products and services. It can be speculated 
that as the Pakistan financial institutions continue to 
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upgrade and refine their e-commerce strategies, this 
will encourage and provide opportunities for other 
institutions within the Financial Sector to embark on 
these e-commerce ventures as well. This in turn will 
strengthen the overall Pakistan Financial System. 
 

5.    Potential Benefits to Pakistan 
 
 Internet Banking will not only benefit the Pakistan 
financial institutions and their respective 

customers but will impact positively on the entire 
country as well. For example, it may help to 
provide new jobs, employment and livelihoods for 
the Pakistan citizens. The survey findings show 
that most of the benefits listed by the respondents 
in response to the open ended question ‘How can 
Pakistan benefit from Internet Banking? These are 
summed up in Table 5 below.

 
Table: 5 

 
     Benefits of Internet Banking to Pakistan 
 
International Reach 

• Providing a new way for local entities to do business overseas and 
fulfilling cross-border banking needs. 

• Potential for more investments locally by citizens living outside of 
Pakistan. 

 
Sophistication of Basic 
Infrastructure. 

• Increased technology exposure for citizens generally adds to the 
sophistication of basic infrastructure of the country thereby increasing 
its appeal to the investment community. 

• Better image for Pakistan, particularly as a technology destination with 
superior financial services. 

 
Increased Competition 

• Gives local merchants a chance to compete on international markets 
as well as provide a more competitive industry to global clients. 

Additional area for 
Resource Development 

• Generation of new jobs/employment, new job skills, and livelihoods. 

 
Increased Productivity and 
Reduced Pollution 

• More production time as less people will need to leave work to go to 
the bank. 

• Less commuting would reduce the pollution from the motor vehicles, 
as there will be less traffic on the road. 

 
E-commerce Growth 

• Enabling/paving the way for further development of e-commerce and 
merchant commerce (m-commerce) activity. 

Convenience and Possibility 
of Cost Savings 

• Provide another (less expensive) alternative for consumers and 
business to conduct their business. 

 
6. Conclusions. 

 
 Internet Banking is a very marginal activity in 
Pakistan, as most of the financial institutions have 
not yet experienced the full potential of this form 
of e-commerce. Only 28 commercial banks and 3 
other categorical financial institutions have already 
embarked on the Internet Banking venture. 
Furthermore, this type of service is currently being 
offered predominantly to merchants and corporate 
clients (business-to-business more than business-
to-consumer). The other institutions within the 
Pakistan Financial Sector generally use the Internet 
to create an electronic presence and to keep their 
customers informed about the institutions’ existing 
as well as new products and services. However, the 
possibility of rendering transactional banking 
services via the Internet in Pakistan remains quite 
high, as the research findings revealed that most of 

the financial institutions are interested in this 
venture and have begun extensive planning. 
 
Whilst Internet Banking is still a novelty among 
the Pakistan mass, most the consumers have been 
experiencing the benefits of telephone banking 
services. These benefits are similar to those 
derived from Internet Banking. For example, 
access to accounts information, bill payment, and 
fund transfer are available 24 hours and can be 
done at the customers’ convenience from anywhere 
in the world, using a standard telephone.  
 
 Internet Banking as a possible e-commerce 
solution will create possibilities for local financial 
institutions by marketing their products and 
services, thereby attracting new clients and 
customers. The prescribed databases will link to 
international information sources, and online 
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information will be provided to the institutions’ 
clients and customers. This not only may meet the 
needs of the customers but also restore confidence 
and improve the quality of life for all citizens. 
 
 While Internet Banking is not without its drawbacks 
and challenges, this research recommends that the 
Pakistan Financial Sector should move contiguously 
towards an e-commerce solution by conducting its 
transactional banking services through the Internet. 
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Abstract 

One of the difficulties of teaching English is the prosody, 
including the stress. French learners have difficulties to encode 
this information about the word because it is irrelevant for them. 
Therefore, they have difficulty to produce this stress when they 
speak that language. Studies in this area have concluded that the 
dual-coding approach (auditory and visual) of a phonetic 
phenomenon helps a lot to improve its perception and 
memorization for novice learners. The aim of our work is to 
provide English teachers with an authoring named SaCoPh for 
editing multimedia courses that support this approach. This 
course is based on a template that fits the educational aspects of 
phonetics, exploiting the features of version 3.0 of the standard 
SMIL (Synchronized Multimedia Integration Language) for the 
publication of this course on the web. 
Keywords: authoring, document model, mediated courses, 
phonetics, dual coding, paralinguistic markers, SMIL3.0. 

1. Introduction 

The English and French share a large lexicon, where the 
spelling forms of a word in both languages are similar. 
However, the accentual system established by the two 
languages for these words make them opaque for oral 
learners. It is observed that certain syllables are more 
readily audible than others. We speak about accented 
syllables in this case. 
The French learner faces two challenges: to perceive, in 
the listening phase, the accented and unaccented syllables, 
and reproduce during the production phase, a sufficient 
contrast between the two types of syllables. 
French students may have serious gaps in phonetic and 
prosodic when making oral presentations, despite a correct 
language on the lexical and syntactic. The absence of 
discrimination vowel/diphthong and the displacement of 
stress make some words unrecognizable. 
Controlled empirical studies confirm what teachers 
observe every day. These studies show that Anglophone 
Canadians recognize less isolated words pronounced by a 

French Canadian. The authors attribute this difference to a 
lack of emphasis. But [6] confirms that this problem is not 
sensory but lies at the level of working memory; there is 
negligence when encoding information. French students 
learning English fail to treat stress, which has little value in 
their native language, and therefore they do not store this 
information. During their presentations, they will put the 
accent on a random syllable of an English word, and this 
indicates negligence in encoding and a lack of storage of 
the place of the stress and not deafness or a production 
problem. This has a negative effect on understanding their 
speech. 
There are some students who after 10 years of learning 
English language, have not yet mastered the pronunciation 
of words that seem elementary (like: who, women, 
chocolate, village, low, allow, sun, sound). Series such that 
(there're, aren're, were not, were, where) or graphically 
similar words such as (tough, trough, though, through, 
thought) pose enormous problems of memorization in oral. 
In [7], Beck et al have made the hypothesis that attention 
processes play a fundamental role in this case. The visual 
computing solutions seem to be a good solution. Visual 
tracking helps in distinction of parts of speech in which 
problems of perception and understanding arise. The sound 
becomes visually observable in time, unlike its first 
material form of transient vibrations of air. The 
pronunciation would be easier if the student 
simultaneously read and hear the word 'development', 
where the stressed syllable is underlined visually (a 
different style, font and color associated). Treating such a 
word is in auditory encoding of the linguistic information 
and in a visual encoding of both language and 
paralinguistic information, hence the need for a tool for 
editing documents supporting such a presentation. 
In section two, we present the tools for pronunciation and 
the tools for editing multimedia documents in SMIL 
standard, and we will position our system with respect to 
these two groups of tools. Section three presents the model 
of document proposed to support the approach of dual 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 275



 

 

coding of phonetic aspects to teach. Then, in section four 
we describe the architecture of our authoring. The article 
ends with a conclusion and some perspectives. 

2. State of the Art  

2.1 Computing Tools of Pronunciation 

In the recent years and as regards the acoustical phonetic, 
advances in graphic display screens are spectacular. 
Software such as (speaker, tell me more, English plus, 
book or voice) using oscillo-grams to present the voice 
have a limited supply, while (Win Pitch, Speech analysis), 
using curves of fundamental frequencies, are too limited in 
use because of their complexity or because of ergonomics 
errors. 
In [9], the authoring Sound Right was based on the basic 
curves for drawing simplified intonative curves using 
extensible arrows that appear below the text. The difficulty 
of interpreting complex curves explains their limited use in 
language courses in schools and universities. 
Prosodic Font is a system developed at MIT Media Lab 
[12] to automatically generate dynamic fonts (from an oral 
speech input) that vary with the time and the change of 
tone in a speech. The goal is to generate animated text 
depending on the intonation and on the prosody of speech. 
Such a solution is not accepted as the best didactic solution 
for teaching pronunciation. 

2.2 Publishers of Multimedia Course in SMIL 
Format 

In this section we briefly describe three editors of SMIL 
documents: 
SWANS [7] is an authoring system that allows any teacher 
to semi automatically generate multimedia documents 
where the accent is marked visually (by typographical 
markers such as color style ...) and aurally. The generated 
document is a web page where the learner can read and/or 
listen to a speech synchronized with the text annotations. 
The scenario requires initial import of media (text, audio 
and video) in the work environment, then, synchronization 
of the text (which is segmented into units of breath) with 
its audio or video pronunciation and finally, the teacher 
can annotate the text by typing markers. 
The system LimSee3 [2] is a multimedia publisher of new 
generation, which uses templates to simplify editing and 
ease repetitive tasks. It also allows users to generate 
documents for different output formats (SMIL, XHTML + 
JavaScript and timesheets). Currently, there are three 
templates that are based on the construction of a 
multimedia course: 

The first model allows to build a slide show (set of slides) 
to prepare a course. Each slide can contain one or more 
media. These media are inserted or imported from outside 
by simple gestures (copy and paste or drag and drop). 
The second template enables his user to build a course 
record. In this case, the issue needs first to import the 
slides used during the lesson or the teacher's image and 
voice (video and audio track), then to synchronize them by 
adjusting the transparencies with audio and video. The 
synchronization tool allows replay of the audio plug and 
indicates by clicks the times when we need to change the 
transparency. 
The third model can annotate in real time, oral 
examinations of students. 
The publisher ECoMaS [8] is also an editor of mediated 
courses and is based on document’s models. The final 
presentation is generated in the same way as in the second 
model LimSee3, but the scenario of edition is different. 
The editing by ECoMaS requires to import transparencies 
which are images, then one has to record the oral 
explanations of each, then the system generates a 
publishable presentation on the web (SMIL2.0)[11], where 
slides are synchronized with their audio explanation and an 
index table which provides temporal navigation during the 
presentation of the course. 
 
The last three editors use document templates organized 
hierarchically. Each model is seen as a document with 
holes, where the user simply fills the holes by media (text, 
image, audio or video). It is clear that these Medias are 
imported from external sources and therefore the teacher 
must prepare in advance each of them with its 
corresponding tool. This is tedious, especially if it is to edit 
formatted text (with colors and styles ...) and then associate 
it with pronunciation; he must use two different tools (one 
for word processing and one for the sound), import them 
into the system and then synchronize them. 
An annoying limitation of these tools is the lack of a 
graphics tool to edit formatted text. Versions of SMIL 1.0 
and 2.0 used by these tools do not support tags for text 
formatting (color, style, font ...), which is very important to 
materialize the dual coding approach mentioned in our 
problem. SWANS uses standard XHTML + SMIL. 
ECoMaS uses the language RealText only to make the title 
of a transparent and the content of the index table. 
The latest version of SMIL [4] supports text formatting 
features within document (.Smil), but so far there is no 
graphical editor for this version. Our work is the first 
contribution to the development of such an editor. 
Using the International Phonetic Alphabet (IPA), phonetic 
attempts to represent the sounds more accurately but 
teachers cannot use this type of character with existing 
publishers. 
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3. The SaCoPh Approach  

3.1 Objectives 

-Improve the collection and the storage of phonetic 
concepts (such as stress) using the dual-coding approach; 
-Provide language teachers with an editor that allows the 
preparation of multimedia course publishable on the Web 
(SMIL3.0 standard) as a template that fits the teaching of 
phonetic concepts. This tool must be flexible via a more 
user-friendly interface, and it must be as close as possible 
to the principle of WYSIWYG.  

3.2 Course Models  

Our proposal is that a course of phonetics must be 
composed with a series of lessons where each is 
represented by a multimedia document; so the lesson will 
be generated by our tool as follows: 
Because each lesson is a multimedia document, its 
description takes into account its various dimensions: 

- Structural dimension 
Each lesson contains a title and a set of phonetic rules 
accompanied by examples. Each rule will have 
demonstrative examples, and each rule or example will be 
associated with its pronunciation (audio file). Parts of the 
text of an example on which the teacher wants to attract the 
attention of the learner are highlighted visually (wear a 
different color and style). 

- Spatial dimension 

 

Fig. 1 Spatial dimension of a lesson. 

- Temporal dimension 
Each rule or example appears in parallel with its 
pronunciation, and they appear in sequence. The rules will 
follow in time one after another. The following figure 
shows the temporal aspect of the document. 

The media objects are represented by rectangles where the 
length reflects the duration of display or presentation of the 
corresponding object. 

 

Fig. 2. Chart shows the temporal aspect of a document 

- Hypermedia temporal dimension 
The index object contains a list or summary of the rules of 
the lesson. The elements of this list are clickable areas 
where a click on one of them enables to watch the 
presentation of the lesson at the beginning of the 
corresponding segment (the rule in question); it represents 
time navigation. 

4. Development of SACoPh System  

The approach of our system is to associate a modality of 
typographical representation with an oral modality of 
accentuation. The combination of typographic style to the 
quality of spoken discourse has been little explored. There 
are three ways to combine these two types of 
representation: one qualified as automatic (the system 
Prosodic Font), one described as interactive and the last 
combining the two solutions (the system SWANS for 
example). 
In our case, the solution is interactive because it allows the 
author (teacher) to choose its own submission on one hand 
and to decide where he wants to focus on the other. 

4.1 Data Structure 

The data structure of a lesson is presented by the class 
diagram as follows (using the UML): 
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Fig. 3. Diagram of classes of a course document 

 

4.2 System Architecture 

The system SaCoPh consists of four modules presented in 
Figure 4. 

Management of the data structure: This module offers to 
teachers the opportunity to manage the lesson by managing 
a tree. It can create, edit or delete a rule or an example. 
Deleting a rule therefore remove all the examples it 
contains. 

Word Processing (typographical marker): Through the 
features of this module, the user can enter the text (of a 
rule or an example), insert the phonetic alphabet characters 
by selecting them from a list, and the most important, it 
can add typographic markers (color, form, style and/or 
size) on parts on which he wants to attract the attention of 
the learner. This module generates XHTML code that 
corresponds to such a specification for later use, to update 
or to facilitate the generation of SMIL code thereafter. 

 

Fig. 4.  SACoPh Architecture 

Voice processing: This module is concerned with 
recording the voice of the teacher in an audio file format 

'wav'. It enables to replay or to delete what was recorded 
and it provides information about the object as duration. 

Generating of a SMIL presentation: A document published 
by our system is saved (serialized) into its own format 
(.Sph), and is ready for later updates. Nevertheless, the 
teacher can export documents via this module to the SMIL 
3.0 format for publish or share. So far, only the player 
called Ambulant can read the presentations of version 3.0. 
Thus, this module must traverse the tree of object rules and 
examples (SDD) to generate the SMIL code. The 
synchronization between these objects is implicitly 
deducted from their order in the tree. The display duration 
of a rule or an example is deducted from the duration of 
the object associated. 
<-- specify the time segment containing a rule 
and its samples --> 
<par xml:id="1" dur="28s"> 
 
<-- specify the pronunciation of a rule and its 
samples --> 
 
  <audio begin="1s" src="Regle 1.wav"/> 
  <audio begin="11s" src="Exemple1_R1.wav"/> 
  <audio begin="14s" src="Exemple2_R1.wav"/> 
  … 
  <-- specify a rule 1 --> 
  <smilText region="Regle"> 
   <p> 
   <span textFontFamily="…" textColor="#..."  
       textFontSize="16px"> The vowel  </span> 
   <span textFontFamily="…" textColor="#..."  
       textFontSize="18px"> a </span> 
   <span textFontFamily="…" textColor="#..."  
       textFontSize="16px"> is pronounced ...   
               </span> 
   </p> 
   </smilText> 
 
<-- specify the sample 1, witch starting in the 
11th second after Rule 1 --> 
 
   <smilText begin="11s" region="Exemple"> 
    <p> 
    <span textFontFamily="…" textColor="#..."  
        textFontSize="16px"> W </span> 
    <span textFontFamily="…" textColor="#..."  
        textFontSize="18px"> a </span> 
    <span textFontFamily="…" textColor="#..."  
        textFontSize="16px"> tch </span> 
     
<-- specify the sample 2: witch begin at the 
third second after the sample 1  --> 
   <tev begin="3s"/> 
   <p> 
    <span textFontFamily="…" textColor="#..."  
        textFontSize="16px"> B </span> 
    <span textFontFamily="…" textColor="#..."  
        textFontSize="18px"> a </span> 
    <span textFontFamily="…" textColor="#..."  
        textFontSize="16px"> th </span> 
   </p> 
   ...  
  </smilText> 
</par> 
… 

We show above some of the code generated 
by SMIL3.0 SACoPh to synchronize the text of a rule in 
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parallel with pronunciation. Note that after 11s, the text of 
the first example is presented with its 
pronunciation. Note the different types of tags and 
attributes: those used 
for synchronization <par>, <tev>, begin and those used 
for the presentation 
of typographical marker <smilText>, textFontFamily, text
Color, etc. 
An index table is calculated automatically. We 
proposed a temporal segmentation of the document. This is 
to identify the start and duration of 
each segment, then place markers for each of them to be 
referenced later. We propose that a time segment is the 
time for filing a rule with all its examples: this segment 
is an indivisible entity. We made this choice because the 
rule can not be fully understood only 
through its explanatory examples, and they can not be 
divorced from the rule. Each entry in the index table, we 
associate a link to its corresponding time segment through 
its marker. The following code shows how the segments 
are marked, and how are referenced by entries in the index 
table. 

<-- specify the sequence of temporal segments and 
mark each by the tag xml :id--> 
<seq> 
   <-- segment 1 --> 
   <par xml:id="1" dur="28s"> 
     <smilText region="Regle"> 
      ……… 
     </smilText> 
     <smilText region="exemple"> 
      … 
     </smilText> 
      ……… 
   </par> 
   <-- segment 2 --> 
   <par xml:id="2" dur="15s"> 
      ………… 
   </par> 
   ……… 
</seq> 
  <-- complete the index table -->  
   <a href="#1"> 
    <smilText region="Index1"> Rule 1</smilText> 
   </a> 
   <a href="#2"> 
    <smilText region="Index2"> Rule 2</smilText> 
   </a> 
   ……… 

The index table provides a navigation time during the show 
of the lesson. Students can forward or rewind the 
presentation to the beginning of a rule he wants replay by 
clicking the link in the table. Figure 5 shows the final 
presentation of a lesson by the ambulant player. 

 

 

Fig. 5. – présentation d’une  leçon générée avec ambulant 

4.3 Interface SaCoPh 

Our system is developed in C + + using the QT library; it 
allows a development of cross-platform graphical 
applications based on the following approach: write once 
and compile anywhere. All the services supported by our 
editor are provided via a graphical interface; it is easy to 
use and it takes into account the already entrenched 
attitudes among teachers. The figure below illustrates an 
overview of this interface. 

 

Fig. 6. GUI of SACoPh 

5. Conclusions 

Our research focus is based on the processing of 
multimedia documents and timed applied in distance 
education, and more specifically to the teaching of 
phonetics of a language. We presented the significant 
contribution of the dual coding approach in improving 
learning. For this, we designed a template that concretizes 
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this approach. We have developed an authoring system 
called SaCoPh, which generates over phonetic publishable 
via the Web, according to this model, using the new 
features of version 3.0 of the SMIL standard. This system 
is designed for non-computer for teachers, it provides a 
simpler interface and more user-friendly as possible. 
Moreover, we consider the following perspectives: 
Integrate into our system functionality that allows to record 
video and/or draw the image. That way, the teacher will 
not have to use various external tools to prepare different 
types of media when preparing his lessons. If he wants to 
use an existing media, it can import the URL 
Accelerate the process of publishing with a semi-automatic 
thinner synchronization mechanism and especially when 
the media is imported. 
Facilitate for learners, the research via segments in lessons 
throughout the course of this format.  
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Abstract 
In resource constrained wireless sensor networks (WSNs) it is 
important to utilize energy efficiently. Data dissemination is 
mainly responsible for the consumption of energy in sensor 
nodes (SNs). The data dissemination protocols for WSNs should 
reduce the energy consumption of the SNs. Sink and source 
mobility is the major challenge for data dissemination protocols. 
In this paper, a Tier based Energy Efficient protocol (TBEE) 
providing sink and source mobility in WSNs has been proposed. 
TBEE protocol has been designed so that fewer SNs located 
nearer to the dissemination point (DP) respond to the sinks 
message for grid formation thereby reducing message overheads. 
TBEE exploits an improved approach of communication 
amongst the SNs so that the collisions are reduced. TBEE 
efficiently handles the movement of the sinks and sources in the 
network and reduces the overheads associated with their 
mobility. TBEE’s performance was evaluated in different 
conditions and scenarios. Simulation results show substantial 
improvement by TBEE as compared with the other existing grid 
based approaches for most of the scenarios. 
Keywords: Wireless sensor Networks, Grid based data 
dissemination, TBEE. 

1. Introduction 

WSNs are being used for applications such as agriculture, 
habitat monitoring, military surveillance, security 
intelligence and industry automation. The various 
challenges of WSNs are scalability, fault tolerance, 
hardware, power consumption, and topology change [1]. 
These challenges are to be dealt in order to provide better 
and efficient solutions for different applications of WSNs. 
Energy optimization is very important as it improves the 
life time of WSNs. Reducing energy consumption for 
extending the lifetime of WSNs is a challenging task [3]. 

The main purpose of data dissemination is not only to 
transmit information related to data or query; but also to 
reduce the overall energy consumption [4, 5]. A number of 
protocols have been proposed to achieve reliable data 

dissemination in WSNs. The direct data dissemination 
approaches are the fastest and easiest but are only feasible 
for static networks; where SNs have information of the 
other nodes. Single hop transmission used by direct data 
dissemination approaches is highly impractical for WSNs. 
Multi-hop data dissemination protocols support the 
cooperative effort of various SNs for data dissemination. 
SNs have a transmission range referred as the distance; 
where the signal strength remains above the minimum 
available level for a particular SN to transmit and receive 
data [6]. If two SNs are not capable of direct 
communication, they route their data through the 
intermediate nodes between them [7]. 

This paper mainly focuses on the mobility (sink and 
source) and energy efficiency for data dissemination in 
WSNs. In this paper, we have proposed a protocol namely 
tier based energy efficient protocol (TBEE) for static SNs 
where sinks and sources change their locations 
dynamically. The performance of TBEE has been 
analyzed and compared with two tier data dissemination 
protocol (TTDD) [2] and grid based data dissemination 
protocol (GBDD) [22]. The effect of the grid size on 
TBEE in terms of energy consumption has also been 
analyzed. 

The rest of this paper is organized as follows: In Section 2, 
several related work are introduced. In Section 3, we 
present the analytical model with equations for energy and 
message overhead calculations. In Section 4, we present 
our proposed tier based energy efficient protocol. In 
Section 5, performance of TBEE has been analysed and 
compared with existing grid based data dissemination 
schemes. Section 6 is of conclusion. 

2. Related Work  

Energy efficient routing and data dissemination are the  
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most highlighted research issues in WSNs these days. 
Sensor protocols for information via negotiation (SPIN) 
[8] is an important work that is based on the energy 
consumption and data dissemination in WSNs. Direct 
diffusion [9] is a data centric routing approach for data 
aggregation in WSNs. Gradient broadcasting (GRAB) [10] 
is a general scheme for collecting information where 
target or the user collecting the information is fixed. 
GRAB aims at rich data delivery in large WSNs. Low-
energy adaptive clustering hierarchy (LEACH) [11] is a 
clustering based protocol to collect data from WSN. 
LEACH is an energy conserving protocol based on the 
clustering for aggregating the data to the CHs. 
Geographical multicast routing protocol (GMR) [12] 
routes data through the shortest path, but the location 
update messages are individually forwarded by a mobile 
sink to sources whenever there is movement in each sink. 
Region based data dissemination scheme RBDD [13] 
performs local flooding within group region; based on the 
current location of the mobile sink. All the sinks receive 
data without any location updates. It supports mobility for 
sinks that move in or out of their region. RBDD offers 
improved data dissemination and is energy efficient 
scheme for WSNs. Trajectory and energy-based data 
dissemination protocol (TEDD) [14] combines the 
concepts of trajectory based forwarding with the power 
levels of SNs to calculate forwarding paths. When a SN 
receives a data packet, it decides (based on its location) 
whether the data packet should be forwarded. The data 
dissemination system adapts dynamically on the left over 
energy of the SNs. Due to the limited processing capacity 
and energy of SNs, TEDD is not quite easy to implement. 
Hierarchical cluster based data dissemination (HCDD) 
[15] scheme organizes SNs into a hierarchical structure, so 
that each SN has to locally exchange the information with 
its immediate neighboring nodes.  HCDD builds single or 
multiple hierarchical structures to support multiple source 
nodes. HCDD avoids the increasing overhead of route 
discovery if the number of source nodes increase. HCDD 
is scalable for the large scale WSNs.  

Virtual grid concept is simple to implement as compared 
to cluster based schemes for WSNs. It not only reduces 
storage requirements but also reduces the energy 
consumption of SNs. TTDD [2] is the scheme that works 
on the moving sink (the number of sinks may vary). This 
scheme utilizes the square virtual grid paths for data 
dissemination instead of using all the SNs of the whole 
sensor field. TTDD reduces energy consumption of the 
whole network. TTDD always maintains square virtual 
grid paths instead of using the shortest possible path, 
which is a diagonal path. Geographical and energy aware 
routing scheme (GEAR) [16] utilizes the geographical 
location information to route queries or data to any 
specific region in the wireless sensor field. If the locations 

of the sources are known, this scheme saves energy by 
limiting the flooding to that geographical region. 
Geographical adaptive fidelity scheme (GAF) [17] builds 
a geographical grid to turn off sensor nodes for 
minimizing the energy consumption. GAF grid is pre-
determined and well synchronized in the complete 
wireless sensor filed, whose cell size is determined by the 
communication range of SNs. Distance vector multicast 
routing protocol (DVMRP) [18] supports data delivery 
from multiple sources to multiple destinations and faces 
similar challenges of TTDD. Energy Efficient Data 
Dissemination protocol (EEDD) [19], addresses the issues 
of target and inquirer mobility and energy conservation. 
EEDD improves the network lifetime by adopting a 
virtual-grid-based two-level architecture to schedule the 
activities of SNs. Data dissemination with ring based 
index [20] scheme collects, processes and stores sensed 
data at the nodes close to the detecting nodes. The location 
information of these storing nodes is pushed to some 
index nodes, which act as the rendezvous points for sinks 
and sources. A Diagonal-based TTDD (A-TTDD) [21] 
approach adopted the diagonal structures for data 
dissemination, so that energy consumption is reduced. 
Grid based data dissemination scheme (GBDD) [22], is a 
dual radio based grid construction scheme; which exploits 
dual radio mode of a sensor node to for data 
dissemination. Grid construction is initialized by the sink 
appearing in the sensor field when no valid grid is present. 
Any sink appearing during valid grid period shares 
existing grid and thus obviate the need to construct new 
grid. GBDD disseminates data diagonally across the grid 
using high power radio transmission mode in order to 
conserve energy. 

3. Analytical Model  

Assuming that N location aware SNs (coordinates known  
to each SN) are uniformly distributed over an area A (as 
shown in fig. 1). Sink & Source are mobile, whereas SNs 
are static. Sink and SNs have transmission range R. Sink 
sends a query message to all the SNs within its 
transmission radius (R) (as shown in fig. 4). There may be 
Ki moving sinks in the sensor field (where i=1, 2, 3, 
4….).The sink moves with an average speed S. Each node 
transmits d data packets in time period T, of size 
PackLEN. If there are n SNs in a cell, then there will be 
√𝑛 SNs on each side of the cell. Let the grid size be α × α 
=𝛼2, where α is the distance between the crossing points 
of the grid. 
 
The sensor nodes can be arranged into a grid structure as 
shown in figure 1. Sink initiates the grid formation by 
broadcasting an election message and its coordinates. SNs 
in area πR2around the sink will be receiving this message. 
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If only those sensor nodes which falls in radius greater 
than R/2 from the sink respond to sinks message; then 
other SNs will be conserving their energy. The area 
(Arespond) in which SNs respond to sink’s election message 
is given by Eq. (1) and is shown in figure 2. The area 
(Arespond) whose nodes will respond (as shown in fig. 2 is 
given by Eq. (1). 
 
  Arespond  = π(R) 2 – π(R/2)2 
                        = π [R2 – R2/4] 
                          = π [3R2]/4 
                          =π[√3/2 R] 2                                           (1)     
 

 

Grid 

Area of the grid 
is α×α=α2 

α 

α 
        

Fig. 1 Grid structure for area α×α=α2. 

R/2
R

 α  

  Grid cell

Sensor nodes in area Arespond

R is the transmission range of sink

                                                                                                                  
Fig. 2 Area (Arespond) in which SNs respond to sink’s election 

message. 

3.1 Energy Consumption  

Assuming, initial energy of a SN is Ei,initial, Ei,sense is per 
bit sensing energy consumed by a SN, Ei,Tx is the 
transmission energy consumed per bit, Ei,Rx is the  
receiving energy consumed per bit and Ei,process is the 
processing energy consumed  per bit by a SN, then the 
total energy consumed (Ei,Total) by a SN at particular 
instant of time is given by Eq. (2).                                                                                           

Ei,Total= (b(Ei,sense)) + ((p)(n)(Ei,Rx)(PackLEN)) +    
            ((m)(Ei,Tx )(PackLEN)) +  

         ((k)(Ei,process)(b+((p)(n)(PackLEN)))        (2)
                    

SN which will act as dissemination nodes (DNs) will be 
responsible for transmitting the packets received from the 
non-dissemination nodes towards the sink. Assuming, 
Ei,DN is the energy consumed by a DN at any particular 
time and Ei,LN is the energy consumed by a non- 
dissemination node at any particular  time. Energy 
consumption of Ei,DN  and Ei,LN  at particular instant can be 
derived from Eq.(3) and is given by Eq.(4) and Eq.(5). DN 
will be consuming energy in sensing, receiving from non-
dissemination nodes, processing the received and sensed 
data and in transmission of packets towards the sink. 
Energy consumption of non-dissemination nodes is less as 
compared to DNs as they will only consume energy in 
sensing and transmitting packets to DN. 

Ei,DN = Ei,Total                                    (3) 
Ei,LN=(b(Ei,sense))+((p)(Ei,Tx)(PackLEN))     (4) 

Where, b is the number of bits sensed by the SN, p is the 
number of data packets sent by a SN to DN, n is the 
number of SNs from which DN is receiving packets, m is 
the number of data packets sent by the DN, k is the 
number of data packets processed by the DN and 
PackLEN is the data packet length. 

3.2 Communication overhead 

Assuming a rectangular sensor field of area A in which 

there are n =
𝑁𝛼2

𝐴
, SNs in each cell and √𝑛SNs on each side 

of cell. The data packet has a unit size and the messages 
have comparable size L. Assuming that there are k sinks in 
the sensor field moving with an average speed S. Sink 
receives d data packets from the source in the T time 
period. Further assuming that the sink traverses m cells, 

where the upper bound of m is 1+ 
𝑆𝑇
𝛼

 and if m=1, then the 

sink is stationary. Sink updates its location m times as it 

traverses m cell and receives 
𝑑
𝑚

 data packets between two 

successive locations.If sink updates its location by 
flooding a query locally to reach its nearby dissemination 
nodes only(as explained in section 4.4 for TBEE) then 
overhead for the query (without considering query 
aggregation) is nL, where nL is the local flooding 
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overhead. The overhead for k mobile sinks is then km 
(nL). 
 
If WSN consists of N SNs, then for updating a mission 
additional overheads for TBEE (as explained in section 4) 

are NL and 
4𝑁𝐿
√𝑛

(for grid formation). The total 

communication overheads for TBEE are given by Eq. (5) 

COTBEE =NL + 
4𝑁𝐿
√𝑛

+ kmnL                                     
(5) (5)    

The total communication overheads of TTDD [2] is given 
by Eq. (6) 

      COTTDD=NL + 4𝑁𝐿
√𝑛

+ kmnL + kc(mL + d)√2𝑁          (6)                                                            

The comparison of TBEE and TTDD in terms of 
communication overhead can be done considering a 
scenario where a sensor network consists of N=10,000 
SNs, there are n=100 sensors in a TBEE grid cell. Suppose 
c=1 and L=1, to deliver d=100 data packets. For the 
stationery sinks, m=1 and suppose there are two sinks 

(k=2), then 
𝐶𝑂𝑇𝐵𝐸𝐸
𝐶𝑂𝑇𝑇𝐷𝐷

 = 0.33. If sinks are mobile then ratio of 

communication overhead is,
𝐶𝑂𝑇𝐵𝐸𝐸
𝐶𝑂𝑇𝑇𝐷𝐷

 0.4142, as m  ∞. 
The above comparison shows that TBEE has less 
communication overheads as compared to TTDD, hence is 
more energy conserving. 

4. TBEE: Tier Based Energy Efficient 
Protocol  

TBEE has been designed for WSNs where the nodes know 
their respective coordinates. Sink initiates the process of 
grid formation by sending an election message. Along 
with election message sink sends the calculated 
coordinates of DPs, which are virtual cross-section points 
of the grid. Nodes on receiving election message calculate 
their respective distance from DP (to which they are 
closest) and respond to sink with their coordinates and 
their respective distance from the closest DP. Sink elects 
the nodes closet to DPs as dissemination nodes (DNs) by 
sending an appointment message. Later subsections and 
scenarios explain the working of TBEE. 

4.1 Grid Construction 

TBEE has been designed for WSNs where transmission 
range (R) of nodes and sink are same. All the nodes in the 
area πR2from a particular sink or other node will receive 
their transmission. Sink node calculates DP in all four 

direction at distance α (�3𝑅
4
� < 𝛼 ˂ 𝑅 ). The location of 

DPs will be(𝑥 ± 𝛼,𝑦 ± 𝛼).Grid formation is initialized by 
sink by broadcasting an election message along with its 
coordinates and mathematically calculated DPs (of all the 

four directions). SNs which are in the radius of R/8 of DP 
upon receiving this message; calculate their respective 
distance from DPs. SNs respond to sink by broadcasting 
their coordinates and the calculated distance from DPs. 
Sink elects dissemination nodes (in all four directions) 
which are closest to DPs by sending an appointment 
message along with coordinates of the nodes. If there are 
two or more SNs, who have same distance from the 
dissemination point then anyone of them can be elected as 
DN. Similarly, appointed DNs will further elect other DNs 
in entire sensor field. The appointment of new DN by 
another DN is shown in figure 3. SNs which fall in radius 
less than R/8 from DP upon receiving election message 
transmit their calculated distance from DP and their 
coordinates. The node (A) closest to DP is appointed as 
DN. A virtual grid is formed by appointment of DNs 
throughout the sensor field.   

TBEE can construct grids of size α, which is much larger 
than the transmission radius R, by appointing intermediate 
DNs (IDN). The process is similar to appointing DNs by 
the sink. The Sink broadcasts an election message for the 
formation of IDNs. The SNs which fall in the radius 

greater than 
3𝑅
4

and within the distance
𝑅
8

from the 

intermediate dissemination point (IDP) will respond to the 
message by sending their coordinates distance from the 
IDP (as shown in figure 4).   

3R/4

R

  Grid cell

Newly Appointed DN

DN

Sensor nodes 
of this area will 
respond to sink

DP

A

 

Fig. 3 Appointment of dissemination node during grid formation. 

The Sink node will appoint an IDN within its transmission 
radius. Sink node sends the coordinates of DPs while 
appointing the IDNs. The SNs can communicate with sink 
either through DNs or IDNs. The IDNs calculate whether 
the dissemination point is within their transmission range 
or not. If DP is not in the transmission range of the IDN it 
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further appoints another IDNs till DN is not appointed. 
The Sink node will communicate to the DN through IDNs. 
While the grid is being constructed, the appointment of 
DNs in the direction where the DN has already been 
appointed is efficiently handled by TBEE. As shown in 
figure 5, A, B, C and D are the DNs formed by the DN, P. 
Now DN, B will broadcast the election message for 
further formation of new DNs. When this election 
message is received by the previously formed DN i.e. P, it 
sends a message to B notifying it it’s coordinates (that it is 
the DN already appointed in that particular direction).  
SNs of remaining three directions will send their 
coordinates to B and B appoints the remaining DNs. 
 

Sink Node IDN IDN

IDN

IDN
IDN

IDN

IDN

IDN

DN
DN

DN

DN

Grid Cell

X

X

XX

X

X

X

X

 

Fig.4 The formation of the grid when the value of α is much larger R. 

 
B

A

C

D

P
X

 

Fig. 5 Formation of the dissemination nodes.   

4.2 Grid Termination 

TBEE stops grid formation when the grid is formed for 
whole of the sensor field. As shown in figure 6, B is the 
DN and P is the DP. B broadcasts an election message for 

the further appointment of DNs. The nodes in the area
𝑅
8

, 

from DP will respond to the election message by B. Since 
there are no SNs in that area of P (SNs which lie in the 
dark circled area have to respond to the B), B will not 
receive any message from that particular directions DP. 
The grid formation will be terminated in that particular 
direction by B but grid formation will continue in other 
directions. The SNs in that particular direction associate 
with B for sending their packets to sink. 
 

B
P

DP DN

 
Fig. 6 Grid termination at the border.                                                       

4.3 Scenario 1: Grid maintenance with multiple sinks  

The grid will be formed by TBEE as explained earlier but 
in case of a new sink that appears at any place in the 
network, the new sink will not construct its grid but will 
use the previous existing grid. The new sink will broadcast 
a message for the formation of its DNs. As shown in 
figure 7, DNs A, B, C and D formed by sink 1are in 
transmission range of sink 2, so upon receiving the 
message will respond to the election message of sink 2, 
intimating it about their status. Sink 2 will terminate the 
process of grid formation and will use grid formed by sink 
1. Initial grid formed will be used by another new sinks 
for their data dissemination.   

In case, when the DNs of the initial grid are not in 
transmission range of another sink then it will appoint its 
own DNs initially. New grid formation will continue in 
the direction where the DNs of previous grid are not in the 
transmission range of DNs of new grid. DNs of new grid 
will terminate the grid formation if it has at least two DNs 
of previous grid are in its transmission range. As shown in 
figure 8, E, F, G and H are the DNs appointed by sink 2. 
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When E broadcasts election message, A and B will 
respond to it by intimating their status. The grid formation 
is terminated by E. Similarly the grid formation will be 
terminated by other DNs formed by sink 2. Sink 2 will 
make use of grid formed by sink 1 through its DNs for 
data dissemination. 

B

DN

Sink1

Sink2

A

C D

 

Fig. 7 Grid structure when multiple sinks exist. 

Sink 2X X

X

X

A B

C D

E

F G

H

X

X

DNs formed by Sink 1

DNs formed by Sink 2

Transmission Range of Sink 2

 
Fig. 8 Grid formation by sink 2. 

4.4 Scenario 2: Grid maintenance when DNs reach 
threshold value of energy 

The data dissemination will be through DNs; hence they 
will be consuming more energy as compared to other SNs 
(as given by Eq. (3) and Eq. (4)). In order to increase the 
life time of the network at DN upon reaching a threshold 
value of their energy (fifty percent of the initial energy), 
send an election message to SNs along with the 
coordinates of DP (since; it can be different than DN’s 
coordinates) and coordinates of DNs which are in its 
transmission range. The nodes which are within the 

distance 
𝑅
8

 from the DP and at least two DNs are within 

their transmission range   respond to this election message 
by sending their coordinates and the energy level to the 
electing DN. If the energy level of nodes is more than that 
of the electing DN, node with maximum energy level is 
appointed as DN. In case more than one node reports the 
same maximum energy level; appointing DN appoints any 
one of them as DN. The new DN will elect IDNs for the 
DNs which are not in transmission range of new DN. The 
appointment of new DN and IDNs are intimated to the 
sink by the new DN. If no SN responds to the election 
message of DN, then DN continues till it reaches another 
threshold level (seventy five percent of initial energy). DN 
if upon reaching this threshold level is unable to appoint 
new DN, it sends a re-election message to sink. A new 
grid formation is initiated by the sink.  

4.5 Scenario 3: Movement of sinks  

When sink is mobile it appoints SN nearest to it as DN. If 
the newly appointed DN is within transmission range of 
DNs(in all four directions ) then it will not appoint any 
IDN otherwise it will appoint IDNs in the directions, 
whose DNs are not in its transmission range. As shown in 
figure 9, nearest node Sink 1is appointed as DN and is 
within the transmission range of its neighbouring DNs. 
Sink 1 moves from its initial location to new location; it 
comes under the transmission range of DN, A. Sink 1 will 
use A for data dissemination. If while moving sink is not 
in transmissions range of any DN it will appoint the IDNs 
in all four directions to communicate with the nearest DN. 
Similarly, Sink 2 appoints DN, C (as its nearest node). 
Now as it moves from its previous location to new 
location, it comes under the transmission range of DN, D. 

A

C

D

B
S1

S1

S2

S2

S1

S1

S2

S2

Initial location of Sink 1

New location of Sink 1

Initial location of Sink 2

New location of Sink 2

Sink movement from its previous location to new location

X

Y

DN

 
 

Fig. 9 Movement of sinks to new location. 
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4.6 Scenario 4: When source is mobile 

TBEE can handle the mobility of source since every SN 
has a DN through which it transfers data diagonally 
towards the sink. As shown in figure 10 suppose the 
source is mobile the nodes sensing it will transmit the 
sensed data through their DNs towards the sink. In figure 
10, when source moves to a new location all the data 
generated by the source will be transferred to sink through 
the DN, E of the grid.  

S1

S2

Initial location of source

New location of source

Source moves from its initial location to 
new location

D

E

(x, y)

(x’, y’)

S1

S2

 

Fig. 10 Data dissemination by mobile source. 

4.7 Scenario 5: Communication of SNs to the 
querying DN 

TBEE is able to handle queries efficiently and avoids 
collisions so that retransmissions are avoided. Whenever 
sink wants information from some of the SNs the data is 
routed through a DN towards the sink. As shown in figure 
11, SNs, S1 to S7 transmit their sensed data towards the 
sink through to DN, B.  
 
SNs upon receiving query to send their sensed data wait 
for a guard time tg before attempting to transmit anything. 
After the guard time expires or the channel is free, each 
SN will wait for a random listening time tL before 
transmitting their data. The guard time tg is to ensure that 
SNs reliably estimate the channel as either busy or idle. 
The additional random listening time tL is to prevent 
nodes attempting to transmit their information at the same 
time. Suppose S1 sends RTS (Request to Send) message 
to B. The other SNs will be listening to the message will 
sense that the channel is busy. B will send CTS (Clear to 
Send) message to S1. Then, S1 will exchange the DATA 
& ACK (acknowledgement) packets with B; thereafter 
channel is free for further communication by other SNs. 

This above stated scheme of TBEE prevents collisions; 
hence energy consumption for retransmission is 
conserved. 
 

B

Sensor nodes 
of this area will 

respond to 
node B

S1

S2S3 S4
S5

S6
S7

S

 

Fig. 11 Communication of SNs with node B. 

5. Performance Evaluation & Simulation 
Results 

Performance of TBEE was evaluated through simulations. 
Omnet++ an event based simulator was used for 
simulations. Simulation metric, parameters and evaluation 
methodology have been described in sub-section 5.1. The 
effect of various factors such as number sinks, varying 
number of sources and grid cell size on the performance of 
TBEE was evaluated. Performance of TBEE was 
compared with GBDD and TTDD. 

5.1 Simulation metric, parameters and evaluation 
methodology 

Same simulation parameters were taken for comparing 
TBEE with GBDD and TTDD.  The SN’s transmitting, 
receiving and idling consumption of power were taken as 
0.66 W, 0.395 W and 0.035 W respectively. The 
simulations were performed with sensor field of 200 SNs, 
which are uniformly deployed in a 2000 X 2000 m2 field. 
Packet length of query packet was considered as 36 bytes 
& each data packet was considered to be of 64 bytes. 
Various parameters used for simulation are given in table 
1. 

Two metrics were used to evaluate the performance of 
TBEE protocol. Our first evaluation metric is total energy 
consumption by SNs in transmitting and receiving queries 
and data. Energy consumption by nodes in idle state is not 
considered as it does not reflect energy consumption in 
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retrieval of data packets. Second, evaluation metric is the 
average delay which is defined as the average time taken 
by packets to reach sink from the source. It was averaged 
overall between source-sink pairs 

Table 1. Simulation Parameters 
Parameters Value 

Transmitting power of a SN 0.66 W 
Receiving power of a SN 0.395 W 

Idling consumption of a SN 0.035 W 
Number of SNs 200 

Area in which SNs are deployed 2000 X 2000 m2 
Query packet size 36 bytes 
Data packet size 64 bytes 

tg 50 µs 
tL 100µs 

 

5.2 Effect of number of sources and sinks on total 
energy consumption  

The impact of variable number of sources and sink on 
total energy consumption has been evaluated for TBEE. 
There is varying number of sinks and sources to study and 
evaluate the effect on total energy consumption. Figure 
12, shows the total energy consumption for the varying 
number of sinks with a single source. Results show that as 
the number of sinks increase the energy consumption also 
increases. Results of figure 13show the total energy 
consumed by the three protocols for the varying number of 
sinks with 8 sources. The total energy consumption 
increases as compared to the results of figure 12. The 
results of figure 12 and 13 show that the total energy 
consumption increases as the number of sources increase 
for all the three protocols but TBEE consumes less energy 
when compared with TTDD and GBDD. 

5.3 Effect of number of sources and sinks on average 
delay  

Figure 14 and figure 15 shows the average delay for 
varying number of sinks with single source and 8 sources 
respectively. It can be seen from the figures that average 
delay increases as the number of source increase. Average 
delay for GBDD is less as compared to TTDD and TBEE. 
This average delay is less for GBDD because SNs use 
high power radio for diagonal transmission of data 
towards the sink. The energy consumption of nodes is 
more if they use high powered radio for transmitting 
packets to a longer distance. There is an improvement by 
TBEE in terms of average delay when compared to 
TTDD.  

 

Fig.12 Total energy consumption for varying number of Sinks with 
single source. 

 

Fig.13 Total energy consumption for varying number of sinks with 8 
sources. 

 

Fig.14 Average delay for varying number of sinks with single source 
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Fig.15 Average delay for varying number of sinks with 8 sources 

5.4 Effect of Sink mobility on total energy 
consumption 

Figure 16, shows the total energy consumption for mobile 
sink with varying speeds. If the speed of the sink is less 
the energy consumption is also less. As the speed 
increases the total energy consumption increases though 
energy consumed by TBEE is less as compared to TTDD 
and GBDD. This is because TBEE appoints less number 
of new DNs and makes use of the previous DNs. 

 

Fig.16 Total energy consumption for sink moving with varying speed 

5.5 Effect of Cell Size α 

The effect of cell size (α) on average energy consumption 
in the WSN for TBEE and TTDD is shown in figure 17. 
The results were obtained for1000 SNs deployed in the 
6200 X 6200 m2 sensor field. The nodes were placed 
evenly at 200 m distance with single source and sink. The 
cell size was varied from 400 m to 1800 m with an 
incremental step of 200m. Results show the average 
energy consumption of TBEE is less as compared to 
TTDD. The reduction in average energy consumption is 

more till the cell size is 1200 m, thereafter there is no 
significant reduction in the average energy consumption 
by TBEE. This results show that TBEE’s energy 
consumption is effected by the grid cell size of the grid. 

 

Fig. 17 Average energy consumption for varying cell size. 

5.6 Effect of transmission radius for election 
message on TBEE. 

The SNs which fall in a particular area from DP respond 
to election message. This reduces the overall energy 
consumption in a network. Results of figure 18 show 
average energy consumption of nodes for varying radius 
for communication in response to election message by 

sink. When the radius is 
𝑅
2

 from DP energy consumption is 

most but as the radius is reduced, the energy consumption 
also reduces because less nodes respond to the election 
message. Energy consumption is constant when the radius 

is further reduced from 
𝑅
6

 ,  because the nodes are 

uniformly deployed and further reduction in radius does 
not reduce the number of nodes which respond to the 
election message. 
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Fig.18 Average energy consumption of nodes for varying radius of 
communication to election message. 

6. Conclusion 

Virtual grid is quite useful and beneficial for the 
communication and data dissemination for the wireless 
sensor networks. Network lifetime can significantly be 
increased by reducing the transmission of packets. Our 
proposed protocol namely TBEE is energy efficient and is 
capable of handling sink and source mobility in wireless 
sensor networks. TBEE initially forms a virtual grid for 
the whole network. Grid formation is initiated by the sink 
and other sinks in the network use the previously 
constructed grid, which significantly reduces the energy 
consumption of the nodes. Mobility of the sinks and 
sources is efficiently managed by the message exchange 
and path discovery through the nearest dissemination 
nodes. Simulation results for TBEE show that when fewer 
nodes are located nearer to the dissemination points then 
the energy consumption is reduced. When the cell size of 
the grid is much larger as compared to transmission range 
of sensor nodes, the overall energy consumption in the 
network is reduced significantly by TBEE. Significant 
improvements in the simulated results are shown by TBEE 
when compared with TTDD and GBDD. 
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Abstract 
Nobody can deny the importance of secure communication. 
Different techniques are being utilized to achieve this task. Image 
Stegnography is one such method in which we hide data in an 
otherwise ordinary image. In this paper, a novel Stegnographic 
technique named as Variable Least Significant Bits Stegnography 
(VLSB) is proposed. To implement VLSB, we designed an 
algorithm named as Decreasing Distance Decreasing Bits 
Algorithm (DDDBA). In each test we performed, the data hiding 
capacity was always greater than 50 % ( a barrier considered in 
image Stegnography), ranging up to 69 % with signal to noise 
ratio varying from 10 db to 5 db respectively. The DDDBA 
provides self-encryption mechanism in VLSB Stegnography, 
making the Steganalysis more difficult.  
Keywords: VLSB Stenography, DDDB Algorithm, Steganalysis, 
Key Size, Signal to Noise Ratio, Hiding Capacity. 

1. Introduction 

The word ‘Stegnography’ literally means covered 
writing. It is a technique to camouflage the required 
information underneath an otherwise innocuous & routine 
data, in inconspicuous ways. Stegnography hides the 
covert information within the cover medium [1] making it 
difficult for anyone to detect even the presence of behind 
the scene secret message [2].  

Stegnography is increasingly becoming popular 
especially in Defense Sector because of its distinctive 
features. In World War II, the first military use of 
Stegnography was seen and invisible inks were used for 
writing messages in between the lines of normal text 
message [3]. Germans in World War II used microdots. In 
this technology, the size of secret message containing 
photographs was reduced by a period. FBI director J. 
Edgar Hoover [4] called this technology “the enemy’s 

master piece of espionage”. With the development of 
digital images, new era of Stegnographic research started 
with multiple applications such as copyright protection, 
watermarking, fingerprinting, and Stenography [5, 7, 15 
and 16]. Simmons’ formulation of the Prisoners’ Problem 
was itself an example of information hiding [8], [9]. 
Generally, information-hiding techniques are divided into 
two main categories: techniques in transform domain (e.g. 
Discrete Cosine Transform (DCT) [10] & Discrete 
Wavelet Domain [11] [12]), and techniques in time domain 
or spatial domain (e.g. LSB Stegnography, 4LSB 
Stegnography method [6]). 4LSB Stegnography has fixed 
data hiding capacity of 50% i.e. we need a cover file of 
almost double size as that of message file. To overcome 
this barrier, without compromising on security, a new 
technique called Variable Least Significant Bits (VLSB) 
Stegnography is devised. More details of data embedding 
and watermarking methods are available in [13]. 
Additional readings, software, and resources used in 
researching Stegnography and digital watermarking are 
available at [14]. 

2. VLSB Stegnography 

Besides having a fixed limit of 50% data hiding 
capacity, 4LSB is relatively insecure as everyone can guess 
the position of actual data [17].  VLSB Stegnography, on 
the other hand has variable amount of data hidden in every 
individual pixel or group of pixels of the cover image. 
Cover image is divided in various groups of pixels, with 
each group being termed as a sector.  The size of the sector 
is variable, ranging from the size of a complete cover file 
to that of a single pixel. Then, a specific number of bits 
“Bi”, of each individual pixel of a sector, are used for data 
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hiding. The numbers of bits, used for substitution, varies 
from sector to sector according to a predefined algorithm.  

The division of cover image into various sectors is the 
most crucial step for the implementation of VLSB 
Stegnography. The algorithm proposed should be capable 
of providing larger hiding capacity with least possible 
distortion. This will open a new research area for the 
researchers to play with VLSB Stegnography. 

3. DDDB Algorithm 

Decreasing Distance Decreasing Bits Algorithm 
(DDDBA) is a distance-based technique developed to 
implement VLSB Stegnography. First, the cover image is 
divided into various numbers of sectors on the basis of the 
distance of a pixel or group of pixels with respect to a 
specific reference point, usually the central pixel. The 
number of bits to be substituted in each pixel of a sector is 
decided on the basis of distance of that particular sector 
from the reference pixel. As the distance decreases, the 
number of bits to be embedded also decreases. That is why 
it is called Decreasing Distance Decreasing Bits Algorithm. 
The number of sectors “Ns” and the number of bits “Bi” to 
be substituted, play a vital role in determining hiding 
capacity, SNR/Distortion and key size. Large number of 
sectors results in small sector size, low distortion, large 
SNR and smaller hiding capacity and vice versa. By 
increasing the number of sectors to infinity, the sector size 
tends to zero and the whole cover file is treated as a single 
sector by the proposed algorithm; and for this particular 
case the VLSB Stegnography becomes equivalent to 4LSB 
Stegnography 

2.1 Hiding Capacity of DDDB Algorithm 

Decreasing According to DDDB Algorithm, the cover 
image is divided into “Ns” number of sectors, each of size 
“Szi”. Then “Bi” number of bits is hidden in each 
individual pixel of sector “Si”. Therefore, the total number 
of bits “Di” hidden in sector “Si” of size “Szi” is given by 

izii BSD ×=                                                          (1)                                                          
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∑
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Obviously, to get a data hiding capacity of more than 

50% iB
 should be greater than or equal to 4. 

2.2 Key Size of DDDB Algorithm 

As mentioned in the previous section, DDDB 
Algorithm divides the cover image into “Ns” number of 
sectors. Then each sector can be used to hide a number of 

bits “ iB ” ranging from 0 to 8 (0≤ iB ≤8) i.e. we have 9 
possibilities for each sector. Therefore, the total possible 
ways (Key Size) to implement VLSB Stegnography using 
DDDB Algorithm is given by:  

9
1CNKeySize s ×=      for 0≤ iB ≤8                      (6) 

9×= sNKeySize                                                 (7) 

However, for 0≤ iB ≤8 the data hiding is smaller the 
50%. To get a data hiding capacity which is greater than 

50%, iB
 should be greater than or equal to 4 i.e. 4≤ iB ≤8. 

For this range, we are having 5 different values of iB
 so 

the Key Size for more than 50% data hiding capacity will 
be  

5
1CNKeySize s ×=    for 4≤ iB ≤8                        (8) 

5×= sNKeySize                                                 (9) 

Therefore, the capacity is increased at the cost of 
reduced Key Size. 

2.3 SNR and PSNR of DDDB Algorithm 

The quality of the stego-image is measured 
quantitatively by calculating signal to noise ratio (SNR) 
and peak signal to noise ratio (PSNR). 

SNR and PSNR for a stego image are calculated in 
Decibels as:  
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 4. Implantation 

In DDDB algorithm point, usually the centre pixel is 
selected as a reference. Then the maximum distance 
between the central pixel and border pixels is determined. 
The cover image is divided into a number of sector (Ns) 
each of Size (Sz). Each sector of cover image is assigned a 
specific number of bits “Bi” to be embedded in each pixel 
of that sector. The number of bits used for data hiding varies 
from sector to sector based on its distance from the central 
pixel. According to DDDB Algorithm, the number bits to be 
substituted decreases with decreasing distance of the pixel 
from the centre of the cover image. There are three types of 
distances; Euclidean, Chess Board and City Block. Each of 
the three can be used for implementing VLSB Stegnography 
using DDDB Algorithm. As shown in figure 1. 

Fig. 1 Block Diagram of DDDB Algorithm 

 

5. Experimental Results 
 

Both the Qualitative, as well as the quantitative analysis 
of VLSB Stegnography using DDDBA was done, results 
were obtained & then analyzed. The experimental results 
using Euclidean, Chess Board and City Block distance are 
shown and compared in the following sections. However, 
the results obtained by using city block distance are not that 
much significant due to noticeable distortion and that too 
with less hiding capacity.  

5.1 DDDB Algorithm with Euclidean Distance 

Variable Least Significant Bits Stegnography 
implemented using Decreasing Distance Decreasing Bits 
Algorithm with Euclidean distance [18 and 19] and the 
resulted stego images for varying number sectors “Ns” and 
sector size “Sz” are obtained. The resulted stego images for 
Ns= 8, 16, 32, 64 and ∞ are shown here in figure 2 (a, b, c, 
d and e) respectively and the stego image obtained from 
4SLB Stegnography is shown in figure 2(f). 

 
 
 
 

 
 
 
 
 
 
 
 
 

                     (a)                                          (b)                                              
 
 
 
 
 
 
 
 
 
                   (c)                                            (d)       
 
 
 
 
 
 
 
 
                    (e)                                            (f) 

Fig. 2: (a)-(e) show five stego images obtained by implementing 
VLSB Stegnography using DDDB Algorithm for different number of 
sectors “Ns=8,16,32,64 and ∞”; (f) shows the stego image obtained by 
using 4LSB Stegnography 

 

Quantitative data of hiding capacity, SNR and PSNR is 
shown in table 1. When we increase the number of sectors, 
both hiding capacity and distortion decreases. When the 
cover file is divided into infinite number of sectors, the 
VLSB Stegnography using devised Algorithm becomes 
equivalent to 4LSB Stegnography. The data hiding capacity 
and distortion created using both the techniques become 
equal. The result is shown in figure 2 (f, e). 

It is apparent from table 1 that hiding capacity of VLSB 
Stenography using DDDB algorithm is always higher than 
or equal to 4LSB Stegnography. Signal to noise ratio and 
peak signal to noise ratio are also affected by the number of 
sectors. SNR increases with increasing number of sector and 
vice versa. 

Table 1: Hiding Capacity, SNR and PSNR of DDDB Algorithm with 
Euclidean Distance    

Sr. No Ns Hiding Capacity SNR PSNR 

1 8 64.6046 5.7902 -18.2743 

2 16 53.8407 8.5163 -15.5482 

3 32 50.8353 9.8855 -14.1790 

4 64 50.1999 10.1694 -13.8951 

5 Infinity  50.0000 10.2808 -13.7836 

6 4LSB 50.0000 10.2808 -13.7836 
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5.2 DDDB Algorithm with Euclidean Distance 

From Variable Least Significant Bits Stegnography is 
implemented with DDDB Algorithm using Chess Board 
distance [18] and results for varying number of sectors 
“Ns” and sector size “Sz” are obtained. The resulted stego 
images for Ns= 8, 16, 32, 64 and ∞ are shown in figure 3 
(a, b, c, d and e) respectively. The stego image developed 
with 4LSB Stegnography is shown in figure 3(f). 
Quantitative data of hiding capacity, SNR and PSNR is 
shown in table 2.  

 
 
 
 
 
 
 
                     (a)                                               (b) 
 
 
 
 
 
 
 
                     (c)                                            (d) 
 
 
 
 
 
 

 
 
                     (e)                                            (f) 
 
Fig. 3: (a)-(e) show five stego images obtained by implementing VLSB 
Stegnography using DDDB Algorithm with Chess Board Distance for 
Ns=8,16,32,64 and ∞ respectively; (f) shows the stego image obtained by 
using 4LSB Stegnography 

Table 2: Capacity, NSR and PSNR of DDDB Algorithm with Chess 

Board Distance 

Sr. No Ns Capacity SNR PSNR 

1 8 69.0926 5.1915 -18.8729 

2 16 57.8509 7.8138 -16.2507 

3 32 53.8966 8.9079 -15.1565 

4 64 51.9387 9.4960 -14.5685 

5 Infinity 50.0000 10.2808 -13.7836 

6 4LSB 50.0000 10.2808 -13.7836 
 
While increasing the number of sectors, both hiding 
capacity and distortion decreases. When the cover file is 
divided into infinite number of sectors, the VLSB 

Stegnography using devised Algorithm becomes equivalent 
to 4LSB Stegnography. The data hiding capacity and 
distortion created using both techniques become equal. 
The result is shown in figure 3 (a-f). 

6. Conclusions 

In this paper, VLSB Stegnography using DDDB 
Algorithm is being proposed to achieve image 
Stegnography with desired results. Due to variable bits 
substitution, variable amount of data is hidden in different 
sectors of cover image depending upon the distance from 
the reference point. More data is hidden in border pixels, 
creating more distortion at the boundary of stego image. 
Due to eyesight limitation and false perception, the 
distortion at the border creates no significant effect if the 
number of sectors is large. When the number of sectors is 
made equal to infinity, VLSB Stegnography using DDDB 
Algorithm and 4LSB Stegnography techniques became 
equivalent as shown in figure 2(e and f), figure 3(e and f), 
table 1 and table 2. Moreover, for the same number of 
sectors, greater hiding capacity can be achieved using 
chessboard distance as compared to the Euclidean distance 
in which lesser hiding capacity is available, though with 
minimum distortion. However, both can effectively be used 
for hiding capacity of 50% and more.   
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Abstract 
Security is an essential part of human life. In this era 
security is a huge issue that is reliable and efficient if it is 
unique by any mean. Voice recognition is one of the 
security measures that are used to provide protection to 
human’s computerized and electronic belongings by his 
voice. In this paper voice sample is observed with MFCC 
for extracting acoustic features and then used to trained 
HMM parameters through forward backward algorithm 
which lies under HMM and finally the computed log 
likelihood from training is stored to database. It will 
recognize the speaker by comparing the log value from the 
database against the PIN code. It is implemented in Matlab 
7.0 environment and showing 86.67% results as correct 
acceptance and correct rejections with the error rate of 
13.33%. 
Keywords: Voice recognition, Mel Frequency Cepstral 
coefficients, Hidden Markov Modeling, Forward 
Backward algorithm, Fast Fourier Transform, Discrete 
Cosine Transform, K-mean algorithm. 
 

1. Introduction 
 
A computer system that automatically identifies and 
verifies the person by capturing the voice from a source 
like microphone is known as voice recognition. Voice 
recognition is one of the terms of biometric technology. It 
uses to provide any authentication to any system on the 
basis of acoustic features of voice instead of images. The 
behavioral aspect of human voice is used for identification 
by converting a spoken phrase from analog to digital 
format, and extracting unique vocal characteristics, such as 
pitch, frequency, tone and cadence to establish a speaker 
model or voice sample. In voice recognition, enrollment 
and verification processes are involved. Enrollment 
process describes the registration of speaker by training his 

voice features [1] [2]. And verification contains to verify 
the speaker by comparing his current voice features to pre 
stored features of voice.  In real time, the verification 
process splits into two mechanisms. It first compares the 
unknown speaker to the pre stored database of known 
speakers on the basis of 1:N. and then it make decision of 
speaker to the exact match of 1:1. Where the one voice 
sample finally matched to only 1 template stored in the 
database [3]. Voice recognition has two categories text 
dependent and text independent. Text dependent voice 
recognition identifies the speaker against the phrase that 
was given to him at the time of enrollment. Text 
independent voice recognition identifies the speaker 
irrespective of what he is saying. This method is very often 
use in voice recognition as it require very little 
computations but need more cooperation of speakers. In 
this case the text in verification phase is different than in 
training or enrolment phase [2] [4]. 
In Early research Shi-Huang Chen and Yu-Ren Luo 
presents in [5] the MFCC as to extract features and trained 
and recognized using SVM. They defined the MFCC as the 
unique and reliable feature extraction technique. That was 
used to find the most usable features in detailed form. In 
recognition phase SVM (super Vector Machine) technique 
based on two class classifiers by defining the decision in 
binary form was introduced. It discriminate claimed 
speaker and imposter by +1 and -1 by maximizing the 
margins or minimizing the structural risks. It shows results 
averaged to 95.1% with ERR of 0.0%. That was 
considered as the best results under 22nd order of MFCC. 
In another research [6], Lindasalwa Muda, Mumtaj Begam 
and I. Elamvazuthi also extracted the voice features using 
MFCC that was trained and recognized using DTW. DTW 
(dynamic time Wrapping) a non linear sequence alignment 
is another technique that is used for recognition process. 
They find it best for time sequence between two speeches. 
Here the optimal wrapping path is achieved by wrapping 
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the time distance between two signals.  One other research 
[7] has done by Ibrahim Patel and Dr. Y. Srinivas Rao. 
They represent the voice recognition with improvement of 
MFCC with frequency decomposition technique. They 
introduces sub band coding in their research. The 
integration of MFCC with sub band coding increases its 
efficincy and accurate classification as compared to MFCC 
separately. These two features of MFCC and integrated 
sub band decomposition with MFCC are used in HMM to 
train and recognize the speaker.  
 
This paper is attentive of providing a security by 
developing a voice recognition system to secure the ATM 
(automatic transaction machine) using HMM with MFCC. 
The usage of MFCC for extracting voice features and 
HMM for recognition provides a 2D security to the ATM 
in real time scenario. MFCC is used to describe the 
acoustic features of speaker’s voice. HMM forward 
backward estimation technique is used to train these 
features into the HMM parameters and used to find the log 
likelihood of entire voice. In recognition HMM is used to 
compare log likelihood to the pre-stored value and 
intended to recognize the speaker. If the log likelihood is 
matched then it is granted otherwise failed to use ATM 
system. The rest of the paper is alienated as.  Section 2 
demonstrates the features to be extracted through MFCC. 
Section 3 describes the use of HMM. Section 4 
demonstrates the methodology of being using these 
techniques. Section 5 consists of the experimental results. 
Finally section 6 contains the principle conclusion. 
 

2. Mel Frequency Cepstral Coefficients 
 
MFCC is used to extract the unique features of human 
voice. It represents the short term power spectrum of 
human voice. It is used to calculate the coefficients that 
represent the frequency Cepstral these coefficients are 
based on the linear cosine transform of the log power 
spectrum on the nonlinear Mel scale of frequency. In Mel 
scale the frequency bands are equally spaced that 
approximates the human voice more accurate. Equation (1) 
is used to convert the normal frequency to the Mel scale 
the formula is used as  

m=2595 log10 (1+f/ 700)   (1) 
Mel scale and normal frequency scale is referenced by 
defining the pitch of 1000 Mel to a 1000 Hz tones, 40 db 
above the listener’s threshold. Mel frequency are equally 
spaced on the Mel scale and are applied to  linear space 
filters below 1000 Hz to linearized the Mel scale values 
and logarithmically spaced filter above 1000 Hz to find the 
log power of Mel scaled signal [8] [9]. Mel frequency 
wrapping is the better representation of voice. Voice 
features are represented in MFCC by dividing the voice 
signal into frames and windowing them then taking the 

Fourier transform of a windowing signal. Mel scale 
frequencies are obtained by applying the Mel filter or 
triangular band pass filter to the transformed signal. Finally 
transformation to the discrete form by applying DCT 
presents the Mel Cepstral Coefficients as acoustic features 
of human voice. 
 

3. Hidden Markov Modeling 
 
HMM is defined as a finite state machine with fix number 
of states. It is statistical processes to characterize the 
spectral properties of voice signal. It has two types of 
probabilities. There should be a set of observation or states 
and there should be a certain state transitions, which will 
define that model at the given state in a certain time 
In hidden markov model the states are not visible directly 
they are hidden but the output is visible which is dependent 
on the states. Output is generated by probability 
distribution over the states. It gives the information about 
the sequence of states but the parameters of states are still 
hidden. HMM can be characterized by following when its 
observations are discrete: 

• N is number of states in given model, these states 
are hidden in model. 

• M is the number of distinct observation symbols 
correspond to the physical output of the certain 
model. 

• A is a state transition probability distribution 
defined by NxN matrix as shown in equation (2). 

            A= {aij} 

   

                          (2)                                   
                                                              

Where qt occupies the current state. Transition 
probabilities should meet the stochastic 
limitations 

               
• B is observational symbol probability distribution 

matrix (3) defined by NxM matrix equation 
comprises 

       bj(k)= p{ot=vk|qt=j},      1<=j<=N , 1<=k<=M  

                        (3) 
Where Vk represents the Kth observation symbol 
in the alphabet, and Ot the current parameter 
vector. It must follow the stochastic limitations  

• π is a initial state distribution matrix (4) defined 
by Nx1. 

π= {πι}                          

             (4) 
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By defining the N, M, A, B, and π, ΗΜΜ can give the 
observation sequence for entire model as λ= (A, B, π) 
which specify the complete parameter set of model [10]. 
HMM define forward backward estimation algorithm to 
train its parameters to find log likelihood of voice sample. 
Segmental k mean algorithm is used to generate the code 
book of entire features of voice sample. 
Forward backward algorithm is used to estimate the 
unidentified parameters of HMM. It is used to compute the 
maximum likelihoods and posterior mode estimate for the 
parameters for HMM in training process. It is also known 
as Baum Welch algorithm.  It computes the 

Posterior marginal or distribution. For all hidden 
state variables . By given a set of 
observations as  . 
This inference task is commonly known as smoothing [10] 
[11]. This algorithm uses the concept of dynamic 
programming to compute the required values for the 
posterior margins efficiently in two processes first doing 
the forward estimations and then backward estimation. 
Segmental K-mean algorithm is used to clustering the 
observations into the k partitions. It is the variation of EM 
(expectation-maximization) algorithm. That is used to 
determine the k-means of data distributed by Gaussian 
distribution. Its objective is to minimize (5) the intra-
cluster variance or squared error function. 
 
  (5) 
Here, k is the no of clusters and µ define the centroids of 
mean point of all points of the input vector.  K-mean 
algorithm is used to first partition the input vector into k 
initial sets by random selection or by using heuristic data. 
It defines two steps to precede k-mean algorithm. Each 
observation is assigned to the cluster with the closest 
mean. And then calculate the new means to be centriod of 
observation in each cluster by associating each observation 
with the closest centroids it construct the new partition , 
the centroids are recalculated for new cluster until it 
convergence or observations are no longer remains to 
clustering .  
It converges extremely fast in practice and return the best 
clustering found by executing several iterations. Its final 
solution depends on the initial set of clusters [12] [13]. For 
this, the number of clusters k must be defined to find 
otherwise it gives eccentric results. 

4. Proposed Methodology 
 
The methodology proposed in this research paper consists 
of two techniques MFCC and HMM. MFCC is used to 
extract the voice features from the voice sample. And 
HMM is used to recognize the speaker on the basis of 
extracted features. For this it first train the extracted 
features in the format of HMM parameters and to find the 
log value of the entire voice for recognition. Forward 

backward estimation technique is used to train the 
extracted features and find its parameters. This section 
explains the methodology step by step by explaining 
(Figure 1) the two techniques MFCC and HMM. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig .1  Proposed System 
 

4.1 Voice Processing 
 
The initial step to develop the proposed research is 
obtaining the voice sample.Voice sample is taken from the 
microphone by the speaker. It is digitalized by 8 KHz 
sampling rate for 2 seconds. Pre-emphasizing the signal 
make it to normalize. The pre-emphasizing (6) is done to 
balance the high frequency part of human voice that was 
covered up when he produce sound. It is also used to 
increase the high frequency formants in the speech.  

X2(n) = X (n) - a*X (n-1)   (6) 
Where the value of a is between 0.9 and 1. Z transform (7) 
of the filter. 

H (z) =1-a*z1   (7) 
This pre-emphasized voice sample (Figure 2) is then stored 
to a wav file that is used for leading process. 
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Fig. 2  voice processing 

 

4.2 Features Extraction 
 
In second step the obtained voice sample is used to frame 
in MFCC implementation. The pre emphasized voice 
signal is framed in order to get the stationary part of 
speech. The speech signal is divided into frames of 30~20 
ms with optional overlap of 1/3~1/2 of frame size. With 
reference to sampling point the frame size usually 
maintained as the power of two to exploit the FFT. But if it 
is not then zero padding is done to the nearest length of 
power of two. Zero padding is used to extend the signal by 
adding zeros and by increasing its length N to M where 
M>N. The main purpose of this is to make the signal to the 
nearest length of power of two and make it feasible for 
FFT. In this proposed methodology, 256 sample points per 
frame (Figure 3) and 156 overlap frames are defined.  
Framed speech signal is then multiplied with the hamming 
window in order to remove the discontinuities in the signal. 
Hamming window returns (8) the symmetric points of 
integral values framed signal into the column vector w.  
w (n, α) = (1 -α ) - α cos(2αn/(N-1))0≦n≦N-1 (8) 
Where α shows different curves of hamming window. Its 
value usually as 0~ 0.5 and window length is L=N. it is 
obtained (Figure 3) by multiplying each frame to the 
hamming window.  
After windowing FFT is applied to convert (9) the signal 
into frequency domain from time domain and also used to 
obtain (Figure 3) the magnitude frequency response of 
each frame. In doing so it is assumed that the signal in 
frames in periodic and continuous when wrapping around. 
In the opposite case of this, there are some discontinuities 
at the frames start and end points that causes detrimental 
effects in frequency response. This can be overcome by 
multiplying each frame by the hamming widow that will 
help to remove discontinuities at the start and end points of 
frames.  

y=fft (b)   (9) 
Where b is the windowed form of signal.  
In Mel filter or triangular band pass filter the magnitude of 
frequency response is multiplied with the 40 number of 
triangular band pass filters in order to obtain (Figure 3)  

the log energy of triangular band pass filter on Mel scale. 
These filters are equally spaced on the Mel scale (10) and 
use to calculate the linear frequency. 

m=2595 log10 (1+f/ 700)  (10) 
The frequency response on Mel scale is reflecting the 
similar effect of human subjective auditory perception. 
Triangular band pass filter is used to flatten the magnitude 
spectrum and to reduce the size of the features occupied. 
Frequency wrapping (Figure 3) is applied here to keep the 
useful informational part of the Mel. 
At the end by applying DCT cepstral features of voice 
signal are obtained (11). It is used to convert the log Mel 
scale cepstrum into time domain from frequency domain 
(Figure 3). 

(11)  
Where N is the length of the computed Mel frequencies. 
The series starts from n and k=1, because MATLAB 
vectors starts from 1 instead of 0. The result is known as 
MFCC. These are the 40 acoustic features of human voice 
that are used to recognize the person depending upon the 
filter to be applied.  
 

 
Fig. 3  Features Extraction using MFCC 

 
Log energy is also an important factor of human voice to 
be recognized. It is computed by obtaining the frame 
energy of voice signal after framing. It is used to obtain 
defined number of coefficients of MFCC. Here it 
calculated the 15 number of coefficients of human voice.  
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Delta is the first order derivative of original cepstrum. It 
helps to make speech signal dynamic. There is also 15 
coefficients are calculated as delta coefficients. It is the 
first order derivative of MFCC coefficients. 
 

4.3 HMM Training 
 

For HMM recognition the extracted feature vectors of 
MFCC are trained into HMM. The training is done in two 
steps as 

• HMM code book 
• HMM training by forward backward re-estimation 

algorithm 
First the Code book contains the cluster number specifies 
to each observation vector, which is obtained by applying 
the K-mean algorithm. It is used to set the centroids of the 
observation vector. The observation vectors are 
represented in the form of matrix Y, and K is the desired 
number of clusters which are defines as 45; it is used to 
cluster the featured data Y by random selection. By 
clustering the model, it returns the centroids, one for each 
of the cluster k and refers to the cluster number or centroid 
index of centroid closest to it.  K-mean algorithm tries to 
minimize the distortion that is defined as the sum of 
squared distances between each observation vector and its 
dominating centroids. Squared Euclidean distance is 
ordinary distance between two points which one can 
measure from ruler. It can be proved by repeated 
application of Pythagorean formula. In this research study, 
Euclidean distance (12) is used to find the distance 
between observation vector and its cluster centroids  
 
||Y-Yc|| = sqrt ( || Y ||^2 + || Yc ||^2 - 2* Y. Yc ) (12) 
 
After clustering the training to HMM parameters begins by 
applying Forward-backward algorithm. It uses the 
principle of Maximum likelihood estimation. It returns the 
state transition matrix A, observation probability matrix B, 
and the initial state probability vector π on the basis of 
defined states as 10 and codebook vectors. In this phase 
the observation vectors being trained in the form of HMM 
parameters and resulted as the log likelihood of entire 
voice. This log likelihood is used to store in speaker’s 
database for recognition in real time. 
 

4.4 HMM Recognition 
 
HMM recognition recognized the speaker on the basis of 
log likelihood. It recalculates the log likelihood of voice 
vector and compares it to the pre stored value of log 
likelihood. If it matches the entire log value from the 
database of specified PIN code then it provides access to 
the entire speaker to ATM. 
 

5. Experimental Results 
 
In this research, two phases are implemented to obtain 
experimental results. 

• Registration phase 
• Recognition phase 

In first phase, the static voice sample is used to extract and 
trained the features and finally stored to the Speaker’s 
database. It stores the entire trained features against the 
PIN code of specified speaker with his name. Entire 
features are extracted in 15 MFCC delta coefficients. That 
represents the pitch of human voice in the form of 
frequency on Mel scale. Delta coefficients are calculated to 
these Mel Coefficients and then trained using HMM 
forward backward algorithm. It results (Figure 4) in the log 
likelihood of entire voice and used to store in Speaker’s 
database. 
 

 
Fig. 4 Registration phase 

 

Recognition phase works in real time scenario on 
application ATM. It resulted (Figure 5) to access the user 
account after verifying the PIN code as well as the log 
likelihood to the pre stored value against the entire speaker 
in Speaker’s database.  
 

 
Fig. 5 Recognition phase (ATM) 

The results are tested against the specified objectives of 
proposed system. The developed system is tested by taking 
3 speech samples from each speaker with the sampling 
frequency of 8 KHz. Voice features were extracted from 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 301



 

 

30 ms frame duration and 20 ms overlapping with the 
previous frame. The speech sample of 2 sec with noise is 
used to extract features and then trained using HMM 
(forward-backward) algorithm. The proposed MFCC 
features are used to expect the high accuracy in extracting 
the vocal features of voice. The HMM algorithm is 
anticipate to get best results in identification system. 
Accuracy rate shows the percentage of correctly identified 
test samples by the system. It is obtained by 
Accuracy= number of correctly identified test samples/ 
total number of test samples = 26/ 30*100= 86.67% 
Proposed system shows the accuracy of 86.67% as here 
total 30 test samples of each 10 speakers are being used to 
identify, where 26 out of total test samples are being 
correctly identified and correctly rejected with noise factor. 
 

Table 1: Speaker’s verification results 

Number of 
speakers 

Correct 
acceptance 

(with 
noise) 

Correct 
rejection 

(with 
noise) 

False 
acceptance 

(with 
noise) 

False 
rejection 

(with 
noise) 

Speaker 1 
Sample 1 
Sample 2 
Sample 3 

 
√ 
√ 
√ 

   

Speaker 2 
Sample 1 
Sample 2 
Sample 3 

 
√ 
 
√ 

 
 

√ 

  

Speaker 3 
Sample 1 
Sample 2 
Sample 3 

 
 

√ 

 
√ 

 

 
 
 
√ 

 

Speaker 4 
Sample 1 
Sample 2 
Sample 3 

 
 
 

√ 

 
√ 
 
 

 
 

√ 
 

 

Speaker 5 
Sample 1 
Sample 2 
Sample 3 

 
√ 
√ 
√ 

   

Speaker 6 
Sample 1 
Sample 2 
Sample 3 

 
 

√ 
 

 
 

 
√ 

 
 

 

 
√ 
 
 

Speaker 7 
Sample 1 
Sample 2 
Sample 3 

 
 

√ 

 
√ 

 
 
 
√ 

 

Speaker 8 
Sample 1 
Sample 2 
Sample 3 

 
√ 
√ 

 
 
 

√ 

  

Speaker 9 
Sample 1 
Sample 2 
Sample 3 

 
√ 

 
 
√ 
√ 

  

Speaker 10 
Sample 1 
Sample 2 
Sample 3 

 
√ 
√ 
√ 

 
 

 
 
 
 

 

 

The error rate is calculated by 
Total error of verification system= false accepted+ false 
rejected =3+1=4/30*100=13.33% 
The error rate of total test samples that are being false 
rejected or accepted is 13.33%  
The testing phase shows the efficiency of proposed system 
up to 86.67% with the error rate of 13.33% as depicted by 
the test results given in Table 1. 
 

6. Conclusion 
 
It is concluded that the proposed research uses the 
technique of MFCC to extract unique and reliable human 
voice feature pitch in the form of Mel frequency and 
trained and recognized using HMM log likelihood 
methodology. It comprises two security measures, PIN 
code as well as voice features to give more security to the 
ATM application. It represents the best efficiency up to 
86.67% with the error rate of 13.33% on the basis of 30 
test samples of 10 speakers (3 test samples per speaker).  
The future work to leading this system is to provide the 
secure transmission of voice database to other branches of 
entire bank. Introducing encryption and decryption to 
transmit voice database and providing the facility to user to 
access his ATM account from any branch of bank. By 
taking the physiological features with behavioral features 
for recognition of person with voice as well as with his 
physical movement of mouth to make ATM more secure 
can tends to be a new research work. 
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Abstract 

The two most important tasks in information extraction 
from the Web are webpage structure understanding and 
natural language sentences processing. However, little 
work has been done toward an integrated statistical model 
for understanding webpage structures and processing 
natural language sentences within the HTML elements. 
Our recent work on webpage understanding introduces a 
joint model of Hierarchical Conditional Random Fields 
(HCRFs) and extended Semi-Markov Conditional 
Random Fields (Semi-CRFs) to leverage the page 
structure understanding results in free text segmentation 
and labeling. In this top-down integration model, the 
decision of the HCRF model could guide the decision 
making of the Semi-CRF model. However, the drawback 
of the topdown integration strategy is also apparent, i.e., 
the decision of the Semi-CRF model could not be used by 
the HCRF model to guide its decision making. This paper 
proposed a novel framework called WebNLP, which 
enables bidirectional integration of page structure 
understanding and text understanding in an iterative 
manner. We have applied the proposed framework to local 
business entity extraction and Chinese person and 
organization name extraction. Experiments show that the 
WebNLP framework achieved significantly better 
performance than existing methods. 

Keywords:  Natural language processing, Webpage 
understanding, Information Extraction, Conditional 
Random Fields 

 

 

 

1. Introduction 

The World Wide Web contains huge amounts of data. 
However, we cannot benefit very much from the large 
Amount of raw web pages unless the information within 
them is extracted accurately and organized well. Therefore, 
information extraction plays an important Role in Web 
knowledge discovery and management. Among various 
information extraction tasks, extracting Structured Web 
information about real-world entities (such as people, 
organizations, locations, publications, products) Has 
received much attention of late. However, little work has 
been done toward an integrated Statistical model for 
understanding web page structures and processing natural 
language sentences within the HTML Elements of the web 
page. Our recent work on Web object Extraction has 
introduced a template in dependent approach to understand 
the visually out structure of a webpage and to effectively 
label the HTML elements with attribute names of an entity. 
Our latest work on web page understanding introduces a 
joint model of The Hierarchical Conditional Random 
Fields (HCRFs) model and the extended Semi-Markov 
Conditional Random Fields (Semi-CRF’s) model to 
leverage The page structure understanding results in free 
text Segmentation and labeling. The HCRF model can 
reflect the structure and the Semi CRF model can make use 
of the gazetteers. In this top down integration model, the 
decision Of the HCRF model could guide the decision of 
the Semi CRF model. However, the drawback of the top-
down Strategy is that the decision of the Semi-CRF model 
could not be used by the HCRF model to refine its decision 
making. In this paper, we introduce a novel frame work 
called WebNLP at enables bidirectional integration of page 
structure understanding and text understanding in an 
iterative manner. In this manner, the results of page 
structure understanding and text understanding can be used 
to guide the decision making of each other, and the 
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performance of the two understanding procedures is 
boosted iteratively. 

 
1.1 Overview 

 
The World Wide Web contains huge amounts of data. 
However, we cannot benefit very much from the large 
amount of raw web pages unless the information within 
them is extracted accurately and organized well.Webpage 
understanding introduces a joint model of Hierarchical 
Conditional Random Fields (HCRFs) and extended Semi-
Markov Conditional Random Fields (Semi-CRFs) to 
leverage the page structure understanding results in free 
text segmentation and labeling. In this top-down 
integration model, the decision of the HCRF model could 
guide the decision making of the Semi-CRF model. 
However, the drawback of the top down integration 
strategy is also apparent, i.e., the decision of the Semi-CRF 
model could not be used by the HCRF model to guide its 
decision making. 
Our recent work on Web object extraction has introduced a 
template-independent approach to understand the visual 
layout structure of a webpage and to effectively label the 
HTML elements with attribute names of an entity. 

In this paper, we introduced the Web NLP framework for 
webpage understanding. It enables bidirectional integration 
of page structure understanding and natural language 
understanding.Specifically, the Web NLP framework is 
composed of two models, i.e., the extended HCRF model 
for structure understanding and the extended Semi-CRF 
model for text understanding. The performance of both 
models can be boosted in the iterative optimization 
procedure.The experimental results show that the Web 
NLP framework performs significantly better than the 
state-of the- art algorithms on English local entity 
extraction and Chinese named entity extraction on 
WebPages. 
 

2. Literature Survey 

2.1 Information Extraction 

IE technology has not yet reached the market but it could 
be of great significance to information end-user industries 
of all kinds, especially finance companies, banks, 
publishers and governments. For instance, finance 
companies want to know facts of the following sort and on 
a large scale: what company take-overs happened in a 
given time span; they want widely scattered text 
information reduced to a simple data base. Lloyds of 
London need to know of daily ship sinkings throughout the 
world and pay large numbers of people to locate them in 

newspapers in a wide range of languages. All these are 
potential uses for IE.  

2.2 Empirical Methods in Information Extraction 

The first large-scale, head-to-head evaluations of NLP 
systems on the same text-understanding tasks were the 
Defense Advanced Research Projects Agency–sponsored 
Message-Understanding Conference (MUC) performance 
evaluations of information-extraction systems. Prior to 
each evaluation, all participating sites receive a corpus of 
texts from a predefined domain as well as the 
corresponding answer keys to use for system development. 
The answer keys are manually encoded templates—much 
like that capture all information from the corresponding 
source text that is relevant to the domain, as specified in a 
set of written guidelines. After a short development phase, 
the NLP systems are evaluated by comparing the 
summaries each produces with the summaries generated by 
human experts for the same test set of previously unseen 
texts. The comparison is performed using an automated 
scoring program that rates each system according to 
measures of recall and precision. 

2.3 Extracting Structured Data from Web Page 

The World Wide Web is a vast and rapidly growing source 
of information. Most of this information is in the form of 
unstructured text, making the information hard to query. 
There are, however, many web sites that have large 
collections of pages containing structured data, i.e., data 
having a structure or a schema. These pages are typically 
generated dynamically from an underlying structured 
source like a relational database. An example of such a 
collection is the set of book pages in Amazon. The data in 
each book page has the same schema, i.e., each page 
contains the title, list of authors, and price of a book and so 
on.  

         2.4 Wrapper Induction Efficiency &Expressiveness 

Wrapper is a procedure to extract all kinds of data from a 
specific web source. First find a vector of strings to delimit 
the extracted text. 

Motivations: hand-coded wrapper is tedious and error-
prone. How about web pages get changed? Wrapper 
induction –- automatically generate wrapper is a typical 
machine earning technology. Actually we are trying to 
learn a vector of delimiters, which is used to instantiate 
some wrapper classes (templates), which describe the 
document structure   free text & Web pages. A good 
wrapper induction system should be: 

Expressiveness: concern how the wrapper handles a 
particular web site. 
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Efficiency: how many samples are needed? How much 
computational is required? 
 
2.5 Wrapper Maintenance Machine Learning 
Approach 

A Web wrapper is a piece of software that enables a Web 
source to be queried as if it were a database. The types of 
sources that this applies to are what are called semi 
structured sources. These are sources have no explicit 
structure or schema, but have an implicit underlying 
structure. Even text sources such as email messages have 
some structure in the heading that can be exploited to 
extract the date, sender, addressee, title, and body of the 
messages. Other sources, such as an online catalog, have a 
very regular structure that can be exploited to extract all 
the data automatically. 

2.6 Hierarchical Wrapper Induction for Semi 
structured Information Sources 

Web pages are intended to be human readable, there are 
some common conventions for structuring HTML 
documents. For instance, the information on a page often 
exhibits some hierarchical structure; furthermore, semi 
structured information is often presented in the form of 
lists of tupelos, with explicit separators used to distinguish 
the different elements. With these observations in mind, we 
developed the embedded catalog (EC) formalism, which 
can describe the structure of a wide-range of semi 
structured documents. 

3. Implementation 

Extracting information includes these modules to extract 
the structured data and natural language sentences with in 
the HTML elements of the webpage. 

web Page 
Selection

Server

Checkes for 
Avilability

Information 
Extraction 

Stroe the 
Information

Internet

User

 

◊ Admin 
◊ Page Reader 
◊ Information Extraction 
◊ Security 
◊ Information maintenance 

 
3.1 Admin 
 
This module provides the facility to control all the 
operations done by our system.  This module completely 
gives the rights to a single person. This module facilitate 
the update operation of the data secured by our 
systemAdmin module is commander module of our 
system.This module is the central module which integrates 
other modules. Admin module gives rights to a single 
person to perform the information extraction.Admin can 
update the database.Admin only can delete the records 
from database. 

 
 
 
3.2 Page Reader 
 
This module is the heart of our system.This module reads 
and understands the web pages and its structure.Two 
algorithms are used by this module.This module provides 
the facility to read the web page in both directions.Page 
reader module Reads the enter page source from the 
server.This module facilitates the source extraction from 
the server.This produces the output as collection of text 
information and tags,And also this produces the image 
links and other links provided in the current site. 

 

 
 

3.3 Information Extraction 
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This is one of the major (Heart) modules of this 
system.This facilitates the easy ways for information 
extraction by our system.This module extracts information 
from the page reader.This module facilitates our system to 
extract the pure text information from the read source.Then 
this module extracts the fields and value from the 
source.This module only extracts exact information.The 
extracted information is the output of our system.  

 
 
 
3.4 Security 
 
This module provides the secure operations on our 
systems.This module allows the secure access by 
authorized persons only. This module checks for the 
security verifications like copyrights.This module 
facilitates our system while understanding the structure of 
the given input website.This module also restricts from 
unauthorized access of our application. 
 
3.5 Information maintenance 
 
This is another module of our system.This module 
provides the facility to store and maintaining the 
information.It facilitates to store details like Extracted sites 
and the information extracted from the sites.Information 
maintenance module facilitates our system for maintaining 
extracted information by our system.This module provides 
the facility to store the information. This is also provides 
the facility to retrieve the information from database 

 

 

4. Conclusions  

Webpage understanding plays an important role in Web 
search and mining. It contains two main asks, i.e., page 
structure understanding and natural language 
understanding. However, little work has been done toward 
an integrated statistical model for understanding webpage 
structures and processing natural language sentences 
within the HTML elements.  
 
In our system, we introduced the WebNLP framework for 
webpage understanding. It enables bidirectional integration 
of page structure understanding and natural language 
understanding. Specifically, the WebNLP framework is 
composed of two models, i.e., the extended HCRF model 
for structure understanding and the extended Semi-CRF 
model for text understanding. The performance of both 
models can be boosted in the iterative optimization 
procedure. The auxiliary corpus is introduced to train the 
statistical language features in the extended Semi-CRF 
model for text understanding, and the multiple occurrence 
features are also used in the extended Semi-CRF model by 
adding the decision of the model in last iteration. 
Therefore, the extended Semi-CRF model is improved by 
using both the label of the vision nodes assigned by the 
HCRF model and the text segmentation and labeling 
results, given by the extended Semi-CRF model itself in 
last iteration as additional input parameters in some feature 
functions; the extended HCRF model benefits from the 
extended Semi-CRF model via using the segmentation and 
labeling results of the text strings explicitly in the feature 
functions. The WebNLP framework closes the loop in 
webpage understanding for the first time. The experimental 
results show that the WebNLP framework performs 
significantly better than the state-of the-art algorithms on 
English local entity extraction and Chinese named entity 
extraction on WebPages. 
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Abstract 
This literature work is a survey about Sentiment 

Analysis of textual data of English language and some of its 
previous works. Basically sentiment analysis identifies the view 
point or opinion of a text. For example, classifying a movie 
review as “Thumbs up” or “Thumbs down”. 

 Several public opinion surveys from multiple 
polling organization and people’s aggregate opinion on a topic 
can be assessed. This survey includes previous works which 
show how this technique has evolved over the past one and a half 
decade expanding its horizon and reaching out to almost all areas 
such as reviews of products, movies etc., travel advice, stock 
market predictions and in other decision making areas.   

Keywords: Opinion Mining, Sentiment Analysis, 
Polarity Identification. 

 

1. Introduction 

Natural Language Processing is a domain of 
computer science and scientific study of human language 
i.e. linguistics which is related with the interaction or 
interface between the human (natural) language and 
computer. Basically NLP commenced as a sub-field of 
artificial intelligence. Opinion mining or Sentiment 
analysis refers to a broad area of Natural Language 
Processing and text mining. It is concern not with the topic 
a document is about but with opinion it expresses hat is the 
aim is to determine the attitude (feeling, emotion and 
subjectivities) of a speaker or writer with respect to some 
topic to determine opinion polarity.  Initially it was applied 
for classifying a movie as good or bad based on positive or 
negative opinion. Later it expanded to star rating 
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predictions, product reviews travel advice and other 
decision making processes.  

 According to the survey performed by Bo Pang 
and Lillian Lee, Sentiment analysis identifies the view 
points of a text. For example, classifying a movie review 
as thumbs up (recommended) or thumbs down (not 
recommended). Previous methods focused on selective 
lexical features (e.g. word “Good”), then classifying 
document according to the number of such features that 
occur anywhere within it. But in contrast later following 
process were followed: 

• Identify the sentences in the given input text as 
subjective or objective. 

• Select and apply a standard machine learning 
classifier to the extracted result.  

This could prevent the polarity classifier from 
considering misleading, ambiguous or irrelevant text. For 
example, the sentence “The protagonist tries to protect her 
good name” holds the word “Good”, but it reports nothing 
about author’s opinion and could also be implanted in a 
negative way. 
 Our work is based on this technique of Sentiment 
analysis using polarity classification of textual data. In 
this, we estimate the percentage of positivity or negativity 
of input text by first tagging all the adjectives, adverbs 
using a POS (Part of Speech) tagger (Marks words in the 
input text corresponding to a particular part of speech). 
Then we estimate the positivity or the negativity of the 
extracted adjectives corresponding to its value in the 
SentiWordNet (derived from WordNet, a lexical database, 
where numerical value indicating polarity sentiment, i.e. 
positive or negative, information corresponds to each word 
in it). In order to estimate sentiment orientation we count 
the positive and negative terms values. Finally, we assign 
estimated polarity to the given corpus. 
 

2. Evolution 
 
According to the paper titled “Thumbs Up or Thumbs 
Down? Semantic Orientation Applied to Unsupervised 
Classification of Reviews” by Peter D. Turney, presented 
in the Proceedings of the 40th Annual Meeting of the 
Association for Computational Linguistics (2002), in 
Philadelphia, Pennsylvania, a major application of 
sentiment analysis of textual data is in the classification of 
any review. Example: The semantic orientation of phrases 
with the help of simple unsupervised learning algorithm. 
The whole process of classification can be summaries into 
simple three steps:  

1. Identify phrases in the given corpus containing 
adjectives or adverbs (using a   part-of-speech tagger 
given by Brill in 1994). 

      2. Approximate the semantic orientation of the 
identified phrase.  

      3. Based on the sentiment orientation classify the given 
input text. 

This algorithm makes use of PMI-IR to calculate 
semantic orientation. Peter D. Turney experimented with 
410 reviews of various domains and concluded that the 
algorithm accomplishes an average accuracy of about 
74%. But for movie review its about 66% while 82%-84% 
for automobiles and banks. The limitations identifier in 
this work of Peter D. Turney was the time needed for 
queries which can be eliminated by development in 
hardware. The level of accuracy can be improved by 
gelling semantic features with some distinct features of a 
supervised classification algorithm. This work has its 
nearness to the work of  “Predicting the semantic 
orientation of adjectives”  by Hatzivassiloglow and Mc 
Keown presented at the Proceedings of the 35th Annual 
Meeting of the ACL and the 8th Conference of the 
European Chapter of the ACL in 1997. The use of four 
step algorithm which: 
1. Removes conjunction to isolate adjectives. 
2. Uses a supervised learning algorithm to label adjectives 
into groups of same or different semantic orientation and 
result in the graph where nodes denote adjectives and links 
denote similarity or difference in semantic orientation. 
3. Using a clustering algorithm, the graph is processed to 
give two subsets of adjectives: Positive and negative.  
4. If the frequency of positive adjective is high, then the 
text is positive else negative. 
But the algorithm overall is complex and improved in 
various fields. 
  Another work in this field was R.M Tong’s “An 
operational system for detecting and tracking opinions in 
on-line discussions” at the ACM SIGIR 2001 Workshop 
on Operational Text Classification in 2001. The system 
trails online discussion and gives a graph for positive and 
negative sentiments looks for phrases like “bad acting”, 
“awesome music”, “uneven editing” etc. In This edition of 
phrases to a special lexicon as tagging of sentiment as 
positive or negative is done manually. But this work was 
specific for movies.   
    Further in this field, a research work on 
“Sentiment classification of reviews using SentiWordNet” 
was conducted by Bruno Ohana and Brendan Tierney, of 
Dublin Institute Of Technology, and presented in the 9th 
I.T & T Conference, 2009. They used automatic methods 
for speculating the course of subjective content on textual 
data. SentiWordNet (opinion lexicon) is basically used to 
classify automatic sentiment of film reviews and the 
research done elaborates the results produced. The 
research goes one step ahead through extending the use of 
SentiWordNet by building the set of significant features 
and applying to the machine learning classifier. The set of 
relevant features provided substantial enhancement over 
baseline term counting methods. The important conclusion 
drawn indicated that SentiWordNet has now emerged as 
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an indispensable tool for sentiment classification tasks and 
further progress can be made in its user and its usage along 
with other techniques. The research associates words and 
their synonyms present in Synsets with two numerical 
number ranging from 0 to 1, each denote the 
SentiWordNet’s positive and negative bias. 

SentiWordNet’s one of the prominent features is 
that, in this a term can posses can both positive and 
negative score to have non-zero values. Stanford part of 
speech tagger was used in the research to correctly 
associate scores to terms and then scores for each term was 
found. The ratio between scores and number of terms was 
found and overall score was calculated. The document was 
divided into sections and scoring was performed section-
wise and in the end the final sentiment of polarity was 
analysed. 

“From Tweets to Polls: Linking Text Sentiment 
to Public Opinion Time Series”, was proposed in May 
2010, in which Brendan O’Connor, Ramnath 
Balasubramanyan, Bryan R. Routledge and Noah A. Smith 
analysed several public opinion surveys from multiple 
polling organisations on consumer confidence and political 
over 2008 to 2009 period and found that they co-relate to 
sentiment word frequencies in contemporary twitter 
messages. The results vary across data sets and sometimes 
correlations were as high as 80%. For example, if we want 
to know the extent to which U.S. population likes or 
dislikes Obama, polling methodology is done. It was 
extensively developed through 20th century (Krosnick, 
Judd and Wittenbrink 2005). From text, population’s 
aggregate opinion on a topic can be assessed and then the 
task can be broken down into two sub problems: 

1. Message Retrieval – When we identify the 
messages relating to topic. 

2. Opinion Estimation – Determine whether 
messages express a positive or negative opinion 
or just news about the topic. 

Tamara Martin-Wanton and Aurora Pons-Porrata gave 
a paper “Opinion polarity detection” in which an 
unsupervised algorithm was used for polarity of opinion 
which uses a word sense disambiguation algorithm to 
determine the correct sense of the word in the opinion. 
This proposed method does not depend on the knowledge 
domain and can be extended to other languages. The 
resources used by the author for this method is: 

1. WordNet (Lexical database). 
2. SentiWordNet (Lexical Resource). 
3. A subset of General Inquirer (English 

Dictionary). 

The two basic components of this method are: 
1. Word sense disambiguation  
2. Determination of polarity 

Word sense disambiguation identifies the correct 
senses of the terms and in the determination of the polarity 
we determine the polarity of the opinion. The uniqueness 
of this method is using standard external resources along 
with word sense disambiguation for determining polarity 
of the opinions. Thus, this method is independent of 
knowledge domain and can be extended to other 
languages. Because of wrong annotations of 
SentiWordNet, there may be failure of method in many 
cases. 

One of the most recent paper is “The Truth About 
Sentiment and Natural Language Processing” published by 
Synthesio (a global, multilingual, Social Media 
Monitoring and Research company) in March’11 which 
focuses on how brands can ascertain what opinions people 
have about their brand through sources like social media, 
blogs, online newspaper and magazines etc. Even if the 
sentiment analysis is inappropriate and no social media 
assistance could prove that this technology could 
accurately access sentiment on a precise topic, but by 
stalking and leaning it over time we can examine the 
pattern for changes since we are presumptuous that the in 
correctness will be constant over time.  However there is 
no proof of this yet. 

In 2009 and 2010, Amitava Das and Sivaji 
Bandyopadhyaya of Jadavpur University presented their 
research paper “Phrase-level Polarity Identification for 
Bangla” and “SentiWordNet for Indian Languages”, 
respectively, which emphasize on opinion polarity 
classification on news texts using Support Vector Machine 
(SVM) for popular Indian native language Bengali. The 
contemporary system present directs the course of an 
opinionated phrase to positive or negative. A pre-requisite 
for identifying the direction of opinion requires the 
categorization of texts into subjective or objective. The 
reason being objective text cannot be predicted by 
definition. The system uses a combined approach which 
co-ordinates well with lexicon entities and linguistic 
syntactic features and the classifier used in the research is 
rule based subjectivity. The results have accuracy of 
70.04% and a recall of 63.02%. The limitation of the 
research lies on the usage of log-linear functions models 
like SVM. The major drawback being that a well distinct 
decision boundary cannot be formed from the conjunction 
of provided features. The disadvantage can be overcome 
by providing the conjunctions explicitly as an integrated 
unit of feature vector, by stating the features as a classical 
word lattice model. Finally, the post processor gives to the 
chunk head a polarity value which will be directly 
proportional to the chunk head’s resultant polarity domain. 

Now, presently research is done in the 
advancement of present system in the way of progressive 
methods for formation of opinions based on their polarity 
class. 
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3. Conclusion 
 

This paper represents a lexical unison based measurement 
of sentiment intensity and polarity in text and its 
application in various fields. We are further working on 
how best to analyze the psychological effect of text by 
exploiting available resources and evaluating polarity of 
the text. 
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Abstract- Data mining is becoming an increasingly 
important tool to transform enormous data into 
useful information. Mining periodic patterns in 
temporal dataset plays an important role in data 
mining and knowledge discovery tasks.  This paper 
presents, design and development of software for 
sequential pattern mining for asynchronous 
periodic patterns in temporal database. Comparative 
study of various algorithms on sequential pattern 
mining for asynchronous periodic patterns is also 
carried out by taking artificial and real life database 
of glossary shop. The proposed system will be based 
on optimization of Efficient Mining of 
Asynchronous Periodic Pattern Algorithm (EMAP), 
which will be implemented for efficient mining of 
asynchronous periodic patterns in large temporal 
database. 
 
Keywords-  Sequential patterns, Temporal dataset, 
Knowledge discovery, Asynchronous Periodic 
patterns,  
 

              I.  INTRODUCTION 
 

Pattern mining plays an important role in data mining 
tasks. Various patterns have been introduced for 
different applications, e.g., frequent item sets and 
sequential patterns for transaction databases, frequent 
episodes in event sequences, and frequent continuities 
for inter transaction association. Periodic patterns are 
recurring patterns that have temporal regularities in 
time-series databases. Periodic patterns exist in many 
kinds of data. For example, tides, planet trajectories, 
somite formation, daily traffic patterns, and power 
consumptions all present certain periodic patterns. 
There are many emerging applications, including 
stock market price movement, earthquake prediction, 
telecommunication network fault analysis, repeat 
detection in DNA sequences and occurrences of 
recurrent illnesses, etc. The discovery of patterns with 
periodicity has been studied in several works. For 
example, Ozden et al. proposed the mining of cyclic 
association rules that reoccur in every cycle of the 
time span of the temporal database. Han et al. 
considered imperfect periodic patterns that reoccur 
for at least minconf percent of the cycles. Berberidis 
et al. further proposed an approximate periodicity 
detection algorithm. However, these studies 
considered only synchronous periodic patterns and 
did not recognize the misaligned presence of patterns 
due to the intervention of random noise. For example, 
assume that a temporal database contains a periodic 
pattern, “burger and maggi,” on Friday nights, from 

January to March. However, in April, the business 
has a big promotion for beer every Saturday. 
Therefore, many customers would buy burger on 
Saturday instead of Friday because of this 
promotion[8].  
In this case, it would be desirable if the pattern can 
still be recognized when the disturbance is within 
some reasonable threshold. Therefore, in , Yang et al. 
extended the idea to find asynchronous periodic 
patterns. Yang et al.’s asynchronous periodic pattern 
problem aims at mining the longest periodic 
subsequence which may contain a disturbance of 
length up to a certain threshold. Formally, a valid 
subsequence with respect to a pattern P in a sequence 
D is a set of non overlapping valid segments, where a 
valid segment has at least min rep contiguous 
matches of P and the distance between any two 
successive valid segments does not exceed a 
parameter max dis. A valid subsequence with the 
most overall repetitions of P is called its longest valid 
subsequence. However, this model has some 
problems. . First, this model only focused on mining 
periodic patterns in temporal sequences of events. 
However, in real-world applications, we may find 
multiple events at one time slot in terms of various 
intervals (e.g., hour, day, week, etc.) as discussed in 
previous works. We refer to such databases as 
sequences of event sets. . Second, this model only 
focused on mining the longest sequence of a pattern, 
which can only capture part of the system’s behavior. 
For example, in the case when two successive, non 
overlapped segments with a disturbance larger than 
max dis, only the larger segment will be reported[7].  
To address these problems, K. Huang proposed a 
novel SMCA algorithm which requires no candidate 
pattern generation as compared to previous technique. 
Their algorithm allows the mining of all 
asynchronous periodic patterns, not only in a 
sequence of events, but also in a temporal dataset 
with multiple event sets. They also proposed a 
dynamic hash-based validation mechanism which 
discovers all asynchronous type periodic patterns in a 
single scan of temporal dataset. Their four phase 
approach uses a sequence of algorithms to mine 
singular pattern, multiple pattern, maximal complex 
pattern and finally asynchronous periodic patterns. 
Each of these algorithms uses output of the last 
executed algorithm as their input. The main limitation 
of their algorithm is that, it not only mines the 
maximal complex pattern but also its subsets (single 
event patterns and multiple events patterns) using 
depth first search enumeration approach, thus wasting 
a considerable amount of processing time for mining 
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subsets. For large datasets having i-patterns where i 
is too large, a large amount of processing time is 
waste for mining singular and multi events 1-patterns 
that are subsets of i-patterns. To increase the 
efficiency of mining asynchronous periodic patterns 
on large datasets, we propose a novel efficient 
algorithm E-MAP. Our propose algorithm finds all 
maximal complex patterns in a single step algorithm 
using a single dataset scan without mining single 
event and multiple events patterns explicitly, while 
asynchronous periodic patterns are mined using the 
same depth first search enumeration process as 
described in . The single dataset scan and single step 
mining approach makes the E-MAP much faster and 
efficient as compared to previous technique SMCA. 
The other feature of E-MAP is that, it requires less 
storage space as compared to SMCA. To check the 
effectiveness of our E-MAP approach, we also 
provide detailed experimental results on real and 
artificial datasets. Our different experimental results 
suggest that mining asynchronous periodic patterns 
using E-MAP is more efficient as compared to 
SMCA.  
Database mining is motivated by the decision support 
problem faced by most large retail organizations. 
Development of bar-code technology has made able 
retail organizations to collect and store massive 
amounts of sales data, referred to as the basket data. 
A record in such data typically consists of the 
transaction date and the items bought in the 
transaction [1]. Very often, data records also contain 
customer-id, particularly when the purchase has been 
made using a credit card or a frequent-buyer card. 
Catalog companies also collect such data using the 
orders they receive. 
A sequence database consists of sequences of ordered 
elements or events, recorded with or without a 
concrete notion of time [1]. There are many 
applications involving sequence data. Typical 
examples include customer shopping sequences, Web 
click streams, biological sequences, sequences of 
events in science and engineering, and in natural and 
social developments. 
 
Sequential Pattern Mining 
Sequence Pattern Mining is the mining of frequently 
occurring ordered events or subsequences as patterns 
[9]. An example of sequential pattern is “Customers 
who buy a canon digital camera are likely to buy an 
HP color printer within a month”[1]. For retail data, 
sequential patterns are useful for shelf placement and 
promotions. Also telecommunications and other 
businesses may also use sequential patterns for 
targeted marketing, customer retention and many 
other tasks. Other areas in which sequential patterns 
can be applied include Web access pattern analysis, 
weather prediction, production processes, and 
network intrusion detection analysis. Most studies of 
sequential pattern mining concentrate on categorical 
patterns [6]. The sequential pattern mining problem 
was first introduced by Agrawal and Srikant in 
1995[1] based on their study of customer purchase 
sequences, as follows: ”Given a set of sequences, 

where each sequence consist of a list of events(or 
element) and each event consists of set of items, and 
given a user specified minimum support threshold of 
min_sup, sequential pattern mining finds all the 
frequent subsequences, that is, the subsequences 
whose occurrence  frequency in the set of sequences 
is no less than min_sup.” 

Definition 1: Let Χ ={x1, x2, x3… xn } be a 
set of different items. An element e, denoted by < x1, 
x2, ...  >, is a subset of items belonging to Χ  which 
appear at the same time. A sequence s, denoted by < 
e1; e2; . . . ; em > , is an ordered list of elements. A 
sequence database Db contains a set of sequences, 
and | Db | represents the number of sequences. in Db. 
A sequence α = < a1; a2; . . . ; an > is a subsequence 
of another sequence β =< b1; b2; . . . ; bm > if there 
exist a set of integers, 1 ≤ i1  ≤  i2 ≤  in  ≤ m, such that 
a1 is a  subset of bi1; a2  is a subset of bi2 ; . . . and an  
is a subset of  bin . The sequential pattern mining can 
be defined as “Given a sequence database Db and a 
user-defined minimum support min sup, find the 
complete set of subsequences whose occurrence 
frequencies ≥ min sup *| Db |” . 

 

II. RELATED WORK 

As mentioned, the sequential pattern mining with a 
static database and with an incremental database is 
two special cases of the progressive sequential pattern 
mining. In the following, we introduce the previous 
works on the static sequential pattern mining, the 
incremental sequential pattern mining, and the 
progressive sequential pattern mining. Previous 
researchers have developed various methods to find 
frequent sequential patterns with a static database. 
The assumption of having a static database may not 
hold in many applications. The data in real world 
usually change on the fly. When we deal with an 
incremental database, it is not feasible to remine the 
whole sequential patterns every time when the 
database increases because the remaining process is 
costly. To handle the incremental database, 
Parthasarathy et al. presented the algorithm ISM [2] 
using a lattice framework to incrementally update the 
support of each sequential pattern in equivalent 
classes. Masseglia et al. derived the algorithm ISE [3] 
to join candidate sequential patterns in original 
database with the newly increasing database. Cheng 
et al. introduced algorithm IncSpan [4], which 
utilized a special data structure named sequential 
pattern tree to store the projection of database. 
However, the incremental mining algorithms can only 
handle the incremental parts of the database. Because 
of the limitation of data structures maintained in their 
algorithms, they can only create new candidates but 
cannot delete the obsolete data in a progressive 
database. The deletion of an item from the database 
results in the reconstruction of all candidate item sets, 
which induces incredible amount of computing. 
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III. PROBLEM STATEMENT 
 

Design & Develop an Automatic Data Mining 
System for Asynchronous Periodic Patterns. The 
proposed system will be based on Modified version 
of  E-MAP  algorithm compatible for temporal 
dataset. The entries for temporal dataset will be taken 
from a real life database of a grocery shop.  
Let E be a set of all events. An event set is a 
nonempty subset of E. A temporal dataset D is a set 
of records where each record is a tuple in the form < 
tid, X > for time instant tid and event set X.   
 

 

III. FORMAT OF DATABASE 
 

Table 2 : Database 
 

Seq_no Element Time_stamp 
1 Magi 1 
1 Soup 2 
1 Soup 4 
2 Burger 2 
2 Icetea 3 
2 Magi 4 
2 Icetea 5 
3 Soup 1 
3 Icetea 2 
3 Magi 3 
3 Icetea 5 
4 Berger 3 
4 Icetea 4 
4 Burger 5 
4 Magi 4 
5 Soup 2 
5 Burger 5 

 
IV. IMPLEMENTATION 
 

This system tries to find segment of subsequence as a 
valid pattern depending upon the minimum repetition 
and threshold value given to it. It provides the 
graphical user interface to input these values.  

 

 
        
   Fig 1 : GUI (Input data form) 
 

 
 
Fig 2 : GUI (Input parameters) 
 
 

V. RESULTS & DISCUSSION 
 

After implementation of the algorithm, we have 
obtained the result.  
We tried to compare its performance with other 
mentioned algorithms on  the basis of Space and time 
complexity . 
 
Let SPSMCA(n) : Space Complexity of SMCA 
      SPEMAP(n) : Space Complexity of EMAP 
      SPMEMAP(n) : Space Complexity of MEMAP    
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Fig 3 : Frequent patterns 
 

 
 
Fig 3 : Space Complexity 
 

 
 
Fig 4 : Time Complexity 
 
 
 

VI. CONCLUSION 
 

In this paper we proposed a new algorithm ME-MAP 
for sequential pattern mining of asynchronous 
periodic patterns. We have studied the performances 
of  SMCA,  E-MAP  and Modified E-MAP 
algorithms. The performance evaluation is done on 
the basis of time and space complexities of these 
algorithms. It is found that : 
SPSMCA(n) ≤ SPE-MAP(n) ≤ SPME-MAP (n) 
TCSMCA(n) ≤ TCE-MAP(n) ≤ TCME-MAP(n) 
This shows the effectiveness of our approach. 
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Abstract 
 
An effective strategy for distributing data across multiple disks is 
crucial to achieving good performance in a parallel object-
oriented database management system. During query processing, 
a large amount of data need to be processed and transferred 
among the processing nodes in the system. A good data 
placement strategy should be able to reduce the communication 
overheads, and, at the same time, to provide the opportunity for 
exploiting different types of parallelism in query processing, 
such as intra-operator parallelism, inter-operator parallelism, and 
inter-query parallelism. However, there exists a conflict between 
these two requirements. While minimizing interprocessor 
communication favors the assignment of the whole database to a 
small number of processors, achieving higher degree of 
parallelism favors the distributions of the database evenly among 
a large number of processors. A trade-off must be made to obtain 
a good policy for mapping the database to the processors.We 
need good heuristics to solve this and more complicated database 
allocation problems. In this paper, we propose some heuristics 
for partitioning an OODB so that the overall execution time can 
be reduced. 
 
Keywords: Parallelism, Vertical partitioning, Horizontal 
partitioning, Query diameter. 

 

1.  Introduction 
 
In order to achieve parallelism, the database needs to be 
partitioned over multiple components in a parallel system. 
For example, relations in Gamma ([4], [5]) are 
horizontally partitioned across all nodes with disk drives 
using one of four declustering strategies provided in the 
system: round-robin, hashed, range, and hybrid-range 
partitioned. However, none of the strategies is a clear 
winner in the performance analysis ( [7], [8]). To decluster 
all relations across all nodes with disks is recognized as a 
serious mistake ([5]). A better solution used in Bubba ( 
[3]) is to decluster a relation based on the \heat" (i.e., the 
cumulative access frequency) and the size of the relation. 
Since the ideal data placement changes continuously as the 
workload changes in time, Bubba repeatedly refines the 
data placement if the performance improvement is worth 
the work required to reorganize. 
 
In a relational database environment, a relation may be 
accessed by several types of queries which require 
different sets of attributes. In order to improve the 
performance, attributes of the relation are divided into 
groups and the relation is projected into fragment relations 

according to these attribute groups. This process is called 
vertical partitioning. The fragments are assigned to 
different sites in distributed database systems to minimize 
the cost of accessing data by all queries. 
 
There are trade-offs between horizontal and vertical 
partitioning methods. A general discussion of pros and 
cons on a decomposed storage system (DSM), which pairs 
each attribute value with the surrogate of its record, is 
reported by Copeland and Khoshafian ([2]). Several 
parallel database projects have employed some form of the 
same vertical data partitioning concept ([9], [10], [11], 
[14]). A simple file assignment problem, which deals with 
assigning files to different nodes of a computer network, 
has been studied extensively ([6]). However, most of the 
works assume that a request is made at one site and all the 
data for answering it is transferred to that site. This simple 
view of application cannot model the query processing 
strategy in a parallel database system. The simple file 
assignment problem is an NP-complete problem 
 
As for the OODBs, it is recognized that object clustering 
is important to the performance ([1], [12], [13]). However, 
the clustering in OODBs is still an open research issue, 
and therefore the problem of declustering an OODB for a 
parallel system is a new challenge in research. 
 
2.  The Problem 
 
The problem is to partition a given OODB and assign the 
partitions to the nodes in a multiprocessor system. It is 
assumed that the number of object classes in the database 
is larger than the number of processors in the system. 
Also, we assume that the processors are fully connected. 
This simplifies the problem so that we do not need to 
consider the effects of the network's physical topology. 
However, we can simulate different topologies by 
introducing various delays to different links.  
 
We assume that the unit of distribution is class. In other 
words, classes are not allowed to be split, and each class 
must reside in one and only one node. Since we group all 
the data associated with an object class together, we can 
localize retrieval, manipulation, and user-defined 
operations and reduce the overall communication among 
processors. If we horizontally partition the classes and 
assign them to multiple processors, two sets of processors 
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need to communicate with each other when two classes 
want to exchange information. In addition, if a large 
number of processors work on the same class, this 
horizontal partition scheme does not provide a good 
environment for multiple queries to be executed in parallel 
when these queries access different classes. Thus, we 
choose class as the unit of partition in this study. However, 
if some classes are too large for one node to handle and we 
decide to split them, the heuristics presented in this paper 
can still be used to group the partial classes. 
 
It is not easy to find a partition which is good for all the 
applications. A good partition for one application may not 
be suitable for another application. If we make a 
compromise for both applications, neither one will 
perform well. Therefore, we decide to partition the 
database based on the processing requirement of a single 
application which is characterized by a set of typical 
queries used in the application. By analyzing the query 
patterns in the set and the data characteristics of the 
database, we try to find a partition so that the execution 
time of the set of queries is minimized. 
 
If we want to calculate the execution time of a query, an 
appropriate cost function is needed for modeling the 
parallel execution of the query. For a set of queries, the 
interaction and interference among queries will make it 
extremely difficult to formulate the cost function. Even if 
we can formulate the correct function, the problem of 
finding the minimum would be intractable. Therefore, 
instead of finding the best partition which gives the 
minimal execution time, we try to find some heuristic 
rules that will avoid bad partitions and give good 
performance.  
 
3.  Heuristics for Partitioning an OODB 
 
The execution time of a query in a parallel environment 
consists of three components: CPU time, IO time, and 
communication time. Since the CPU time and IO time in 
each processor are the time the processor works on the 
query, we use the term “processing cost” to represent these 
two time components. It takes some communication time 
for a message to transfer from one processor to another. 
However, both the source and the destination processors 
can do other tasks during this time. 
 
If the communication delay is short, one obvious bad 
solution for partitioning the database is to assign all object 
classes to one single node. In other words, we want to 
balance the processing load on the nodes as well as to 
reduce the communication cost among them. However, we 
cannot use the sum of the processing cost and the 
communication cost as the total cost for a partition 
because it is difficult to give a meaning to the combined 
cost. Also, if we use the combined cost to partition the 
database, we run the risk of having two equal cost 
partitions in which one has high processing cost and the 
other one has high communication cost. On the other 
hand, if the communication delay is long, we want to 
group classes that exchange large amount of data and 

reduce the length of the “path” through which messages 
and data must be transferred. Therefore, we try to find a 
combined heuristics for partitioning the database. 
The heuristic method is based on the overall processing 
cost of each class referenced in a query. We measure the 
overall CPU time and IO time used for processing a class 
to represent the processing cost of that class in the query. 
When we consider the set of queries, we take the sum of 
the processing costs for the same class in all queries to 
represent the total processing cost for that class. 
 
Figure 1 shows the example university database with a 
class number and a class size in parentheses (i.e., the 
number of instances) attached to each class. A set of 10 
queries as shown in Figure 2 represents the processing 
requirement of a specific application that we want to 
partition the database for. In this example, we have 5 
simple queries (queries 0, 1, 2, 3, and 4) and 5 complex 
queries (queries 5, 6, 7, 8, and 9). Each simple query 
contains 3 or 4 classes and each complex query has 6 or 7 
classes. Since this set of queries has a large variety of 
query patterns, we feel that it can represent a general 
application of this database. The number in parentheses 
beside each class number is the measured processing cost 
of the class when the query is actually executed. We can 
calculate the processing cost of each class. For example, 
class 2 (Transcript) has been referenced twice in query 0 
and query 8. The overall processing cost of class 2 in the 
set is the sum of the processing costs of class 2 in query 0 
and query 8. Therefore, the overall processing cost of class 
2 is 46.13. The calculated processing costs for all the 
classes referenced by the query set are shown in Table 1. 
 
The overall processing cost of a class represents the 
minimal work that needs to be done for the set of queries 
if the class is assigned to a single processor. If we assign 
multiple classes to a processor, the load of the processor is 
the sum of the processing costs of the classes that are 
assigned to it. In order to achieve good performance, we 
want to distribute the load among the processors as evenly 
as possible. Load balancing is our main consideration for 
partitioning the database.  
 
However, when we group two classes and put them on the 
same processor, the time for exchanging messages 
between these two classes can be drastically reduced. 
Therefore, we also want to group classes in a way so that 
the overall communication time can be reduced. The 
length of the longest path in a query is called the query 
diameter. 
 
If we reduce the diameter of a query, the overall 
communication time of the query will also be reduced. 
The query diameter can be reduced by grouping adjacent 
classes in the longest path and assigning them to the same 
processor. This is our secondary consideration for 
partitioning the database. 
 
We combine the above two heuristics into the following 
method for partitioning a database. Since we want to 
evenly distribute the processing cost among the 
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processors, the number of groups of classes that we 
formed should be equal to the number of processors, 
assuming the number of classes is larger than the number 
of processors. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The overall processing cost of each group should be close 
to the average processing cost among the processors. The 
average processing cost is called threshold cost. If some of 
the classes have processing cost that are larger than the 
average processing cost of the processors, we assign each 
of them to an empty group and will not assign any other 
class to these groups. The remaining classes should be 
distributed among the remaining processors as evenly as 
possible. Since the processing costs of the classes assigned 
to the single-class groups are above the threshold cost, the 
average processing costs of the remaining classes would 
be lower than the threshold cost. For this reason, we 
calculate a new threshold cost based on the costs of the 
remaining classes. 
 
This new threshold cost is used as an upper limit for 
grouping classes in the first phase. When we group classes 
together, the total processing cost of the resulting group 
should not be larger than the new threshold cost. We start 
from the query with the largest diameter in the set and try 
to reduce the diameter by grouping two adjacent classes in 
the longest path. The two adjacent classes with the 
smallest combined processing cost will be considered. If 
the combined cost does not exceed the threshold cost, we 
group them together and use the combined cost as the 
processing cost of these two classes in all the queries. This 
step reduces the length of the longest path by 1. Then, we 
try to reduce the next longest path in the set by 1. 
 
If there are multiple paths with the same length, we find a 
candidate pair of class for each path and choose the pair 
with the lowest combined cost to group. This process will 
continue until we cannot reduce the length of any path by 
grouping classes or the number of groups is equal to the 
number of the processors. In this phase, while we group 
classes to reduce the query diameters, the threshold cost is 

used to control the load in each group so that we can 
balance the load during the second phase of 
our heuristic method.  
 
 
 
 
 
 
 

 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
After we finish grouping classes for reducing query 
diameters, we need to reduce the number of groups to the 
number of processors in the system. In other words, we 
want to form the same number of clusters of groups as the 
number of processors. First, the groups are sorted based on 
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              Fig1: The University database 
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Table 1: Processing cost of each class 
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their processing costs. Then we assign the group with the 
largest cost to the first available cluster with the lowest 
cost and add the group's cost to the cluster's cost. By 
continuing this simple process, we can assign all groups to 
a fixed number of clusters having relatively close final 
costs among the clusters. Then, we can assign each cluster 
to a processor because we assume all the processors are 
the same and they are fully connected. 
 
4.  An Example 
 
If we want to partition the university database for a 7-node 
system, we need to find a suitable set of queries to 
represent the application and measure the processing cost 
of each class in each query. An example is shown in 
Figure 2 Then, we calculate the overall processing cost of 
each class and the results are shown in Table 1. The next 
step is to find the threshold cost. Since the total processing 
cost of all classes is 434.59 and the average processing 
cost of the 7 processors is 62.08, the cost of class 5 is too 
large for it to be considered in the following procedure. 
Therefore, we just assign class 5 to a processor and drop it 
from further consideration. We also re-calculate the 
average cost of the remaining 6 processors and it is 52.65. 
This is the new threshold cost. 
 
Among the 10 queries, query 6 has the longest diameter of 
6. The adjacent classes 3 and 11 have the smallest 
combined cost (29.06) in the longest path in the query. We 
group them together. Now, queries 6 and 5 both have a 
diameter of 5. We check the longest path in query 6 and 
cannot find two adjacent classes that have a combined cost 
lower than the threshold cost. In query 5, we find classes 4 
and 7 can be grouped together. By continuing this process, 
we find that the groups with their cost in parentheses are 
as follows: 5 (118.72); 1 (60.90); 9 and 10 (50.83); 2 
(46.13); 0 (45.26); 6 (43.01); 4, 7, 8, and 12 (40.68); 3 and 
11 (29.06).  
 
We assign the 7 largest groups to the 7 empty clusters. 
Then, we assign the next group (in this case 3 and 11) to 
the lowest cluster. After we finish all the assignment, we 
have the following clusters: class 5; classes 3, 11, 4, 7, 8, 
and 12; class 1; classes 9 and 10; class 2; class 0; class 6. 
The heuristics presented here along with some other 
methods will be evaluated in the following chapter.  
 
5.  Evaluating Partition Heuristics 
 
This method performs better than LB and OCPN methods 
of partitioning. The LB heuristic method does not try to 
reduce the query diameters in the query set. It directly 
goes to the second step and tries to balance the load. The 
one-class-per-node partitioning method (OCPN) assigns 
only one class to a node. Partition of our method performs 
better than the LB and OCPN methods when the 
communication delay increases. This means the heuristics 
used for partition the database is a good one. 
 
6.  Conclusion 

 
We have proposed a heuristic method for partitioning the 
database. The database is partitioned for a specific 
application the processing requirement of which is 
represented by a set of queries. By analyzing the queries 
and the system characteristics, we can partition the 
database to suit the application. This heuristic method first 
uses a threshold cost as a guide to group small classes so 
that the query diameters can be reduced. Then, it tries to 
evenly distribute the cost among all the processors. This 
heuristic method is based on the overall processing cost of 
each class referenced in a query. We measure the overall 
CPU time and IO time used for processing a class to 
represent the processing cost of that class in the query. 
When we consider the set of queries, we take the sum of 
the processing costs for the same class in all queries to 
represent the total processing cost for that class.This 
method performs better than other partitioning methods 
e.g. LB and OCPN if the communication delay is long.  
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Abstract 
Chikungunya (CHIK) virus, similar to Dengue pose a serious 
threat in Tropics, because of the year-round presence of Aedes 
mosquito vectors .The use of machine learning techniques and 
data mining algorithms have taken a great role in the diagnosis 
and prognosis of many health diseases. But a very few work has 
been initialized in this arboviral medical informatics. Our focus 
is to observe clinical and physical diagnosis of chikungunya viral 
fever patients and its comparison with dengue viral fever. Our 
project aims to integrate different sources of information and to 
discover patterns of diagnosis, for predicting the viral infected 
patients and their results. The scope is mainly in the 
classification problem of these often confused arboviral 
infections. This study paper summarizes various review and 
technical articles on arboviral diagnosis and prognosis. In this 
paper we present an overview of the current research being 
carried out using the data mining techniques to enhance the 
arboviral disease diagnosis and prognosis. This paper is not 
intended to provide a comprehensive overview of medical data 
mining but rather describes some areas which seem to be 
important from our point of view for applying machine learning 
in medical diagnosis for our real viral dataset. 
Keywords: Data Mining, Medical data, Machine learning 
algorithms, Diagnosis, Arbovirus. 

1. Introduction 

Presently, in most parts of the Tropics, epidemics are near 
peak transmission before they are recognized and 
confirmed as viral infection. By then it is too late to 
generally implement effective preventive measures that 
could have an effective impact on transmission and thus on 
the course of the epidemic. Therefore the surveillance for 
Dengue/ Chikungunya should be proactive. This proactive 
surveillance system will permit prediction of Dengue / 

Chikungunya outbreak. The most important component of 
this system will also permit to differentiate whether the 
illness is Dengue or Chikungunya, as the initial symptoms 
are similar in both the disease. The objective of these 
predictions is to assign patients to either a “Dengue” group 
or a “Chikungunya” group or “any other infection” and to 
handle mystifying cases for the viral disease. Thus, 
arboviral diagnostic and prognostic problems are mainly in 
the scope of the widely discussed classification problems. 
These problems have paved a new face to many 
researchers in computational intelligence, data mining, and 
statistics fields. 
 
Medical Informatics is generally clinical and/or biological 
in nature, and data driven statistical research has become a 
common complement. Predicting the outcome of a disease 
is one of the most interesting and challenging tasks where 
to develop data mining applications. As the use of 
computers powered with automated tools, large volumes of 
medical data are being collected and made available to the 
medical research group. As a result, Knowledge Discovery 
in Databases (KDD), which includes data mining 
techniques, has become a popular research tool for medical 
researchers to identify and exploit patterns and 
relationships among large number of variables, and made 
them able to predict the outcome of a disease using the 
historical cases stored within datasets. The objective of this 
study is to summarize various review and technical articles 
on diagnosis and prognosis of arboviral diseases. It gives 
an overview of the current research being carried out on 
various viral datasets using the data mining techniques to 
enhance the arboviral diagnosis and prognosis.2. Arboviral 
Infections –An Overview of Dengue and Chikungunya 
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2. Arboviral Infections-An Overiew of Dengue 
and Chikungunya 

Chikungunya is a disease caused by the arbovirus that 
shares the same vector with dengue virus. Thus, in dengue-
endemic region, Chikungunya is also a significant cause of 
viral fever causing outbreaks associated with severe 
morbidity. The symptoms of CHIKV infection are quite 
similar to those caused by many other infectious agents in 
the endemic areas. One particular difficulty in identifying 
CHIKV infection is its overlapping distribution with 
dengue viruses. It has been postulated that many cases of 
dengue virus infection are misdiagnosed and that the 
incidence of CHIKV infection is much higher than 
reported. Comprehensive study has not been undertaken to 
determine the clear picture of CHIKV infection and its 
comparison with dengue. Therefore, the present study was 
undertaken to diagnose Chikungunya infection in clinically 
suspected dengue patients and the vice–versa presented to 
The King Institute of Preventive Medicine, Chennai and in 
hospitals for diagnosis.  

3. Knowledge Discovery and Data Mining  

This section provides a preface to knowledge discovery 
and data mining. We provide the various analysis tasks that 
can be goals of a discovery process and lists methods and 
research areas that are challenging in solving these analysis 
tasks.  
 
 3.1. The Knowledge Discovery Process (KDD)  
 
KDD is the process of extracting high-level knowledge 
from low-level data. Therefore, KDD refers to the 
nontrivial extraction of implicit, previously unknown and 
potentially useful information from data in databases. 
While data mining and KDD are often treated as the same 
words but in real data mining, it is an important step in the 
KDD process. The KDD process is often viewed as a 
multidisciplinary activity that encompasses techniques 
such as machine learning. The KDD process is interactive 
and iterative, involving numerous steps [1] such as 
 (1) Data cleaning: also called data cleansing, is a phase in 
which noise data and irrelevant data are removed from the 
collection.  
(2) Data integration: is a stage in which heterogeneous 
multiple data sources are combined to a common source.  
(3) Data selection: at this step, the data related to the 
analysis is decided on and retrieved from the data 
collection.  
(4) Data transformation: also called as data consolidation, 
is a phase in which the selected data is transformed into 
forms appropriate for the mining procedure.  

(5) Data mining: it is the crucial step in which 
knowledgeable techniques are applied to extract potentially 
useful patterns.  
(6) Pattern evaluation: this step, strictly interesting patterns 
representing knowledge are recognized based on the given 
measures.  
(7) Knowledge representation: is the final phase in which 
the discovered knowledge is visually represented to the 
user.  
 
3.2. Data Mining Process  
 
Data mining is the process of selecting, exploring and 
modeling large amounts of data in order to discover 
unknown patterns or relationships which provide a clear 
and useful result to the data analyst [2]. There are two 
types of data mining tasks: descriptive data mining tasks 
that describe the general properties of the existing data, 
and predictive data mining tasks that attempt to do 
predictions based on available data. In the context of the 
data mining tasks, diagnosis and prognosis are to discover 
knowledge necessary to interpret the gathered information. 
In some cases this knowledge is expressed as probabilistic 
relationships between clinical features and the proposed 
diagnosis or prognosis. In other cases, the system is 
designed as a black-box decision maker that is totally 
unconcerned with the interpretation of its decisions. 
Finally, in yet other cases, a rule-based representation is 
chosen to provide the physician with an explanation of the 
decision. The latest is the most convenient way for 
physician to express their knowledge in medical diagnosis. 
Thus, the major challenge presented by medicine is to 
develop technology to provide trusted hypotheses based on 
measures which can be relied upon in medical research and 
clinical hypothesis formulation. 
 
Data mining involves some of the following key steps [3] -  
(1) Problem definition: The first step is to identify goals.  
(2) Data exploration: All data needs to be consolidated so 
that it can be treated consistently. 
(3) Data preparation: The purpose of this step is to clean 
and transform the data for more robust analysis. 
(4) Modeling: Based on the data and the desired outcomes, 
a data mining algorithm or combination of algorithms is 
selected for analysis. The specific algorithm is selected 
based on the particular objective to be achieved and the 
quality of the data to be analyzed. 
(5) Evaluation and Deployment: Based on the results of 
the data mining algorithms, an analysis is conducted to 
determine key conclusions from the analysis and create a 
series of recommendations for consideration. 
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4. Data Mining Classification Methods  

Classification is the most frequently used data mining task 
with a majority of the implementation of Bayesian 
classifiers, neural networks, and SVMs (Support Vector 
Machines). A myriad of quantitative performance 
measures were proposed with a predominance of accuracy, 
sensitivity, specificity, and ROC curves. The latter are 
usually associated with qualitative evaluation. 
 
Classification maps the data in to predefined targets. It is a 
supervised learning as targets are predefined. The aim of 
the classification is to build a classifier based on some 
cases with some attributes to describe the objects or one 
attribute to describe the group of the objects. Then, the 
classifier is used to predict the group attributes of new 
cases from the domain based on the values of other 
attributes. The commonly used methods for data mining 
classification tasks can be classified into the following 
groups [4]. 
 
4.1. Decision Trees (DT’s) 
 
A decision tree is a tree where each non-terminal node 
represents a test or decision on the considered data item. 
Selection of a certain branch depends upon the outcome of 
the test. To classify a particular data item, we start at the 
root node and follow the assertions down until we reach a 
terminal node (or leaf). A decision is made when a 
terminal node is approached. Decision trees that use 
recursive data partitioning can also be interpreted as a 
special form of a rule set, characterized by their 
hierarchical organization of rules. 
 
4.2. Support Vector Machine (SVM) 
 
Support vector machines (SVM) are based on statistical 
learning theory and belong to the class of kernel based 
methods. SVM is an algorithm that attempts to find a linear 
separator (hyper-plane) between the data points of two 
classes in multidimensional space. Such a hyper plane is 
called the optimal hyper plane. A set of instances that is 
closest to the optimal hyper plane is called a support vector. 
Finding the optimal hyper plane provides a linear classifier. 
SVMs are well suited to dealing with interactions among 
features and redundant features. 
 
4.3. Genetic Algorithms (GAs) / Evolutionary 
Programming (EP) 
 
Genetic algorithms and evolutionary programming are 
algorithmic optimization strategies that are inspired by the 
principles observed in natural evolution. Genetic 

algorithms and evolutionary programming are used in data 
mining to formulate hypotheses about dependencies 
between variables, in the form of association rules or some 
other internal formalism. 
 
4.4. Fuzzy Sets 
Fuzzy sets form a key methodology for representing and 
processing uncertainty. Fuzzy sets constitute a powerful 
approach to deal not only with incomplete, noisy or 
imprecise data, but may also be helpful in developing 
uncertain models of the data that provide smarter and 
smoother performance than traditional systems. 
 
4.5. Neural Networks 
 
Artificial neural networks were recently the most popular 
artificial intelligence-based data modeling algorithm used 
in clinical medicine. Neural networks (NN) are those 
systems modeled based on the working of human brain. As 
the human brain consists of millions of neurons that are 
interconnected by synapses, a neural network is a set of 
connected input/output units in which each connection has 
a weight associated with it. The network learns in the 
learning phase by adjusting the weights so as to be able to 
predict the correct class label of the input. Neural networks 
may be able to model complex non-linear relationships, 
comprising an advantage over simpler modeling methods 
like the Naïve Bayesian classifier or logistic regression. 
 
4.6. Rough Sets 
 
The fundamental concept behind Rough Set Theory is 
similar to the Fuzzy set theory .The Difference is that the 
uncertain and imprecision in this approach is expressed by 
a boundary region of a set. Every subset defined through 
upper and lower approximation is known as Rough Set. 
Rough set is defined by topological operations called 
approximations, thus this definition also requires advanced 
mathematical concepts. They are usually combined with 
other methods such as rule induction, classification, or 
clustering methods. 

5. Data Mining Classification Methods in use 
for the Data Mining of Arbovirus-Dengue 

Clinical diagnosis of Dengue/ Chikungunya infection helps 
in predicting the viral cases. Suspected dengue case is 
defined as an acute febrile illness characterized by frontal 
headache, retro-ocular pain, muscle and joint pain, and 
rash (WHO, 2006). Besides the description of clinical 
symptoms, there are also clinical laboratory tests that are 
useful in the diagnosis of dengue. These clinical tests 
include a complete blood cell count (CBC), especially the 
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white blood cell count (WBC), platelet count and 
haematocrit levels. The results obtained from these 
methods are used to recognize the patterns which are 
aiming to help the doctors for classifying the malignant 
and benign cases. There are various data mining 
techniques, statistical methods and machine learning 
algorithms that are applied for this purpose. This section 
consists of the review of various technical and review 
articles on data mining techniques applied in arboviral 
dengue diagnosis. 
 
In [5] Hani M. Aburas, B. Gultekin and Murat Sari 
predicted the dengue confirmed cases by using Artificial 
Neural Networks (ANNs). The model created by the 
authors were from  14,209 dengue reported confirmed-
cases .They have taken many physical parameters such as 
mean temperature, mean relative humidity and total rainfall. 
Their prediction model has shown to be very effective 
processing systems for modeling and simulation in the 
dengue confirmed-cases data assessments as they did not 
use time information in building the model. 
 
In [6] Janaína Gomide et al proposed a dengue 
surveillance approach that is a weekly overview of what is 
happening in each city compared with the weeks before. 
They construct a highly correlated linear regression model 
based on four dimensions: volume, location, time and 
content. Specifically, they showed that Twitter can be used 
to predict, spatially and temporally, dengue epidemics by 
means of clustering.  

 
In [7], Silvia Rissino and Germano Lambert-Torres have 
used a Rough Set approach for the elimination of 
redundant data and the development of a set of rules that it 
can aid the doctor in the elaboration of the dengue 
diagnosis. From the dataset they roughly used for analysis 
they observed that patients with characteristics of all same 
attributes cannot be classified neither with dengue nor 
without dengue, but with only the decision attribute 
(dengue) not being identical and generates an inconclusive 
diagnosis for dengue. 
 
In [8],Benjamin M. Althouse, Yih Yng Ng and Derek A. T. 
Cummings provided a comparison by analyzing dengue 
data from Singapore and Bangkok. Among the three 
models to predict incidence, SVM models outperformed 
logistic regression in predicting periods of high incidence. 
They found that the AUC for the SVM models using the 
75th percentile cutoff is 0.906 in Singapore and 0.960 in 
Bangkok. 
 
In [9], Ana Lisa V. Gomes et al,  presented and 
implemented  the  novel application of the support vector 
In [9], Ana Lisa V. Gomes et al,  presented and 

implemented  the  novel application of the support vector 
machines (SVM) algorithm to analyze the expression 
pattern of 12 genes in peripheral blood mononuclear cells 
(PBMCs) of 28 dengue patients (13 DHF and 15 DF) 
during acute viral infection. They achieved the highest 
accuracy of ∼85% with leave-one-out cross-validation. 
However, their approach had a drawback that experimental 
investigation was s necessary to validate their specific 
roles in dengue disease. 
 
In [10], Fatimah Ibrahim, Mohd Nasir Taib, Wan Abu 
Bakar Wan Abas, Chan Chong Guan and Saadiah 
Sulaiman developed a prediction system based prediction 
solely on the clinical symptoms and signs. Their system 
uses the multilayer feed-forward neural networks (MFNN) 
and is able to predict the day of defervescence in dengue 
patients with 90% prediction accuracy. 
 
In [11], Madhu.G, G.Suresh Reddy and Dr.C.Kiranmai 
presented an intelligent approach to dengue data analysis 
with rough sets for the elimination of redundant data and 
development of set of rules that can help medical 
practitioners in patient’s diagnosis. They processed the 
data based on the lower and upper approximations and 
theory was defined as a pair of the two crisp sets to the 
approximations. 
 
In [12], Sree Hari Rao and Suryanarayana U Murthy 
developed a novel efficient classification algorithm 
designated as VB Classif 1.0 which is utilized to classify 
nearly 10,000 records with 94% accuracy. This tool has 
performed better than the well known K-Nearest 
neighborhood (KNN) algorithm with different sizes of 
train data. 
 
In [13], Fatimah Ibrahim, M. I Mohamad, S. N. 
Makhtar and J. Ibrahim, developed a rule based expert 
system to classify three types of risk-higher, lower and no 
risk group among the dengue infections using bioelectrical 
impedance analysis (BIA).The classification process was 
done according to gender, reactance value of the BIA and 
‘day of fever’ on a daily basis diagnosis. Their system 
successfully classified the risk in dengue patients 
noninvasively with total classification accuracy of 66.7%. 
 
In [14], F. Ibrahim, T. Faisal, M. I. Mohamad Salim and M. 
N. Taib, used bioelectrical impedance analysis (BIA) and 
artificial neural network (ANN) to analyze the data of 
nearly 223 healthy subjects and 207 hospitalized dengue 
patients. Four parameters were used for training and testing 
the ANN which are day of fever, reactance, gender, and 
risk group’s quantification. Their Best ANN architecture 
trained with the steepest descent back propagation with 
momentum algorithm obtained the prediction risk 
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classification accuracy of 95.88% for high risk and 96.83% 
for low risk groups. 
 
In [15], the authors aim to create a clinical Data ware 
house for quick retrieval of reliable information on the 
viral diseases and their preventive measures at times of 
need. They claim that their ongoing work will be a boon to 
the researchers, academicians, Doctors, Health workers 
and Govt. servants and all for handy planning. 
 
In [16], the authors employed decision tree algorithm to 
classify dengue infection levels into 4 groups (DF, DHF I, 
DHF II, and DHF III) and achieved an average accuracy is 
96.50 %. The authors have compared their performance in 
term of false negative values to WHO and some 
researchers and found that that their research outperforms 
those criteria. 
 

6. Proposed Work  
 
There are many strains of Arbovirus. Our Research focus 
is on a particular variety. The main goal of the research is 
to first and foremost analyze the data from the surveys and 
to judge whether it is suitable to be analyzed with the use 
of the data mining methods. The second step is to evaluate 
several data mining algorithms in terms of their 
applicability to this data. Finally, an attempt is to be made 
to deliver some tangible medical knowledge extracted by 
the methods. 
 
The analyses performed within this research are based on 
the data from the King Institute of Preventive Medicine 
and surveys filled out by patients and cards filled out by 
doctors from different hospitals. Data is extracted by using 
a standardized data collection form and is analyzed using 
R project version 2.12.0. 

 
In summarizing we can separate the following 
methodological steps [17]: 
1. Collecting and getting acquainted with a number of 
classification algorithms (e.g. data mining environment). 
 
2. Reviewing the data set (e.g. a part of a patient health 
records). 

 
3. Separating appropriate algorithms suitable for the data 
set. 
 
4. Testing the full data set on selected number of 
classification algorithms, containing their default 
parameter values. 
 
5. Selecting the best algorithms to use for further 
experiments. 

6. Training the selected algorithms on reduced data set, by 
removing the attributes that appeared to be uninformative 
in building and visualizing the decision trees. 
 
7. Modifying algorithms’ default parameter values. Using 
the optimal data set formed for each algorithm of the most 
useful data identified in step 6. 
 
8. Evaluating the results. 
 
9. Randomizing the data set. 
 
10. Performing steps 6 and 7 on randomized data set. 
 
11. Evaluating and comparing results as well as algorithms 
performance. 
 
These are the steps we have planned to perform with our 
data mining environment and data sets as well.  
 
The choice of the R project [18] as the computational 
platform stems from its popularity and thus critical mass, 
ease of programming, good performance, and an increasing 
use in several fields, such as bioinformatics and finances, 
among others. Correlations between mortality and 
symptoms, physical examination findings, or laboratory 
findings at admission are examined using logistic 
regression, where appropriate. Correlations between the 
development of respiratory failure and the aforementioned 
patient characteristics are examined similarly.  

 
Several data mining models are built using decision trees, 
clusters, neural networks, logistic regressions, association 
rules and Naive Bayes. However, prior to this, the dataset 
has been pre-analyzed. This was to see how the attributes 
are represented in terms of their values to determine the 
initial input set of attributes. This was followed by the 
analyses. 

 
The experiment within this research is to be conducted 
according to a defined formula. For each of the chosen 
data mining algorithms a set of models is built. Each of 
them is generated for a different parameters setting. These 
parameters vary from one method to another thus each of 
the models is treated individually. This means that one 
algorithm can have more models built than others.  

 
The dataset has been split into two subsets: training and 
testing. The training dataset contains both discrete and 
continuous attributes. Some of the algorithms in the R 
project require the input attributes to be discrete only, 
though. Thus the models have been divided into two 
groups with respect to this facet. The first group contains 
those that accept continuous attributes: decision trees, 
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clustering, neural networks and logistic regression. The 
other comprises algorithms which require the attributes to 
be discrete: association rules and Naive Bayes. After the 
models have been constructed, they undergo the evaluation 
step. Their performance is measured with the use of lift 
charts and classification matrices. Afterwards, from each 
of the methods the best model (the best parameters setting) 
is chosen for the ultimate comparison of the algorithms. 
Finally, the best model emerges. [19][20] 
 
This interdisciplinary research requires new tools and 
methods for searching, retrieving, manipulating and 
integrating data from multiple sources to generate, validate 
and apply new public health models. The resulting 
challenges are magnified in that the data and processes that 
we study are dynamic. When the system is developed, the 
flexibility of the design will make data invaluable [21] for 
retrospective analyses of public health problems that have 
not been amenable to previous analyses. 
 

7. Conclusion 

The presented discussion on knowledge extraction from 
medical databases is merely a short summary of the 
ongoing efforts in this area. It does, however, point to 
interesting directions of our research, where the aim is to 
apply hybrid classification schemes and create data mining 
tools well suited to the crucial demands of medical 
diagnostic systems. It is proposed to develop a substantial 
set of techniques for computational treatment of these data. 
The approaches in review [22] are diverse in data mining 
methods and user interfaces and also demonstrate that the 
field and its tools are ready to be fully exploited in 
biomedical research. 
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Abstract 

 
Knee scans is very useful and effective technique to detect 
the knee joint defects. Unsupervised Classification is useful 
in the absence of domain expert. Real Knee Magnetic 
Resonance Images have been collected from the MRI 
centres. Segmentation is implemented using Active 
Contour without Edges. DICOM, Haralick and some 
Statistical features have been extracted out. A database file 
of 704 images with 46 features per images has been 
prepared. Unsupervised Classification is implemented with 
clustering using EM model and then classification using 
different classifiers. Learning rate of 5 classifiers (ID3, J48, 
FID3new, Naive Bayes, and Kstar) has been calculated. At 
the obtained learning rate minimal feature set has been 
obtained for unsupervised classification of Knee MR 
Images. 

Keywords: Unsupervised Classification, Segmentation, 
Feature Extraction, Knee MR Images. 

 

1. INTRODUCTION 

MRI is one of the latest medical imaging 
technologies.  An MRI (Magnetic Resonance Images) 
scan is a radiology technique that uses magnetism, 
radio, electric waves and a computer technology to 
produce images of body structure. The Magnetic 
resonance imaging used for Knee scans is very useful 
and effective technique to detect the knee joint 
defects. It is a non-invasive method to take picture of 
knee joint and the surrounding images. Images are 
produced and analysis is done on one image at a time. 
Radiologist diagnose whether the image is normal or 
abnormal. He does not give collective analysis of 
many images at a time. In other words current 
medical technologies are not used for analysis 
purpose of multiple images and to give informative 
result about those images together at a time which 
can be helpful in future. This is what data mining 
used for. Along with this because of busy schedules 

of radiologists, it is difficult to go through large 
number of images every day.  So an Unsupervised 
Classification of MRI image is used for discovering 
meaningful patterns and relationships that lie hidden 
within very large database in the absence of 
radiologist. 

2. SEGMENTATION 

Segmentation is the first step in the process of 
classification of images. Segmentation algorithms 
varies from edge based, region based and other 
thresholding techniques. In computer 
vision, segmentation refers to the process of 
partitioning a digital image into 
multiple segments (sets of pixels, also known as 
super pixels). The goal of segmentation is to simplify 
and/or change the representation of an image into 
something that is more meaningful and easier to 
analyze [1]. Image segmentation is typically used to 
locate objects and boundaries (lines, curves, etc.) in 
images. More precisely, image segmentation is the 
process of assigning a label to every pixel in an 
image such that pixels with the same label share 
certain visual characteristics.The result of image 
segmentation is a set of segments that collectively 
cover the entire image, or a set of contours extracted 
from the image (see edge detection). Each of the 
pixels in a region is similar with respect to some 
characteristic or computed property, such 
as color, intensity, or texture. Adjacent regions are 
significantly different with respect to the same 
characteristic. 

The segmentation techniques used is ‘Active Contour 
without edges’ by chen and vese. The active contour 
model by chen and vese [2] is used to detect the 
objects in the images using the technique called as 
curve evolution which was originally proposed by 
mumford-shah [3] function for segmentation and for 
defining level sets.  
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2.1 IMPLEMENTATION OF 
SEGMENTATION 

Distance map of initial mask: Chan and Vese have 
used phi0 which is a distance map of initial mask in 
his work, but we can modify it to phi1, because 
converting image to double and then adding to phi 
calculation does not make any difference. So we can 
emit this parameter and shorten the equation.  

phi0 = bwdist(m)-bwdist(1-m)+im2double(m)-.5;  

phi1 = bwdist(m)-bwdist(1-m)-.5; 

subplot(2,2,1); plot(phi0),title('phi0'),subplot(2,2,2); 
plot(phi1),title('phi1'); 

 

 
 

Figure 1: Distance Mask Of initial Mask 

 

MRI images are larger in size. In order to process 
them it is needed  to change the value of parameter μ 
if μ is small, then only smaller objects will be 
detected if μ is larger, then it will work for  larger 
objects also or objects formed by grouping. 

 

 
 

Figure 2: ‘chan’ or ‘vector’ method at dt=0.5 

 

Increment the value of dt accordingly. 
Dt = 2.5 

 
 

Figure 3: ‘chan’ or ‘vector’ method at  dt=2.5 

 

       The output obtained by both ‘chan’ and ‘vector’ 
method is approximately same. But the difference in 
both the methods is this that if image is noisy then 
‘vector’ method gives better result than the ‘chan’ 
method. So in the case of noisy images it is 
preferable to use ‘vector’ method. 

 
2. ‘Multiphase’ method:  In the case of ‘multiphase 

method: 
 

 
Figure 4: ‘multiphase’ method 

 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 330



Four regions aa1, aa2, aa3 and aa4 together form the 
complete segmented image. We can extract each 
region separately. By separating each region part we 
can get our region of interest without applying  

any other technique on segmented image. 

 

 
 
            (a)                                                    (b) 

 

 
                (c)                                                   (d) 
 
         Figure 5: Sub regions of Active Contour without edge 

3. FEATURE EXTRACTION 

Large number of algorithms has been proposed for 
the extraction of features from knee MRI images. 
Texture analysis serve as a base for various feature 
description. Statistical, structural, spectral, filtering, 
histograms, transformation and many more methods 
are used for texture feature extraction.  The global 
features capture the gross essence of the shapes while 
the local features describe the interior details of the 
trademarks. In the feature extraction part total 45 
features have been extracted from Knee MRI images. 
Out of which 19 are DICOM images header features 
[4], 13 are haralick texture features [5] and rest are 
images statistical features [6]. DICOM header 
features are extracted out in order to check either all 
images have been taken under similar environmental 
conditions or not. 

Features extracted: 

Following 46 features per file comprises database 
file- 
1.File Size 17.Flip Angle   

2.Width 18.Rows   

3.Height 19.Colums    

4.Bit Depth 20.Angular Moment  

5.PatientName 21.Contrast  

6.Patient Birth Date 22.Correlation  

7.Patient Sex 23.Entropy  

8.Patient’s Age 24.Inverse Difference Moment      

9.Patient’s Weight 25.Sum Average     

10.Body part examined 26.Sum Variance  

11.Slice Thickness 27.Sum Entropy   

12.Image Frequency 28.Difference Average  

13.Image Nucleus 29.Differnce Variance  

14.Magnetic Field Strength 30.Differnce Entropy  

15.Spacing between Slices 31.Infoiormation of Correlation1  

16. Pixel Bandwidth 32.Infoiormation of Correlation2  

4. UNSUPERVISED CLASSIFICATION 

Classification is a process which is used to categorize 
the data (XML, images, text etc) into different groups 
(“classes”) according the similarities between them 
[7]. Image classification is defined as the process to 
classify the pixels of images into different classes 
according to similarity. 

In Unsupervised Classification, there is no expert 
present for prediction. To implement this firstly 
divide the data into cluster using any clustering 
approach and then apply classification algorithms 
which used the information of cluster not of any 
expert to classify the data [8]. For clustering we used 
‘EM’ clustering algorithm. It is a method of finding 
the maximum likelihood of parameters in statistical 
model, where the model depends on unobserved 
latent variables. EM clustering is an iterative that 
alternates between performing an expectation (E) 
step, which computes the expectation of the log-
likelihood evaluated using the current estimate for the 
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latent variables, and maximization (M) step, which 
computes parameters maximizing the expected log-
likelihood found on the E step. These parameter-
estimates are then used to determine the distribution 
of the latent variables in the next E step. 

Clustering has been implemented. The data is divided 
into different clusters and we saved the cluster 
assignment file in ‘ARFF’ format, whose last 
attributes shows the cluster assignment. The 
generated clustered file is used as input for 
classification in the next phase. Algorithms ‘ID3’, 
‘J48’, ‘FID3new’, ‘Naive Bayes’ & ‘Kstar’ has been 
implemented and results are recorded and  studied for 
analysis purpose. FID3new is an algorithm which is 
made by combining the two algorithms ID3 and FT, 
so it is a hybrid algorithm. In this the information 
gain and entropy measure of attributes is calculated 
according to ID3 algorithm and then put as input for 
the classification and the further classification is done 
according to FT algorithm. Improved results have 
been obtained on our dataset. 

4.1 IMPLEMENTATION 

Knee MRI scans has been collected and after image 
processing total 46 features have been extracted from 
the Knee MR images .A database file of 704 tuples 
and 46 attributes has been made in ASCII in CSV 
format, then conversion of this file to CSV file is 
done. CSV files are readable in Weka [9]. The 
generated CSV file is opened in Weka and then 
different processes like data cleaning, data processing 
and data transformation are applied on to the input 
database file. These steps act as pre-processing steps 
for the classification of data. Along with this attribute 
removal is also done. Some of the attributes like 
patient’s name, patient weight, body part examined 
etc are removed as they contribute nothing in 
classification process. Classification is implemented 
using ‘ID3’, ‘J48’, ‘FID3new’, ‘Naive Bayes’ & 
‘Kstar’ and results are recorded and  studied for 
finding the minimal feature set for unsupervised 
classification. 

 In order to find out minimal features set for Knee 
MR Images in case of supervised classification, first 
step is to find out the learning rate of different 
algorithms. To find out the learning rate of different 
algorithms, the training is started from 1 % 
percentage split and keeps on increasing till 99% 
percentage split. Results of different algorithms have 
been recorded and analysed and interpretation has 
been done according to the analyses.                   

            4.1.1 COMPARISON OF TP RATE VS 
PERCENTAGE SPLIT OF DIFFERENT 
ALGORITHMS FOR UNSUPERVISED 
CLASSIFICATION 

                Clustering is implemented on original database file 
with EM clustering algorithm. Output file is saved in 
ARFF format and given as input during 
classification. Training rate is started from 1% and 
gradually increased by 5 in each iteration till 99% of 
training. TP Rate of different algorithms has been 
calculated and plotted below. All algorithms behave 
differently according to their working. 

                It is observed that at 50% percentage split ID3 & 
FID3new gives TP Rate of 1 and gives constant 
value. All other algorithms also gives value near to 1 
and get stabilized at this value. So we can say that 
50% of training is required in case of unsupervised 
Classification. This is the minimum and required 
training which is must in order to get the proper and 
correct results. If we keep on increasing the value of 
training rate from 50 %, then there are almost same 
values obtained over all other percentage splits. 

                In case of FID3new after 50 % near about 90 % the 
TP rate goes below the value specified at 50% of 
percentage split. This is because of the over training. 
So we can say that 50 % is the required training in 
case of supervised classification. 

 

 
Figure 4.1: Training rate for unsupervised classification 
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4.1.2 COMPARISON OF FP RATE VS 
PERCENTAGE SPLIT FOR 
UNSUPERVISED CLASSIFICATION 

                FP Rate of different algorithms has been calculated 
and plotted below. In this graphs training rate is 
started from 1% and then we keep on increasing the 
training rate by 5 in each step and continue till 99 % 
of training. All algorithms behaves differently 
according to their working 

It has been concluded from the above graph that at 
50% percentage split ID3 & FID3new gives FP Rate 
of 0 and gives constant value. All other algorithms 
also gives value near to 0 and get stabilized at this 
value. So we can say that 50% of training is required 
in case of Supervised Classification. This is the 
minimum and required training which is must in 
order to get the proper and correct results. If we keep 
on increasing the value of training rate from 50 %, 
then there are almost same values obtained over all 
other percentage splits. 

               In case of FID3new after 50 % the FP rate sometime 
goes above the value specified at 50% of percentage 
split. This is because of the over training. So we can 
say that 50 % is the required training in case of 
supervised classification.  

 

 

Figure 4.2: FP Rate Vs Percentage Split 

             

In brief 50% of training is required in case KNEE 
Magnetic Resonance Images. At this percentage split 
of training minimal feature set for KNEE images has 
been obtained for unsupervised classification. 
 

4.1.3 MINIMAL FEATURE SET FOR 
UNSUPERVISED CLASSIFICATION 

               Training of 50% is required in case of unsupervised 
classification. To find out minimal feature set, start 
the evolution from 2 attributes and increase the 
number by 2 in every step till all 41 attributes has not 
covered. 

                It has been observed from the plotted values that at 
20 attributes all algorithms give maximum value of 
TP Rate. After 10 attributes ID3, FID3new and J48 
gives constant value as they get stabilized, however 
the value of Naive Bayes and Kstar decreases. This is 
because of the over fitting of data. Over fitting occurs 
when the information available for proper 
classification is more than the required one. Other 
reason for over fitting is that during the training 
phase data is trained on different data, whereas its 
evaluation is done on some unknown data. 

                Most of the classifiers start memorizing the training 
data rather than to generalize them which results in 
over fitting of the data. 

 

 

Figure 4.3: Minimal feature set for unsupervised classification 
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5. CONCLUSION 

Real Knee MRI data have been collected from MRI 
canters. Segmentation is implemented using Active 
Contour without edges. It is easy to separate them out 
easily and can easily access the part containing 
cartilage thickness. In the next phase, total 46 
features have been calculated and in the pre-
processing 5 features which give the detail of 
patient’s personal data have been removed. A 
database file consisting of 704 images with 41 lists of 
attributes is prepared and it used for classification 
process in next phase. Classification is implemented 
and performance of different parameters are 
compared using five algorithms ‘ID3’, ‘J48’, 
‘FID3new’, ‘Naive Bayes’ & ‘Kstar’. ‘FID3new’ is a 
hybrid algorithm, which is proposed in this work. . In 
unsupervised classification learning rate of different 
algorithms is calculated by starting the training from 
1 % till 99 % and it has been concluded that 
minimum 50% of training is required in the case of 
unsupervised classification also. At this training rate 
minimal feature set has been calculated by taking 
minimum 2 features in starting and then increase the 
number two in each iteration till 42 features (one 
more feature that defines the cluster assignment). In 
case of unsupervised classification minimal feature 
set consist of 20 features and ‘slice thickness’ is the 
feature with highest priority. Classification is done 
using different algorithms. It has been concluded that 
‘FID3new’ correctly classifies all instances and gives 
TP rate of 1 and Root Means Square’s Error value 0. 
It classify the database on the base of feature ‘Slice 
thickness’ and divides them into four classes A, B, C 
& D. Where A= 0.9 mm, B=3, C= 4 and D= 6. The 
images coming under B & D class is classified as 
‘Normal’ images and the images coming under A & 
D class is classified as ‘Abnormal’ images 

6. FUTURE WORK 

Only on 704 knee MR Images. Database can be 
extended and same methodology can be applied to 
the database containing images in thousands and 
many more. Only MRI Knee data has been used, the 
same approach can be extended to different medical 
imaging technologies like CT scan etc. Different 
segmentation algorithms can be used for 
segmentation. More features like Zernike moments 
etc can be calculated and feature set can be extended. 
Similarly for classification different combination of 
algorithms can be tried and results can be compared, 
if any improvements will be there, then it can be 
suggested.  
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An Analysis of MIPS Group Based Job Scheduling Algorithm with                                                    
other Algorithms in Grid Computing 

 
 
 

 
 
 

 
                                                        

Abstract 

 Two major problems in grid computing applications are, resource 

management and job scheduling. These problems do occur due to 

distributed and heterogeneous nature of the resources. This paper 

introduces a model in job scheduling in grid computing 

environments. A dynamic scheduling algorithm is proposed to 

maximize the resource utilization and minimize processing time of 

the jobs. The proposed algorithm is based on job grouping. The 

results show that the proposed scheduling algorithm efficiently 

utilizes resources at its best and reduces the processing time of 

jobs. 

Keywords- Grid computing; Job grouping; Job scheduling; 

Dynamic scheduling;   First come first served (FCFS ) algorithm. 

1.  INTRODUCTION 

     Grid computing refers to the cooperation of multiple processors 

and its aim is to use the computational power in the areas which 

need high capacity of the CPU. The Grid is concerned with the 

exchange of computer power, data storage, and access to large 

databases, without users searching for these resources manually. 

Grid computing is based on large scale resources sharing in an 

Internet. Computational Grids are emerging as a new computing 

paradigm for solving challenging applications in science, 

engineering, economics and econometrics [1]. Computational Grid 

can be defined as large-scale high-performance distributed 

computing environments that provide access to high-end 

computational resources. And also it is defined as a type of parallel 

and distributed system that enables the sharing, selection, and 

aggregation of geographically distributed autonomous resources 

dynamically at runtime depending on their availability, 

performance, capability, cost, and user’s quality-of-service 

requirements. 

     Grid scheduling is the process of scheduling jobs over grid 

resources. A grid scheduler is in-charge of resource discovery, 

grid scheduling (resource allocation and job scheduling) and job 

execution management over multiple administrative domains. In 

heterogeneous grid environment with its multitude of resources, a 

proper scheduling and efficient load balancing across the grid can 

lead to improved overall system performance and a lower turn-

around time for individual jobs. There are two types of scheduling 

namely static scheduling and dynamic scheduling in grid 

computing system. For static scheduling, jobs are assigned to  

 

suitable resources before their execution begin. For the dynamic 

scheduling, reevaluation is assigned to already taken assignment 

decisions during job execution. 

      In grid computing system, resources are not under the central 

control and can enter and leave the grid environment at any time. 

An effective grid resource management with good job and 

resource scheduling algorithm is needed to manage the grid 

computing system.  In grid computing environment, there exists 

more than one resource to process jobs. One of the main 

challenges is to find the best or optimal resources to process a 

particular job in term of minimizing the job computational time. 

Optimal resources refer to resources having high CPU speeds and 

large memory spaces. Computational time is a 
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measure of how long that resource takes to complete the job. 

     In a Grid computing environment, the scheduler is responsible 

for selecting the best suitable machines or computing resources for 

processing jobs to achieve high system 

throughput [2]. The scheduler must use coarse-grained jobs 

instead of light weight jobs so as to reduce communication and 

processing time. This paper focuses on grouping based job 

scheduling and how they are grouped as coarse grained jobs. The 

grouped jobs are allocated to resources in dynamic grid 

environment taking into account memory constraint, processing   

capabilities ,and the bandwidth of the resources. 

     This paper is organized as follows. In Section II, related work 

is surveyed, in section III basic grouping based job scheduling 

model is discussed, in section IV analyses experimental evaluation 

using GridSim toolkit [6] and section V concludes the paper with 

future work.  

 2. RELATED WORK 

          In the field of grid resource management and job scheduling, 

researchers have done much valuable work. Various algorithms 

have been proposed in recent years and each one has particular 

features and capabilities. In this section we review several 

scheduling algorithms which have been proposed in grid 

environment. Jobs submitted to a grid computing system need to 

be processed by the available resources. Best resources in terms of 

processing speed, memory and availability status are more likely 

to be selected for the submitted jobs during the scheduling process. 

Best resources are categorized as optimal resources. 

      A scheduling optimization method should consider the 

following two aspects, one is the application characteristics, and 

the other is the resource characteristics [6]. Taking the 

characteristics of lightweight job, into account there are some 

researches on the fine-grained job scheduling problem. 

      A dynamic job grouping-based scheduling algorithm groups 

the jobs according to MIPS of the available resources. This model 

reduces the processing and communication time of the job, but 

this algorithm doesn't take the dynamic resource characteristics 

into account and the grouping strategy may not utilize resource 

sufficiently [3]. 

     A Bandwidth-Aware Job Grouping-Based scheduling strategy 

schedules the jobs according to the MIPS and bandwidth of the 

selected resource, and sends job group to the   resource  whose  

network bandwidth has highest communication or transmission 

rate. But, the strategy does not ensure that the resource having a 

sufficient bandwidth   will   be able to send the job group within 

required time [5].  

      Scheduling framework for Bandwidth-aware strategy 

schedules jobs in grid systems by taking of their computational 

capabilities and the communication capabilities of the resource’s 

into consideration. It uses network bandwidth of resources to 

determine the priority of each resource. The job grouping 

approach is used in the framework where the scheduler retrieves 

information of the resources processing capability. The scheduler 

selects the first resource and groups independent fine-grained jobs 

together based on chosen resources processing capability. These 

jobs are grouped in such a way that maximizes the utilization of 

the resource’s  and reduces the total processing time. After 

grouping, all the jobs are sent to the corresponding resource’s 

whose connection can be finished earlier which implies that the 

smallest request is issued through the fastest connection giving 

best transmission rate or bandwidth. However, this strategy does 

not take dynamic characteristics of the resources into account, and 

preprocessing time of job grouping and resource selection are also 

high [4]. 

     The above analysis of various grouping based job scheduling 

strategy presents some of their advantages and 

disadvantages .However, there are some defects in the above 

scheduling algorithms. First, the algorithms doesn’t take the 

dynamic resource characteristics into account. Second, the 

grouping strategy can’t utilize resource sufficiently. And finally, it 

doesn’t pay attention to the network bandwidth and memory size. 

To solve the problems mentioned above, an adaptive fine grained 

job scheduling mechanism is presented in this paper.                                  

3. JOB SCHEDULING MECHANISM 

     The job scheduler is a service that resides in a user machine. 

Therefore, when the user creates a list of jobs in the user machine, 

these jobs are sent to the job scheduler for scheduling arrangement. 

The job scheduler obtains information about the available 
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resources from the Grid Information Service (GIS). Based on this 

information, the job scheduling algorithm is used to determine the 

job grouping and resource selection for grouped jobs. The size of a 

grouped job depends on the processing requirement length 

expressed in Million Instructions, Bandwidth expressed in MHz/s 

and Memory size requirement expressed in MB, expected 

execution time in seconds. As soon as the jobs are put into a group 

with a matching selected resource, the grouped job is dispatched 

to the selected resource for computation. 

     The grouping strategy should be based on the characteristics of 

resources. In grid computing, there are two approaches for 

obtaining dynamic resource characteristics for job execution. One 

is that a user directly searches the resources for job execution 

using an information service. The other is to use a resource 

manager. With a resource manager, users can obtain information 

about the grid through an interactive set of services, which 

consists of an information service that is responsible for providing 

information about the current availability and capability of 

resources. The resource monitoring mechanism  used   in the 

proposed algorithm belongs to the second one. 

    Grouping strategy is done based on the resource’s status 

according to processing capabilities (in MIPS), bandwidth (in 

MHz/s), and memory size (in MB) of the available resources. 

After gathering the details of user jobs and the available resources, 

the system selects jobs in FCFS order to form different job groups. 

The scheduler selects resources in FCFS order after sorting them 

in descending order of their MIPS. Jobs are put into a job group 

one after another until sum of the resource requirements of the 

jobs in that group is less than or equal to the amount of resources 

available at the selected resource site. Here, only the processing 

capability and bandwidth are used to constrain the sizes of coarse-

grained jobs, but we can easily join additional constraints .Then 

the fine-grained jobs can be grouped as several new jobs and these 

new jobs should satisfy the following formula: 

1. MI (job_group_i) ≤MIPS (i)*tp(i) 

2. FSG (job_group_i) ≤BW (i)*tc(i) 

3. TMR (all_group) ≤TMA(all_resources) 

4. tp>tc 

    In the above conditions,  MI(job_group_i)  is the processing 

capacity of the resource i which will be allocated  to  the  

jobgroupi , tp(i) is the expected job processing time, 

FSG(job_group_i)  is the file_size (in Mb) of the jobgroupi at the 

resource i , tc(i)     is the communication time, BW(i) is the 

bandwidth of resource i, TMR denotes the total amount of  

memory needed during the execution of the job j,  TMA denotes 

the total amount of memory available. 

    Equation (1) specifies that the processing time of the coarse-

grained job shouldn’t exceed the expected time. The 

communication time of the grouped jobs should not exceed 

computation time of the grouped jobs and this is illustrated as (2) 

& (4). Equation (3) specifies that the memory size requirement of 

the jobgroup shouldn't exceed to the resource memory size. These 

are the constraints in job grouping.  

    This algorithm is divided into two parts. In the first part, the 

scheduler receives resource status using GIS. And, it sorts job list 

in descending order, and assigns a new ID for each job. In the 

second part after gathering the details of user jobs and the 

available resources, the system selects Jobs in FCFS order to form 

different job groups. The scheduler selects resources in FCFS 

order after sorting them in descending order of their MIPS. Jobs 

are put into a job group one after another until sum of the resource 

requirements of the jobs in that group is less than or equal to 

amount of resource available at the selected resource site. 

    In this way jobs are subsequently gathered or grouped one by 

one according to the resulting MIPS, Memory size and Bandwidth 

of the resource until the above conditions are satisfied. As soon as 

a job group is formed, the scheduler submits the grouped job to 

the corresponding resource for job computation setting the 

resource power to zero. After execution the job group, the results 

goes to the corresponding users and resource is again available to 

Grid system. 

Algorithm: 

Begin 

Part 1: Initialization 

Step 1. 

Direct  jobs to the Scheduler. 

Step 2. 
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Direct Resource status to the scheduler 

Step 3. 

Sort joblist in descending order based on MIPS 

Part 2: Job Scheduling  

Step 1. 

[Traverse Joblist]  For i<-0 to joblistsize-1 do through step 2 

Step 2. 

[Traverse Grouplist] For j<-0 to joblistsize-1 do through step 3 

Step 3 

[Compare Processing Time]  if MI(job_group_i)+jobi  ≤ 

MIPS(i)*tp(i) 

And 

[Compare File Size] (jobgroup_ file_ sizej + job_ file_   sizei ) / 

baud_ ratej <tp(i) ) or MI( jobgroup_j )  = 0,  

And 

[CompareMemory] jobi/MIPSj > job_file_size  /baud_ratej) 

Step 4 [Construct job group] add job i to job group j; 

Step 5 [Loop Break] break; 

Step 6 [End Compare] endif 

Step 7 [Increment j]   j++; 

Step 8 [End Loop] endfor 

Step 9 [Compare Status of i]  if job i can’t join any job_group then 

Step 10 [Construct joblist2]  add job i to joblist2; 

Step 11 [Compare End] endif 

Step 12 [Increment i] i++; 

Step 13 [End Loop] endfor 

Step14[Travese jobgrouplist_size]  for i:<-0 to jobgrouplist_size-1 

Step 15[Allocate jobgroup to resource]  jobgroup I <- resource i; 

Step 16[End Loop] endfor 

Step 17[Compare size of joblist2]  if joblist2_size<>0 then 

Step 18[Assign joblist] joblist<-joblist2; 

Step 19[Synchronize Process] wait a while; 

Step 20[Get Resource status] get resource status from GIS; 

Step 21[Receive jobgroup]  receive computed jobgroup from   

resources; 

Step 22 [Loop part2] repeat part2; 

Step 23[Compare End] endif 

Step24 [Receive Computed Jobgroup] receive computed job group  

from resources. 

Step 25 [End of Algorithm] Ends 

There are disadvantages in the above discussed algorithm. One of 

the major disadvantages is that there are some specific set of jobs 

that require only to a specific set of resources for assignment. For 

an instance, the job jx can be done only by the resource rx. 

Therefore the job jx cannot be assigned to any other resource. 

Another disadvantage is that as it is also possible that some job 

may require the processing capabilities of more than a resource. 

Either a parallel assignment or sequential assignment may be 

considered as a solution at times. In grid computing architecture 

dynamic scheduling, the resources are not at all under central 

control. A resource may enter and leave the environment at any 

time. The frequency of how frequently a resource enters to grid 

environment stays and   moves away have to be carefully 

accounted. This statistics will help in placing the jobs in queue.  

The resource that most frequently enters into the grid can handle 

processing of jobs without much   delay. A random based 

assignment could be a most ideal choice in the scheduling 

structure. Resource Manager gets information about the next 

entering resource into the grid environment. This in turn informs 

the job scheduler to regroup jobs that can be assigned to the 

entering resource. The job scheduler informs the list processor to 

regroup the jobs that can be assigned to the incoming resource. 

The group of jobs thus rescheduled will be made available to the 

resource. If there are n numbers of resources that a processor r can 

process, then the jobs within the group can be diverted to the 

resource in the FCFS pattern. The factors such as bandwidth, 

processing capabilities and memory size should be accounted in 

listing the jobs within a group (ordering). Jobs that require 

resource processing may be put on cycle till it finds a suitable 

resource entering into the grid. 

 4. EXPERIMENTAL EVALUATION 

        GridSim [6] has been used to create the simulation of grid 

computing environment. In this simulation, each resource is 

characterized by its MIPS, bandwidth and memory size. The jobs 

are characterized by their amount of computations, expected 

execution time, memory-size requirement and expected transfer 

time. In this experiment, jobs and resources are randomly 

generated and the number of jobs varies from 100 to 500. Jobs in 
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different groups are given different amount of execution time. The 

processing time is taken into account to analyze the feasibility of 

the proposed scheduling algorithm. Our algorithm can reduce the 

execution time and also the job completion success rate is high. 

 

Table1: Job processing table 

                                          

   

 

     

                                 

 

 

      

                   

 

                Figure1.Job Processing Time. 

 

Note: Graph numbered 1 shows the behavior of FCFS Algorithm 

whereas Line segment number 3 shows the performance of Ant 

Colony optimization Algorithm. The deviation shows that it 

consumes comparatively lesser time than that of FCFS because of 

grouping  strategy applied on it. The disadvantage with the 

algorithm is it has not taken care of other parameters such as 

bandwidth, etc. Graph numbered 2 still shows better performance 

than that of the previous two because of the application both 

grouping and priority in the jobs in the group. The sum of all 

priorities of the group is accounted as priority of the group. One 

problem associated with this algorithm is how to handle the tie of 

two or more groups having same priority. This conflict can be 

overcome by introducing priority resolver. Though it is effective, 

it takes account of only jobs of similar nature.   Line number 4 

shows the behavior of grouping based dynamic job scheduling 

algorithm. Performance of grouping based job scheduling 

algorithm consumes lesser processing time in comparison with the 

all other algorithms accounted for  because of the following facts. 

Case 1: MIPS of job is much lesser than the MIPS of resource. 

The resource is not fully utilized and no further assignment is 

done till the MIPS of resource expires. 

Case 2: MIPS of job equals to the MIPS of resource. Here the 

resource is fully utilized.  

Case 3: MIPS of job is greater than the MIPS of resource. This 

assignment will not work because of the lesser MIPS of the 

resource. A couple of strategies is suggested. The first one is to 

discard the resource and wait in the queue till the job finds a 

suitable resource in terms of MIPS and carry out scheduling 

accordingly. The second option is to carry out the process partly 

and the part of unfinished process can be assigned to another 

resource subsequently. 

5. CONCLUSION 

     In order to utilize grid resources efficiently, an adaptive fine 

grained  job scheduling algorithm is proposed. The proposed 

Scheduling Model in Grid Computing is a grouping based job 

scheduling strategy that has taken memory constraint of individual 

jobs together with expected execution  time at the job level into 

account rather than at the group level. The grouping algorithm  

improves the processing time  of fine grained jobs. Experimental 

result demonstrates efficiency and effectiveness of the proposed 

algorithm. Though the proposed algorithm can reduce the 

execution time, its time complexity is high and some improvement 

should be done in this aspect. The proposed model  reduces the 

waiting time of the grouped jobs.  To further test and improve the 

algorithm, some dynamic factors such as high priority, network 

delay and QoS constraints can be taken into account. Advantages 

of this algorithm compared with others are: It reduces the total 

processing time of jobs. It maximizes the utilization of the 

resource.  Minimizing the wastage of CPU power. Grouping the 

jobs fine-grained into grouping coarse grained will reduce the 

network latencies. 

REFERENCES 

SNO No.of 

Jobs 

Processing 

Time(FCFS) 

Processing 

Time(GBDJS) 

1 100 55 55 

2 200 200 160 

3 300 280 220 

4 400 380 260 

5 500 440 280 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 339



 [1]  Foster, I., Kesselman, C.: The Grid: Blueprint for a New 

Computing Infrastructure.Morgan  Kaufmann (1998)                                                                                            

[2] R.Buyya and M.Murshed, “Gridsim: a toolkit for the modeling 

and simulation of distributed resource management and 

scheduling for grid computing,” Concurrency and Computation: 

Practice and Experience, vol. 14, 2002,pp. 1175–1220. 

[3] N. Muthuvelu, Junyan Liu, N.L.Soe, S.venugopal, A.Sulistio, 
and R.Buyya “A dynamic job grouping-based scheduling for 
deploying applications with fine-grained tasks on global grids,” in 
Proc of Australasian workshop on grid computing, vol. 4, 2005,pp. 
41–48. 
[4] Ng Wai Keat, Ang Tan Fong, "Scheduling Framework For 
Bandwidth-Aware Job Grouping-Based Scheduling In Grid 
Computing", Malaysian Journal of Computer Science, vol.19, No. 
2, 2006,pp. 117-126 .  
[5] T.F. Ang, W.K. Ng, "A Bandwidth-Aware Job Scheduling 
Based Scheduling on Grid Computing", Asian Network for 
Scientific Information, vol. 8, No. 3, pp. 372-277, 2009. 
[6] V. Korkhov, T. Moscicki, and V.Krzhizhanovskaya, “Dynamic 
workload balancing of parallel applications with user-level 
scheduling on the grid,” Future Generation Computer Systems, 
vol.25, January 2009, pp.28-34, 
[7] F. Dong and S. G. Akl, “Scheduling algorithm for grid 

computing: state of the art and open problems,” Technical Report 

of the Open Issues in Grid Scheduling Workshop, School of 

Computing, University Kingston, Ontario, January 2006. 

 [8] Quan Liu, Yeqing Liao, "Grouping-based Fine-grained Job 

Scheduling in Grid Computing", IEEE First International 

Workshop on Educational technology And Computer 

Science,vol.1, 2009, pp. 556-559. 

[9] Dr. G. Sudha Sadasivam, “An Efficient Approach to Task 

Scheduling in Computational Grids”,  International Journal of 

Computer Science and Application, vol. 6, No. 1, 2009, pp. 53-69. 

[10] K.Somasundaram, S.Radhakrishnan, “Node Allocation In 

Grid Computing Using Optimal Resource Constraint (ORC) 

Scheduling”,IJCSNS International Journal of Computer Science 

and Network Security, vol.8 No.6, June 2008. 

[11] C. Liu, and S. Baskiyar, “A general distributed scalable grid 

scheduler for independent tasks,” J. Parallel and Distributed 

Computing, vol. 69, no. 3, 2009 , pp. 307-314 .  

[12] Nikolaos D. Doulamis, Emmanouel A. Varvarigos ,” Fair 

Scheduling Algorithms in Grids” IEEE TRANSACTIONS ON 

PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 18, NO. 11, 

NOVEMBER 2007,pp. 1630- 1648. 

[13] Y. C. Liang and A. E. Smith, “An ant colony optimization 

algorithm for the redundancy allocation problem (RAP),” IEEE 

Trans. Reliability,vol. 53, no. 3,2004, pp. 417–423. 

[14] Vishnu Kant Soni, Raksha Sharma, Manoj Kumar Mishra ,” 

An Analysis of Various Job Scheduling Strategies in Grid 

Computing “ , 2nd International Conference on Signal Processing 

Systems (ICSPS),2010 , pp.162-166. 

 

 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 340



Operating System Performance Analyzer for Low-End 
Embedded Systems 

 
Shahzada Khayyam Nisar†, Maqsood Ahmed††, Huma Ayub†, and  Iram Baig†† 

 
†Department of Software Engineering, University of Engineering & Technology, Taxila 47050 –Pakistan 

†† Department of Computer Engineering, University of Engineering & Technology, Taxila 47050 –Pakistan 
 

 
Abstract: RTOS provides a number of services to an embedded 
system designs such as case management, memory management, 
and Resource Management to build a program. 
Choosing the best OS for an embedded system is based on the 
available OS for system designers and their previous knowledge 
and experience. This can cause an imbalance between the OS and 
embedded systems. 
RTOS performance analysis is critical in the design and integration 
of embedded software to ensure that limits the application meet at 
runtime. To select an appropriate operating system for an 
embedded system for a particular application, the OS services to be 
analyzed. These OS services are identified by parameters to 
establish performance metrics. Performance Metrics selected 
include context switching, Preemption time and interrupt latency. 
Performance Metrics are analyzed to choose the right OS for an 
embedded system for a particular application. 
 
Key Terms: Embedded Systems, Metrics Number, 
Performance Analysis, RTOS. 

1. Real-time Operating Systems  
An operating system is said to be real time when it 
schedules the execution of programs in time, handles system 
resources and gives a reliable basis for the development of 
software code. [1][2] 
 

1.1 Components of RTOS  
Most RTOS kernels consist of the following components:  
 

 
Figure 1: The normal component of the RTOS 

i. Scheduler  
ii. Objects  

iii. Services 
 
1.1.1 Scheduler 

Scheduler is at the center of each kernel. A scheduler allows 
algorithms that are needed to determine what role do when. 
 

1.1.2 Objects  
The most common RTOS kernel objects are:  
• Information --- is simultaneous and independent threads of 
execution that can compete for CPU execution time.  
• Semaphores --- is a token-like object that can be raised or 
charged by information for synchronization or mutual 
exclusion.  
• Message Queues --- are buffers that data structures that 
can be used, mutual exclusion, synchronization and 
communication by sending messages between tasks. [3] 
 

 

Figure 2: The Objects of the RTOS 

1.1.3 Services  
Most kernels provide services to assist developers 

for creation of real-time embedded applications. These 
services comprise of API calls that can be used to perform 
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operations on kernel objects and can be used in general to 
facilitate the following services:  
• Timer Management  
• Interrupt Handling  
• Device I / O  
•  Memory Management  

 Embedded systems are used for different applications. 
These applications can be proactive or reactive, depends on 
the interface requirements, scalability, connectivity, etc. 
Selecting OS for an embedded system is based on an 
analysis of the operating system itself and the requirements 
of the application. [4] 
 

2. Embedded Systems:  
Embedded systems for a particular purpose are strictly 
monitored by the device consists of its inclusion. Embedded 
systems have specific requirements and pre-defined tasks 
unlike general purpose personal computers. 
Embedded systems are programmed hardware devices. A 
programmable hardware chip the 'raw material' is 
programmed for specific applications. This is understood in 
comparison to older systems with hardware or systems fully 
functional hardware and general purpose software loaded 
externally. Embedded systems are a combination of 
hardware and software that facilitates the mass production 
and variety of applications. [5] 
 

 

Figure 3: Schematic Embedded System 

3. Selected Performance Measures for 
RTOS  

There is a set of performance parameters that are used to 
analyze an operating system.  

In this research, Performance Metrics consists of the 
following features:  

i. Context Switching  
ii. Preemption Time  

iii. Interrupt Latency  
 
 

3.1 Context Switching  
It is the average time the system takes to switch between 
two independent active (i.e. not suspended) tasks of equal 
priority. Task switching is synchronous and non-
anticipatory implements real-time control software for some 
time for slice algorithm multiplexing equal priority tasks. 
[6]  

Task switching is fundamental performance measure of a 
multitasking system. Measurement attempts to assess the 
efficiency. The executive manipulates data structures in 
saving and restoring context. Data exchange is also affected 
by the host CPU architecture, instructions and functions.  

In addition, the task is to change a measure of the manager's 
competence list management, as an executive normally 
organize their data structures in ordered lists and mixes 
nodes depending on the circumstances.  

 

Figure 4: Context Switch Time 

3.2 Preemption Time  
It is the average time for a task of higher priority to wrest 
control of the system produces a running task a lower 
priority. Preemption usually occurs when the higher priority 
task is related to a sleep mode to a ready state in response to 
some external event such as when a connected device 
generates an interrupt, the ISR effort to wake up to the task 
to service the request. Preemption Time is the average time 
it takes the President to recognize an external event and 
switch control of the system produces a running lower 
priority task to an idle task with higher priority. [7]  
 
Although conceptually similar to the task switch, takes first 
refusal usually longer. This is because the executive must 
first recognize waking measures and assess the relative 
priorities started and asked details and only then change 
position if necessary. Virtually all multi-use / multitasking 
executives assign task priorities and many allow the 
program designer priorities change dynamically. For this 
reason, together with the interrupt latency preemption is the 
most important real-time performance parameter. [9]  
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Figure 5:  Preemption Time 

3.3 Interrupt Latency  
It is the time between the CPU receiving an interrupt request 
and the implementation of the first instruction in interrupt 
service routine. Interrupt latency reflects only the delay 
introduced by the executive and the processor and does not 
include delays on the bus or external devices. [8] 

 

Figure 6: Interrupt Latency 

4. Aims & Objectives  
To choose the right operating system for an embedded 
system selected performance metrics are analyzed. The 
performance parameters are actually related to the services 
provided by the operating system. Improving the services 
provided is better operating system. In this research a 
Metrics Number is generated for the grade of the operating 
system by measuring time required for each service to occur 
and the number of times the service units in a complete 
loop. That Metrics code helps to choose the right operating 
system for an embedded system for a particular application. 
 

5.  Research Platform  
To identify and analyze performance parameters, the 
environment of software and hardware is created. Three 
RTOS for embedded systems have been selected. 
 

(i) SALVO 
(ii) PICOS18 

(iii) FREERTOS 

These RTOS have free version available and also used same 
compiler, simulator, language and hardware platform. 

6. How one RTOS differs from the other? 

(i) RTOS’ differ in main architechure. 

(ii) Type of scheduling algorithm used in it. (Pre-
emptive scheduling or co-operative scheduling). 

(iii) Number of instructions of kernel without any task 
written to it formed after compilation of complete 
code. It will ultimately occupy space in ROM and 
RAM, so it effects memory and execution speed . 

(iv) Number of tasks it can run without degrading the 
performace like response time. [9] 

(v) Performance metrices that we have choosen i.e. 
Context switching Time, Preemption time and 
Interrupt Latency. 

Applications are generated to perform multitasking. The 
application is analyzed in real time and monitored to extract 
the desired results. 

In testing the performance of RTOS on 8 bit microcontroller 
we choose the most commonly used microcontroller family, 
microchip PIC 18Fxxxx class. And created a scenario in 
which maximum number of hardware module connected 
with it. The PIC18 family is being used in tremendous 
marketable products. So in order to check its efficiency   in 
managing the modules controlled through the RTOS a 
comparison is done between different RTOS running on the 
same platform i.e. PIC18f452 / PIC18F4620 
microcontroller, hardware modules and MPLAB simulator 
and PIC-C18 Compiler [10]. 

These modules consisting of Temperature sensor, Real Time 
CLOCK, UART Communication, LCD and Keypad user 
interfaces. This allows the 8 bit microcontroller to test the 
effective utilization of these resources mostly when modules 
are used in parallel under RTOS. 

Real Time Clock and keypad working on interrupt may have 
same or different priorities. As this PIC range can support 
up to two level of interrupt handling. TIME is updated on 
LCD after each second through interrupt and displayed on 
LCD. On keypad when key is pressed interrupt is generated; 
shows button is pressed on LCD. Temperature sensor 
module and SERIAL UART running in parallel displaying 
data on LCD. 

On hardware level the notable parameters that affect the 
working of RTOS in handling different modules are   as 
follow: 

7. Microcontroller 
(i) Processor Clock Speed determines execution 

speed of RTOS. 
(ii) Amount of ROM available specify the number 

of instructions can be stored including RTOS 
and task instructions. 

(iii) RAM size allows the number of processes that 
can be run for given RTOS. [11] 
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(iv) STACK size provides the process local 
variable to accommodate. 

(v) Timer used in interrupt handling and in 
calculating task execution time during 
multitasking. Timer depends upon the clock 
speed. [12] 

(vi) That microcontroller which has no cache has 
RTOS architecture which is free from cache at 
design time. 

8. Compiler and Coding Benefits 
(i) For efficiency most tasks to be written in 

assembly. 
(ii) If C language is used then optimized then good 

and efficient compiler that maps the C 
language to assembly in minimum no. of 
instruction is the ultimate goal. 

(iii) Optimized coding technique used in defining 
tasks. [13] 

9. Hardware Information 
(i) PIC18F452 has Harvard architecture (has a 

separate instruction and data bus). 
(ii) 40 pin IC. 

(iii) 1536 BYTES on chip RAM. 
(iv) 32KBYTES FLASH memory for Program 

storage. 
(v) Maximum 16384 single word instructions can 

be placed in FLASH memory. 
(vi) 2 interrupt priority levels. 

(vii) 8MHZ internal oscillator or up to 20 MHz 
external oscillator can be used. 

Block Diagram 

 

Figure 7: Block Diagram of Hardware 

10. Analysis  
As the application comprises of multi tasking and 
interrupts therefore, the Performance Metrics 
selected comprises of three performance 
parameters.  These are 

1. Context Switch time 
2. Preemption time 
3. Interrupt Latency 

For measuring the Metrics Number there are two 
requirements 

1. Time “T” for each parameter  
2. Number of times “W” the parameter is called  
 
11. Calculation of Time for Each Parameter 

In order to calculate the time required for each parameter it 
is necessary to identify where these parameters are called. 
To calculate the time hardware timers are used.  Break 
points are given to the entry and exit of a parameter.  Timer 
is initialized on the entry break point and terminated on the 
exit.  The time calculated gives us the time for a parameter.  
Same procedure is followed for rest of parameters. 
For Example: The Context Switch Time is calculated by 
marking Breakpoints on the start and end of the context 
switch service of the operating system.  Hardware Timer is 
used for calculating the time. Timer is initialized at the start 
break point and terminated at the exit break point. This will 
give us the time required by the operating system for 
context switch for two tasks. 

12. Calculation of Weight of Each Parameter 
To find out the number of times the parameter is called a 
variable is defined in each parameter.  For each time the 
parameter is called that variable is incremented. The 
incremented value is displayed on the Display screen. For 
each parameter that variable is defined and measured for 
one complete iteration of the application. 
RTOS was made working in this WAY For testing of  
performance:  

 

Figure 8: RTOS Scheduling Policy 

To find the time necessary to provide the required service 
timers are initiated at the beginning and end when the loop 
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is complete. This will allow time an operating system to 
provide the service that is their own ability. A variable is 
initialized for each service for which time is expected to 
learn that the number of times that the service has been 
called. This will give the following values: 

Time T are the observed values of Performance Parameters 
in microseconds. Number of times the performance 
parameter occur is given by the Weight  W, the product of 
T and W is given by TxW   and total sum of all the three 
product is given by ΣTxW in microsecond. 

13. Metrics Number  

For understanding we did comparison by analyzing the real 
functionalities / usage of  context switching, preemption and 
interrupt latency in applications and compared accordingly. 

14. Generation of Metrics Number for Free 
RTOS  

• Context Switching is measured by using yield() 
functions. It means to give control to other task 
when both tasks have the same priorities. 
Execution time of task yield() has to be considered 
because it is the part of kernel or scheduler. 

 

Figure 9: Context switching for Free RTOS 

• PreemptionTtime is measured when task priority 
change or giving execution time to higher priority 
task by changing the task priority to higher level. 
we also include the time of 
maketask_priorityhigh() function. 

 
 

Figure 10: Preemption Time for Free RTOS 

• Interrupt Latency is the measured time between 
when external interrupt came and ISR related to 
that interrupt start executing. 
 

 

Figure 11: Interrupt Latency for Free RTOS 

Table 1: Generation of Metrics Number for FREE RTOS 

Performanc
e Parameter 

Time 

T 

(µ sec) 

Weight 

W 

T X W ΣTxW  

(µ sec) 

METRIC
S 

NUMBER 

1/ ΣTxW 

Context 
Switching 
Time 

TCS =7 
WCS = 
55 

385 

5359 186.60 
Preemption 
Time TP =15 WP = 67 1005 

Interrupt 
Latency 

TIL= 
3.5 

WIL= 
1134 

3969 

 

  Generation of Metrics Number for PICOS18 

• Context Switching is measured by then each time 
the task 0 sends an event to the task 1 the time to 
switch from task 1 to task 0. 

 

 
 

Figure 12: Context switching for PICOS18 
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• Preemption Time is measured when task priority 
change or giving execution time to higher priority 
task by changing the task priority to higher level. 

 

Figure 13: Preemption Time for PICOS18 

• Interrupt Latency is the measured time between 
when external interrupt came and ISR related to 
that interrupt start executing. 
 

 
 

Figure 14: Interrupt Latency for PICOS18 
 

Table 2: Generation of Metrics Number for PICOS18 

 

 

 

15. Generation of Metrics Number for 
SALVO RTOS 

Co-operative context switching depends on the task that is 
currently running. The current task calls for other to switch 
to other for its working. But in preemptive context 
switching the scheduler do not  take care of the running task 
when higher priority task occurs. SALVO is the only RTOS 
that is not preemptive but co-operative RTOS. There are 
upto 15 levels of priorities. 
 

• Context switching is measured by Using 
OS_Yield() functions. Its mean giving control to 
other task when both task have the same priorities. 
Execution time of task yield() has to be considered 
because it’s part of kernel or scheduler. 

 

Figure 15: Context switching for SALVO RTOS 

• Preemption time is measured when task priority 
change or giving execution time to higher priority 
task by changing the task priority to higher level. 
We also include the time of OS_SetPrio() function. 
 

 

Figure 16: Preemption Time for SALVO RTOS 

• Interrupt latency measured the time between when 
external interrupt came and ISR related to that 
interrupt start executing.  

 

Performanc
e Parameter 

Time 

T 

(µ sec) 

Weight 

W 

T X W ΣTxW  

(µ sec) 

METRIC
S 

NUMBE
R 

1/ ΣTxW 

Context 
Switching 

Time 

TCS 
=47 

WCS = 
55 

2585 

60290 16.58 Preemption 
Time TP =15 WP = 67 1005 

Interrupt 
Latency 

TIL= 
50 

WIL= 
1134 

56700 
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Figure 17: Interrupt Latency for SALVO RTOS 
 

Table 3: Generation of Metrics Number for SALVO RTOS 

 
 
In Tables, Column 1 lists performance parameters, for 
which the Metrics numbers must be generated. In column 2, 
the time T required for each performance parameter in 
micro-seconds is listed.  "T" is the measurement of time 
intervals between time initialization and termination for 
each performance parameter. Column 3, the number of 
times the performance parameter occurred is denoted by 
"W". "W" is the weight given to each performance 
parameter for that specific application. Column 4 is the 
weighted value of each performance parameter. Column 5 is 
the summation of all weighted measurements. The inverse 
of the sum of the weight measurements gives us a number 
Metrics. Larger Metrics numbers are better operating 
system for that specific application.  
 

16. Conclusion  
The measurement of this Metrics Number has a great 
significance in selection of right operating system for a 
specific application. If another operating system is selected 
and same application is used with same hardware then the 
weights will remain same however the time observed for 
each performance parameter will be different. If the 
resulting Metrics number is greater, then this operating 
system is best for that environment. The Metrics Number 
generated will help us in rating the operating system. This 
will help us in deducing a procedure for selecting the right 
Performance Metrics. Having right performance metrics will 
help us to calculate metrics number which will help us in 

selecting right operating system for an embedded system for 
a specific application. 
 

17. Future Directions  
In this paper a method to analyse performance metrics of 
operating system in real-time embedded systems is 
described. For future work it is recommended that if the 
methodology for the application processing time is 
formulated then right processor can also be selected for the 
embedded system. This will help the designer to make an 
efficient embedded system with a right Real Time Operating 
System. 
 
References 
[1] Wei-Tsun Sun; Zoran Salcic; , "Modeling RTOS for Reactive 
Embedded Systems," VLSI Design, 2007. Held jointly with 6th 
International Conference on Embedded Systems., 20th 
International Conference on , pp.534-539, Jan.2007 
doi:10.1109/VLSID.2007.111 
 
[2] Su-Lim Tan; Tran Nguyen Bao Anh; , "Real-time operating 
system (RTOS) for small (16-bit) microcontroller," Consumer 
Electronics, 2009. ISCE '09. IEEE 13th International Symposium 
on , pp.1007-1011,25-28 May 2009 doi: 
10.1109/ISCE.2009.5156833 

[3] Baynes, K.; Collins, C.; Fiterman, E.; Brinda Ganesh; Kohout, 
P.; Smit, C.; Zhang, T.; Jacob, B.; , "The performance and energy 
consumption of embedded real-time operating 
systems," Computers, IEEE Transactions on , vol.52, no.11, pp. 
1454- 1469, Nov. 2003 
doi: 10.1109/TC.2003.1244943 

[4] Hessel, F.; da Rosa, V.M.; Reis, I.M.; Planner, R.; Marcon, 
C.A.M.; Susin, A.A.; , "Abstract RTOS modeling for embedded 
systems," Rapid System Prototyping, 2004. Proceedings. 15th 
IEEE International Workshop, pp. 210- 216, 28-30 June 2004 
doi:10.1109/IWRSP.2004.1311119 
 
[5] He, Z.; Mok, A.; Peng, C.; , "Timed RTOS modeling for 
embedded system design," Real Time and Embedded Technology 
and Applications Symposium, 2005. RTAS 2005. 11th IEEE , pp. 
448- 457, 7-10 March 2005 
doi:10.1109/RTAS.2005.52 
 
[6] Suk-Hyun Seo; Sang-won Lee; Sung-Ho Hwang; Jae Wook 
Jeon; , "Analysis of Task Switching Time of ECU Embedded 
System ported to OSEK(RTOS),"SICE-ICASE,2006. International 
Joint Conference ,  pp. 545-549,     
18-21 Oct. 2006 doi: 10.1109/SICE.2006.315544 
 
 
[7] Kavi, Krishna; Akl, Robert; Hurson, Ali; “Real-Time Systems: 
An Introduction and the State-of-the-Art” John Wiley & Sons, Inc. 
Wiley Encyclopedia of Computer Science    and   Engineering;    
SN: 9780470050118; 2007;   
doi: 10.1002/9780470050118.ecse344 

[8] El-Haik, Basem; Shaout, Adnan;  “Design Process of Real-
Time Operating Systems (RTOS)” John Wiley & Sons, Inc. 
Software Design for Six Sigma; pp. 56-76;  SN: 9780470877845; 
2010; doi: 10.1002/9780470877845.ch3 

[9] Edwards, Stephen A.; “Real-Time Embedded Software”; John 
Wiley & Sons, Inc.; Wiley Encyclopedia of Electrical and 

Performan
ce 

Parameter 

Time 

T 

(µ sec) 

Weight 

W 

T X W ΣTxW  

(µ sec) 

METRIC
S 

NUMBER 

1/ ΣT xW 

Context 
Switching 
Time 

TCS 
=10 

WCS = 
55 

510 

4149 241.02 Preemptio
n Time 

TP 
=12 

WP = 67 804 

Interrupt 
Latency 

TIL= 
2.5 

WIL= 
1134 

2835 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 347



Electronics Engineering; SN: 9780471346081; 2001; doi: 
10.1002/047134608X.W8113 

[10] Weiss, K.; Steckstor, T.; Rosenstiel, W.; , "Performance 
analysis of a RTOS by emulation of an embedded system ," Rapid 
System Prototyping, 1999. IEEE International Workshop on , 
pp.146-151, Jul 1999 
doi:10.1109/IWRSP.1999.779045 
 
[11] Stepner, D.; Rajan, N.; Hui, D.; , "Embedded application 
design using a real-time OS," Design Automation Conference, 
1999. Proceedings. 36th ,  pp. 151-156, 1999 
doi:10.1109/DAC.1999.781301 
 
[12] Elsir, M.T.; Sebastian, P.; Yap, V.V.; , "A RTOS for 
educational purposes," Intelligent and Advanced Systems (ICIAS), 
2010 International Conference on , pp.1-4,  15-17 June 2010 
doi:10.1109/ICIAS.2010.5716166 
 
[13] Cena G., Cesarato R., Bertolotti I.C.  “An RTOS-based design 
for inexpensive distributed embedded system”   (2010) IEEE 
International Symposium on Industrial Electronics, 
art. no. 5636340, pp. 1716-1721.  

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 348

http://www.scopus.com.scopeesprx.elsevier.com/record/display.url?eid=2-s2.0-78650323333&origin=resultslist&sort=plfo-f&cite=2-s2.0-78650323333&src=s&imp=t&sid=p1Qux4TtzFLAA7VP72jLqc9%3a120&sot=cite&sdt=cite&sl=0
http://www.scopus.com.scopeesprx.elsevier.com/record/display.url?eid=2-s2.0-78650323333&origin=resultslist&sort=plfo-f&cite=2-s2.0-78650323333&src=s&imp=t&sid=p1Qux4TtzFLAA7VP72jLqc9%3a120&sot=cite&sdt=cite&sl=0


Transmission System Planning in Competitive and 
Restructured Environment using Artificial Intelligence 

 
Engr. Badar Ul Islam 

Assistant Professor, Department of Electrical Engineering 
NFC-Institute of Engineering & Fertilizer Research,  Faisalabad – Pakistan. 

Engr. Syed Amjad Ahmed 
Associate Professor, Department of Mechanical Engineering 

NFC-Institute of Engineering & Fertilizer Research,  Faisalabad – Pakistan. 
 

 
ABSTRACT 

 

This paper picturesquely depicts the changing trends and values under new 
circumstances which are developed in electric power system i.e. generation side and 
partly on the way in transmission and distribution network. A very clear advocacy 
about the changing trends from vertical integrated setup to the horizontal 
disintegrated setup is explained in very simple way. All utilities are passing through 
the phase of disintegration globally; it is obvious that the same effect is also putting 
impression on the electrical power sector. This effect is designated as restructuring 
and competitive environment of public utilities. This specific approach means, that the 
public now demands to break the monopolistic approach and wants that the public 
utilities must be operated by public themselves but under umbrella of some regulatory 
body who can watch their interests and legislate rules which helps the masses in 
getting the better service than that they have. A clear comparison is also presented 
between the past/existing standard practices with the future methodology of 
transmission system planning. It also suggests that necessary analysis may also be 
done on computer by using different models and with the use of artificial intelligence 
and the expert system is considered to be the best with its features for transmission 
system planning. 

 
Key words: 
 
Restructuring, Congestion, (n-1) configuration, load forecasting, algorithm, expert 
system (ES). 

 
1. INTRODUCTION 
 
The World has changed its pace and developed 
into a global village, keeping close all the 
different sectors.  
 
Electrical power being such an important 
requirement of all the sectors and requires to be 
developed, from its generation sector to the 
distribution end, that it should be developed in a 
more executive fashion then at present. A lot of 
work has already been done in the field of 
generation and the distribution sector, but the 
transmission sector still lags behind than the 
later. This paper specifically focuses about the 
transmission system planning, with an open 
explanation to the problems commonly arises 

during transmission planning by the transmission 
planners.  
 
It is important to mention that in the past and 
also at present, continuous efforts are made to 
improve and develop the electrical transmission 
system which is more efficient, reliable and cost 
effective. A number of different techniques were 
used.  
 
At present, latest computerized techniques are 
used. The Artificial Intelligence (AI) helps to 
develop the new transmission plans in more 
versatile manner with elaborated picture and 
with more options.  
 
The World has change its attitude and the trend 
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is now of commercialization and this 
commercialization develops the approach of a 
deregulated environment in a competitive frame 
of reference. The power system mainly consists 
of generation, transmission and distribution. 
Generation and the distribution system is now 
playing its role both in the public and private 
sector but uptill now, the transmission sector is 
only working in a public sector or to some extent 
under corporative culture. This does not fulfill 
the requirements as that of a deregulated and 
competitive environment requires.  [1] 
 
This indication clearly opens the vistas to 
explore the new means of transmission system 
planning  using artificial intelligence, by any of 
its application which is more beneficial and 
covers all the aspects as desired by the humanity. 
 
In order, to manage and distribute electrical 
power in an effective and economical way, a 
properly planned transmission system is the 
basic and key requirement. Serving as a back 
bone between the generation and distribution 
end, the transmission system planning must be 
done in such a way to accommodate all the 
important aspects which are required to supply 
the power in an efficient, reliable and cost 
effective manner. The following are the main 
features which needs due consideration while 
doing the transmission system planning: 
 
• Transmission system planning in 

accordance with the forecasted load.   
• Segregation of forecasted load during 

peak hours and off peak hours. 
• Suitable room to accommodate all the 

power producers.  
• Provision for (n-1) link in transmission 

network for all type of voltage levels. 
• Substation/grid stations of sufficient 

capacity to cater the generated load.  
• Alternate arrangement in transmission 

network, while when one is under 
maintenance/fault.  

• Provision to accommodate 50% of the 
transmission line load when one line is 
overloaded.  

• Congestion management. 
• Always have the sufficient capacity in 

accordance with the time frame of load 
required. 

    

2. STANDARD PLANNING 
TECHNIQUES  

 

The Figure – 1 describes the different phases 
required for transmission system planning. This 

flow chart is a basic one and all the stages 
involve in this are equally applicable in the past, 
even at present and also fulfills the basic 
requirements for future transmission system 
planning [1].  

Load Forecasting Achievable Plan

Generation Planning 
Analysis

Primary Transmission 
Conceptual Plans

Candidate 
Generation Plan

Candidate 
Transmission Plan

Financial Analysis

Changes

Recommended 
Plan

Achievable Plan

Figure: 1   Standard Practice of Transmission System Planning.

Least Cost Plan/Constraints

 
 
3. WHY THERE IS A D EMAND 

FOR DEREGULATION?  
 

Importance of public utilities is evident right 
from the day, the mankind came into existence. 
As the generation grows and population 
increases, needs also increased and human 
beings are continuously trying to find better 
solutions and ways to cope-up with these. 
Amongst different public utilities are water, 
natural gas, communication network, electric 
power etc. Every utility has its own importance, 
but the electric power is at the top in the present 
era, right starting from its generation level to the 
distribution level. It is obvious that in this global 
era of fast track development, all the public 
utilities cannot be developed fully by the state 
due to financial constraints .Especially under-
developed countries cannot take this sector fully 
[1]. 
 

Keeping in view, the above picture, now-a-days, 
there is change in all sectors including power 
sector globally. This global village now demands 
change in power sector and expects more than is 
available and it can only be achieved by applying 
different modern techniques and devise new 
methodologies to achieve the desired goals. In 
this current situation, the actual depiction of 
image of power sector in restructured 
environment demand new methodology with 
new principles for this deregulated, restructured 
and competitive environment. Further, the 
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approach must be rational but not limited to one 
state [1]. 
 
This thought of deregulation has given birth to 
change the system from vertically integrated 
system to convert it into horizontal one i.e. 
breaking up the monopolistic approach and with 
new system every one is free to come into power 
sector market and proves that, the services 
provided by his set-up is better than other, a 
more competitive approach in deregulated and 
restructured, competitive environment. 
 
In restructured environment, especially when the 
services are changing mode from vertical 
integrated setup to a horizontal disintegrated 
restructured setup, there is an utmost need to 
have one regulatory body which regulates all the 
matters of power sector in all respects. [5].  
 
4.  ROLE OF REGULATORY 

BODY 
 
The regulatory body is required for continuous 
monitoring all the activities which are going in 
the electrical sector and different reforms are to 
be formulated for the betterment of the public, 
like formulation of new principles, procedures, 
legislation, practices etc. of the electrical sector 
of any country. [5]. 
 
5.  FUTURE METHODOLOGY 

OF TRANSMISSION 
SYSTEM PLANNING 

 
The Figure - 2 is self explanatory and explaining 
the different steps involved in transmission 
system planning for the future. This flow chart 
also covers the practice followed in the past and 
shown as in figure-1 above and in addition to 
that different important aspects for which the 
specific care is needed are also added which 
gives a more better, reliable and cost effective 
service as compare to the past/existing standard 
practices [7].   
 
See Figure : 2 as Annexure 
 

6. SIGNIFICANCE OF AI 
 
AI plays a pivotal role in every field existing in 
the world and especially in the filed of sciences 
and in particular in engineering sector. Its 
significance is evident from the fact that AI 
attempts to understand intelligent entities. The 
intelligent entities are interesting and useful. AI 
has produced many significant and impressive 

products. It is clear that computers with human 
level intelligence would have a huge impact on 
our every day lives and on future course of 
civilization. 
 
AI helps in understanding how to see, learn, 
remember and reason could be done. In this, the 
computer provides a tool for testing theories of 
intelligence. [4] 
 
7. DIFFERENT FIELDS OF 

ARTIFICIAL 
INTELLIGENCE 

 

The following are the types of AI:- 
 

i. Expert System 
ii. Fuzzy Logic 
iii. Neural Network [2 , 3] 

 
7.1  Expert System 
 
An expert system is commonly known as 
knowledge based system, based on computer 
program that contains the knowledge and 
analytical skills of one or more human experts 
related to a specific subject. [2] 
 
The most common form of an expert system is a 
computer program with the set of rules that 
analyzes information about a specific class of 
problems and recommends one or more courses 
of user action. The expert system also provides 
mathematical analysis of the problem. It utilizes 
the reasoning capability to reach on the 
conclusions. [3] 
 
7.2 Fuzzy Logic 
 
Computers are too logical and they only deal in 
true or false, yes or no etc. 
 
Fuzzy logic allows a computer to deal in every 
day human language and actually process terms 
such as probably, unlikely, quite, near etc. Such 
terms can take their place in computations 
allowing the computer to arrive at verifiable 
results from fuzzy inputs. The logic used is 
mathematically verifiable so results for the 
process can be trusted. 
 
Fuzzy logic is derived from fuzzy set theory 
dealing with reasoning that is approximate rather 
than precisely deduced from classical predicate 
logic. It can be thought of as the application side 
of fuzzy set theory dealing with well thought out 
real world expert values for a complex problem. 
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 7.3 Neural Network 
Traditionally, the term neural network had been 
used to refer to a network or circuit of biological 
neurons. The modern usage of the term often 
refers to artificial neural networks, which are 
composed of artificial neurons or nodes. Thus 
the term ‘Neural Network’ has two distinct 
usages. [9] 
 
• Biological neural networks are made up 

of real biological neurons that are 
connected or functionally related in the 
peripheral nervous system or the central 
nervous system. In the field of 
neuroscience, they are often identified 
as groups of neurons that perform a 
specific physiological function in 

laboratory analysis. 
 
• Artificial neural networks are made up 

of interconnecting artificial neurons 
(programming constructs that mimic the 
properties of biological neurons). 
Artificial neural networks may either be 
used to gain an understanding of 
biological neural networks, or for 
solving artificial intelligence problems 
without necessarily creating a model of 
a real biological system. 

 
 
 
 

Input Layer Hidden Layer Output Layer

Figure – 3 Simplified view of an artificial Neural Network

  

 
 
8. ELECTRICAL TRANSMISSION 

NETWORK WITH DIFFERENT 
VOLTAGE LEVELS. 

 
In any country, the electrical transmission 
network is always consists of different voltage 
levels, according to the needs of the area linked 
with. This electrical network also shows the  
 
 
 

 
 
location of generating stations at different point’s 
along with the generating capacities. This 
addition of power changes the voltage profile of 
the electrical network and stables the voltage 
level. This addition of power also improves the 
power factor of the system.  
 
The Figure – 4 is a part of complex electrical 
network with different voltage levels i.e. 220KV 
and 132KV.  
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Figure 4:- A part of 220 KV and 132KV Complex Electrical Transmission System 

 
9. TRANSMISSION SYSTEM 

PLANNING IN TRADITIONAL 
SETUP VS RESTRUCTURED 
ENVIRONMENT.  

 
A comprehensive comparison of the 
transmission system planning in traditional setup 
and deregulated setup is given under: - 
 

Item Traditional 
Setup 

Deregulated 
Setup 

Load 
forecasting 

This is done but 
not on the actual 
basis, without 
having a in 
depth look of 
economic 
growth and other 
parameters 

Of immense 
importance and 
to be done on 
actual basis.  

Segregation of 
load 

Totally 
neglected  

For accurate 
transmission 
planning and to 
create the hedge, 
segregation of 
load is required 
between peak 
and off peak 
hours 

Availability of 
transmission 
line 

Independent 
power 
producers 
(IPP’s) were 
invited but the 
system lacks to 
accommodate 
the generated 
power 

Key feature, in 
order to develop 
a reliable and 
cost effective 
transmission 
system, suitable 
room must be 
provided before  
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n-1 link Already n-1 
links are 
available but at 
certain points, 
this provision is 
not available 

This must be 
given to all the 
links, 
irrespective of 
load 
requirement 

Substations/ 
grid stations 

These must be 
augmented 
according to the 
load 
requirements in 
order to provide 
reliable and 
stable electrical 
power 

Giving equal 
importance as 
that of 
transmission 
system 
planning, if 
augmentation or 
construction of 
new grid station 
are required, 
these must be 
planned in 
parallel to the 
transmission 
planning 

Alternate 
arrangement 
and to 
accommodate 
50% of the 
required load 

Proper alternate 
arrangement is 
not available to 
accommodate 
the 50% of the 
required load 
during 
maintenance or 
overloading 

During 
transmission 
planning, the 
network should 
be designed as 
having the 
capacity to 
accommodate at 
least 50% of the 
load 
requirement  

Congestion 
management 

Totally 
neglected  

Key feature 
during the 
transmission 
planning and 
even of more 
important nature 
in deregulated 
setup when there 
are number of 
IPP’s desire to 
supply power on 
the system 

 
10. KEY FEATURES IN 

TRANSMISSION SYSTEM 
PLANNING. 

 
Transmission system planning is the most 
important sector of electrical network and has the 
following key aspects: 
 
• Load forecasting  
• Primary transmission conceptual plan 
• Generation planning activities 
• Candidate transmission plan 
• Candidate generation plan 
• Financial analysis 

• If no constraints and the plan is 
technically feasible and economical 
viable then 

• Recommended plan 
• Approval from regulatory body 
• Achievable plan 
 
In both the setups i.e. traditional and deregulated, 
the above noted are the key features to have a 
proper transmission plan.  
 
All the features have significance but the key 
feature in the transmission system planning is the 
load forecasting. This is the load forecasting 
which actually gives the signal in the system and 
then directs the attentions of the engineers to 
study and make necessary changes in the system 
according to the requirements. No transmission 
system can be planned without having proper 
forecasted figures.  
 
It is the load forecasting which indicates that the 
requirement of electrical power is increased from 
the present load requirement and in accordance 
to that new-projected figures of load, different 
transmission plans are required to be proposed in 
connection with the increase of power demand, 
which diverts the attention to install new power 
plants. This study ultimately leads to have a 
candidate transmission plan and at the same 
time, the requirement of a new power plant.  
 
After the selection of candidate transmission and 
generation plan, financial analyses are to be 
made in order to calculate the benefit cost ratio. 
If no constraints are there, the project is 
discussed with the approving authority and if the 
authority agrees with all the aspects, the project 
is called the achievable plan.  
 
There is no specific change in the ways of 
transmission planning as of traditional setup with 
the deregulated setup except a special attention 
towards the environment is required as an 
international law.  
 
Again coming back, showing the key importance 
of load forecasting, if this is done on actual 
grounds, the transmission system planning is 
automatically be the actual one.  
 
11. TRANSMISSION 

CONGESTION MANAGEMENT  
 
Transmission congestion occurs when there is 
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insufficient transmission capacity to 
simultaneously accommodate all requests for 
transmission service within a region. 
Historically, vertically integrated utilities 
managed this condition by constraining the 
economic dispatch of generators with the 
objective of ensuring security and reliability of 
their own and/or neighboring systems. 
 
The top priority items during transmission 
system planning: 
 
• Congestion management 
• Cost recovery  
• Market monitoring 
• Transmission planning 
• Business and reliability standards 
• Transmission rights 
 
11.1 Congestion zones 
 
The zones are defined such that each generator 
or load within the zone has a similar effect on the 
loading of the transmission lines between zones. 
Once zones are defined, any imbalance between 
load and generation within a zone is assumed to 
have the same impact on inter-zonal congestion. 
Zone boundaries are reexamined annually to see 
if generation, load, or transmission patterns have 
changed enough to warrant changing the zones. 
The zones are designed to capture the 
“commercially significant constraints”.  
 
11.2 Improvements in congestion 

management 
 
Effective transmission system planning also 
addresses to start charging customers directly for 
the commercially significant congestion as 
proposed by the regulatory body.  
 
Deregulation and policies of open access, 
allocation of scarce transmission resources has 
become a key factor for the efficient operation of 
electricity markets as well as reliability and 
control of market power. This trend emphasizes 
for the re-enforcement and expansion of the 
transmission capacity in accordance with the 
demand of power and the emerging trend to 
transfer power over long distances. These trends 
are important for congestion management to 
structure and facilitate economically efficient 
allocation of transmission capacity.  
 
 

12.0 OPERATIONAL POLICIES 
 
The importance of policy, procedures etc. are 
definite in every field. The same is the case with 
the electrical power. Operational policy is 
required in both the cases whether the system is a 
regulated one or a deregulated. Globally, 
different type of operational polices were in 
practice, when the electric utility is state owned 
and governed by the state. Now, the trend is 
changing and the process of disintegration of 
electric utility is on its way and also the approach 
is now more inclined to a horizontal deregulated 
setup. In this regard, the important features 
which must be taken into account and considered 
while devising the transmission system plans. 
This operational policy helps in explaining the 
importance and need for measurement and 
standards for planning the transmission network 
in competitive and deregulated setup [5].  
 
The under mentioned points must be taken into 
account while doing the transmission system 
planning.  
 

• Increased growth in the number and 
complexity of transactions. 

• Increased number of market players and 
their information needs. 

• Competitive metering of energy 
generation—including distributed 
generation—and ancillary services at 
the supplier and customer levels. 

• Monitoring bulk power flows and 
transactions. 

• Monitoring transmission and 
distribution system conditions [5]. 

• Monitoring power quality along these 
systems and in customer facilities. 

• Tracking/tagging of power flows to 
assign cost responsibility for congestion 
on overloaded lines and constrained 
interfaces. 

 
In general, deregulation will lead to changes in 
several important electrical power industry 
characteristics: 
 

• Services will be unbundled, and is 
necessary to separately evaluate each 
type of transaction. 

• Time frames will shorten. New services 
will be measured over seconds and 
minutes instead of hours. 

• Transaction sizes will shrink. Instead of 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 355



dealing only in hundreds and thousands 
of MW, it will be necessary to 
accommodate transactions of a few MW 
and less. 

• Supply flexibility will greatly increase. 
Instead of services coming from a fixed 
fleet of generators, service provision 
will change dynamically among many 
potential suppliers as market conditions 
change. 

• Who will pay the cost of Reactive 
power [5] 

 
Finally, the different issues discussed above are 
also of key importance but certain other technical 
features that must be taken into account before 
developing transmission system plans in 
competitive and restructured environment. These 
are  
 

• Increased transmission demand, 
• Service quantification, 
• Reliability criteria, 
• Real-time electric pricing, 
• Unbundling of ancillary services, 
• Reduced generator and transaction 

sizes, 
• Power quality, and 
• Supplier choice. 

 
13.0 EXPERT SYSTEM (ES) 
 
The significance of artificial intelligence (AI) 
and the philosophy of AI were already discussed 
in preceding paragraphs. Further, different 
systems were also discussed and prove that ES is 
better then the others.  
 
As already discussed the importance of load 
forecasting with reference to transmission system 
planning, so an expert system is designed for 
electrical load forecasting based on multiple 
linear regression.  
 
The model for the hourly load at each of the 
considered time intervals has the form; 
 
Yi(t) = Ai + Bi(Td(t) - Tci) + Ci(Td(t) - Tci)2  + 
Di(Td(t) - Tci)3 + Ei(Tp(t) - Tpi) 
+ Fi(Tava -Tavb) + Gi(Td(t) – Td(t - 1)) 
+ Hi(Td(t - 1) – Td(t - 2) + Ii(Td(t -2) – Td(t - 3)) 
and where 
 yi(t) = load at hour t in the interval of the day 

AI = base load component (regression constant 
coefficient) 
        Bi through Li = regression coefficient of 
weather sensitive component 
        Td(t) = dry bulb temperature at time t, 
f=deg F  
        (which will be clamped at the cut off value 
if necessary) 
        Tp(t) = dew point temperature at time t, 
f=deg F  
        (which will be clamped at the cut off value 
if necessary) 
        Tava = average dry bulb temperature of 
previous 24 hours to the time t, deg F 
        Tavb = Tava lagged 3 hours, deg F 
        Tci = cut off dry bulb temperature for the 
interval I in the season, deg. F    
        Tpi = cut off dew point temperature for the 
interval I in the season, deg. F 
       v(t) = wind speed at time t, miles/hour 
we have the values of above parameters 
estimated for different time intervals 
 
The Figure – 5, shows the flow for the Algorithm 
and results are shown as in Figure – 6. 
 

Figure – 5: Flow Diagram for Algorithm  
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14. CONCLUSIONS 
 
The electrical power transmission system is the 
backbone of the electrical network. In order to 
develop, an efficient, reliable and cost effective 
system, this needs specific attention towards the 
planning part. Effective planning gives better 
results and more reliable service to all categories 
of consumers, with an open, fair and free access 
on discriminatory basis. 
 
Effective planning can only be done with the 
help of artificial intelligence and expert system. 
In this present modern era, the role of 
computerized technology is in all the fields and 
in order to study over wide options and to do the 
better planning of the existing system and to 
develop the new ones, expert system is the most 
effective solution.   
 
The transmission system planning serves as a 
backbone in the electrical network system. All 
the parameters involved in electrical network 
have unique importance but in transmission 
system planning, the load forecasting is the 
primary feature to develop the stable, reliable 
and cost effective system. In order to obtain the 
better results, the use of artificial intelligence is 
made and an algorithm is develop in ES, so as to 
have better load forecasted figures which helps 
to plan the system in better way and in less time. 
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Abstract 
 
The RSA cryptosystem is currently used in a wide 
variety of products, platforms, and industries around 
the world. It is found in many commercial software 
products and is planned to be in many more. In 
hardware, the RSA algorithm can be found in secure 
telephones, on ethernet network cards, and on smart 
cards.It offers encryption and digital signatures 
(authentication). In this paper we will illustrate the 
application  and problem associated with RSA 
Algorithm. 
 
Keywords:RSA,Digital 
Signature,Cryptosystem,Public Key ,Private 
Key,Co-prime ,Prime Number 
 
1. INTRODUCTION  
The RSA algorithm (1977) is widely used for 
public-key encryption.Developed by Ron 
Rivest, Adi Shamir, and Len Adleman (MIT). 
  The RSA digital signature has been 
adopted by Visa and Master Cards in the 
Secure Electronic Transactions (SET) standard  
for providing security of electronic transfers of 
credit and payment information over the 
Internet. In SET, signatures are used to provide 
certificates for public keys and to authenticate 
messages. Since public-key cryptography 
requires intensive computations, it is desirable 
to speed up these public-key computations by 
using either special-purpose hardware or 
efficient software algorithms. 
 
2.RSA ALGORITHM:  
 
Following steps are given below ,that are 
involve in RSA Algorithm. 
 
 

 
 

2.1Key Generation 

• Choose two distinct prime 
numbers, such as 

• Compute n = pq giving 

• Compute the totient of the 
product as φ(n) = (p − 1)(q − 
1) giving 

• Selects number e, such that 0 
< e < φ(n) and e is relatively 
prime to φ(n) 

• Compute d, where d = e^−1 
mod φ(n). 

• Public key is (n, e). 

• Private key is (n, d). 

   2.2 RSA signing 
 

              S = m^d mod n ,Where S is 
the signature on m, m is the massage to 
be signed. 
 

2.3 RSA verification 
 

To verify that s is really the signer’s 
signature on m, we verify if m = S^e 

mod n = YES or NO 
If the result is YES then S is the 

signer’s signature on m. 
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2.4 Example of RSA algorithm  
 
We can illustrate RSA algorithm using sender 
(Viru) and Receiver (Puru) .Viru want to send  
a secure message to Puru ,  he perform the 
following steps according to the RSA 
Algorithm. 
 
            2.1  Key Generation 

 
• First Viru choose two large  

prime numbers p and q. 
 

Note:Prime Number :A number that 
is not divisible by any other number 
than itself and 1. 

 
               p = 61 and q = 53.  
 

• He Compute n = pq giving  
                          n = 61 · 53 = 3233.  

• Then Compute( the totient) 
              φ(n) = (p − 1)(q − 1) giving  
              φ(3233) = (61 − 1)(53 − 1) = 
3120.  
 

• Now he Choose any number 
e where 1 < e < 3120 that is 
coprime to 3120. Choosing 
a prime number for e leaves 
us only to check that e is not 
a divisor of 3120.  

                Let e = 17.     
 
Note:Co- Prime: Two 
numbers are said to be 
relatively prime or 
coprime if the only 
number that they are both 
divisible by is 1. 
 

• He Compute d  
              d = 2753.  

• The public key is (n = 3233, 
e = 17). For a padded 
plaintext message m, the 

encryption function is m17 
(mod 3233). 

• The private key is (n = 
3233, d = 2753). For an 
encrypted ciphertext c, the 

decryption function is c2753 
(mod 3233). 

 
          2.2 RSA Signing. 
 

 Now Viru  sign the message using 
computed  Public Key =17 

 For instance, in order to encrypt m = 
65,  

we calculate  S = 6517 (mod 3233) = 
2790.  

          2.3 RSA Verification. 
 
 Now Puru receive the encrypted message and 
he  verify  the signature by decrypting            
the   signed message using computed  Private 
Key=275 

Where  S= 2790, we calculate 

 m = 27902753 (mod 3233) = 65.  

 Hence the value of original message (m)  
is=Value of decrypted message that is means     
YES  Thus S is the signer’s signature on m. 

 
3. PROBLEM ASSOCIATED 

WITH  RSA ALGORITHM 
 
              The RSA algorithm suffers from the 
following weaknesses: 
 

3.1 Multiplicative Property 

The RSA signature scheme has the following 
multiplicative property, sometimes referred to 
as the homomorphic property.  

       If   S1 = m1
d mod n  

      and  S2 = m2
d mod n  

are the signatures on messages m1 and m2 
then  

 S1 S2 mod n = (m1m2)d mod n  

On getting two different signed messages from 
a person it would be computationally feasible 
to derive the person's private key (d). This is 
because in this case, the values of S1, S2, n, m1 
and m2 are known. 

3.2 Integer Factorization 

If an adversary is able to factor the public 
modulus  n of someone then the adversary can 
compute φ(n)(Totient) and then, using the 
extended Euclidean algorithm, deduce the 
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private key d from φ(n) and the public 
exponent e by solving  

ed = 1 mod φ(n)  

This constitutes a total break of the system. To 
guard against this p and q must be sufficiently 
large numbers so that factoring n is a 
computationally infeasible task.  
However, with the rapid enhancement in 
computational power of modern computers it 
would be difficult to guarantee the 
computational infeasibility of factorization of 
large numbers. 
 

4. CONCLUSION 
 
This will be disastrous for the entire public key 
infrastructure sought to be implemented in 
India with the licensing of the Certifying 
Authorities. A breakdown of the RSA 
algorithm would mean that forging of the 
digital signatures of a Certifying Authority 
would be computationally feasible. This would 
result in the generation of fake digital 
signature certificates, thus defeating the very 
purpose of the appointment of certifying 
authorities and hence a public rejection of E-
commerce.  
 
Secondly, if due to a technological or 
mathematical breakthrough, factorization of 
large numbers becomes computationally 
feasible, the strength of the asymmetric crypto 
system would be shattered.  
 
 
This can be achieved by removing all 
references to asymmetric crypto system, hash 
function, public key, private key etc from the 
legislation. Moreover the term digital signature 
should be replaced by the term electronic 
signature and this term must have a very wide 
definition. 
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Abstract— The increasing participation of people in online 
activities in recent years like content publishing, and having 
different kinds of relationships and interactions, along with the 
emergence of online social networks and people’s extensive 
tendency toward them, have resulted in generation and 
availability of a huge amount of valuable information that has 
never been available before, and have introduced some new, 
attractive, varied, and useful research areas to researchers. In 
this paper we try to review some of the accomplished research 
on information of SNSs (Social Network Sites), and introduce 
some of the attractive applications that analyzing this 
information has. This will lead to the introduction of some new 
research areas to researchers. By reviewing the research in this 
area we will present a categorization of research topics about 
online social networks. This categorization includes seventeen 
research subtopics or subareas that will be introduced along 
with some of the accomplished research in these subareas. 
According to the consequences (slight, significant, and 
sometimes catastrophic) that revelation of personal and private 
information has, a research area that researchers have vastly 
investigated is privacy in online social networks. After an 
overview on different research subareas of SNSs, we will get 
more focused on the subarea of privacy protection in social 
networks, and introduce different aspects of it along with a 
categorization of these aspects. 

Keywords- Social Networks; Privacy; Privacy in Social 
Networks;  SNS; Survey; Taxonomy;  

I.  INTRODUCTION 

In recent years several attractive and user-friendly 
facilities have been introduced to online society and we see 
an extensive and increasing participation of people in 
various online activities like several kinds of content 
publishing (blogging, writing reviews etc.) and having 
different kinds of relationships and interactions. The huge 
amount of information that is generated in this way by 
people has never been available before and is highly 
valuable from different points of views. An outstanding 
phenomenon that has had a significant influence on this 
extensive participation and includes a large part of 
generated information is SNSs (Social Network Sites). 
Maybe in past, to study about the relationships, behaviors, 
interactions, and properties of specific groups of people it 

was necessary to make a lot of effort to gain some not very 
detailed information about them, but in the new situation 
and with the emergence of online social networks, and the 
huge amount of various activities that are logged by their 
users, the desired information is accessed much more simple 
and with incomparably more details than before by 
researchers. This has led to different kinds of research with 
different goals which we will have an overview on in this 
paper. The benefits and stakeholders that may benefit from 
having this information or having the results of analyzing it 
are several but some of them are: commercial companies for 
advertising and promoting their products, sociologists to 
analyze the behavior and features of different societies, 
intelligence organizations to prevent and detect criminal 
activities, educational and cultural activists for promoting 
their goals, employers for acquiring information about job 
seekers, and generally any kind of information with any 
application that you may think of, related to people and 
human societies, may be obtained by having access to the 
information available on SNSs or the results of analyzing 
these information. In this paper we try to review some of the 
accomplished research on the available information of SNSs 
and present a categorization of research topics and subareas 
related to online social networks’ information.  

As a lot of peoples’ published information is private 
and on the other side as we will see, having access to them 
has a lot of applications and benefits for different parties, 
letting them to be available with unlimited access has 
consequences that sometimes may be catastrophic. We will 
pay more attention to this issue in this paper. 

In the following sections of this paper we will first 
introduce sixteen research subareas about online social 
networks while mentioning a few of accomplished studies 
related with them. After that we will have a more focused 
review on another important research subarea namely 
privacy protection in social networks, and will present a 
categorization of its different aspects. We will conclude at 
the end. To have a look at the whole picture of the 
categorization from above, Fig.1 shows several research 
sub-topics about SNSs and Fig.2 extends the topic of 
privacy and presents a categorization of several aspects of 
privacy in social networks. 
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Figure 1.  A categorization of research topics in social networks area. 

II. 1BA CATEGORIZATION OF RESEARCH TOPICS IN SOCIAL 

NETWORKS AREA 

1) Detecting Special Individuals: Some people with 
special characteristics may be attractive for some 
companies, manufacturers, organizations, etc. for example it 

may be desirable to find special persons with high skill in a 
special field or to find most influential persons in 
propagating some special kind of content. In [3] a social 
search engine named Aardvark ( 1TUhttp://vark.comU1T) is 
presented that needs to find the best person for answering a 
specific question, and one of its information resources is 
people’s profiles on facebook. In [4] some work is done 
towards forming a team of experts from members of a social 
network. In [5] to specify influential persons within Twitter, 
ranking people based on their followers, PageRank and 
number of retweets is investigated. In [6] some definitions 
are defined for different people whose actions impacts on 
making the same actions by others and such people are 
called leaders. In this paper some algorithms are presented 
for detecting these people by the use of a social graph and a 
table which contains users’ actions. In [14] some references 
are cited in which some methods for extracting most 
important (central) members are presented. It has mentioned 
strengths and weaknesses of some metrics. In [21] Content 
Power Users (CPUs) in blog networks are defined as users 
whose published content has a lot of impact on other users’ 
actions. In this paper a method for identifying these users is 
presented and some other research works about detecting 
highly influential people in social networks are cited. 
 

2) Commerce and Marketing: Advertisement in SNSs 
can be targeted [11] [31] [6]. Targeting users whose activity 
influences others could be beneficial for companies [6]. As 
is mentioned in [11] a manufacturer can select a number of 
users and give them its product with some discount or even 
free, and hope that their influence on other users promotes 
their product. In the case of discounting the amount of 
discount is exposed to discussion. In [31] using users’ 
profile information and the information about their activities 
towards targeted advertisement is mentioned. 

 
3) Monitoring and Analyzing Users’ Activities: In 

[12] users’ behavior in a social network is analyzed to 
identify the patterns of closeness between colleagues. Paper 
[24] notes the importance of awareness about users’ 
participation patterns in knowledge-sharing social networks 
for researchers and social network industry; and analyses 
users’ activities in three social networks. Some results that 
are different from common assumptions are reported.  

 
4) Crawling: To analyze the information of SNSs first 

we must acquire it. One of the most important ways to do 
this is using crawlers. Crawlers generally should have some 
specifications like being up to date and having mechanisms 
to prevent fetching the same page more than once. 
According to special characteristics of social networks like 
the huge size, and the auto crawling prevention mechanisms 
that SNSs use it seems that we need special kind of 
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crawlers. In [10] noting the large size of data, and the 
different way of data presentation in social networks a 
parallel crawler is proposed for crawling social networks. In 
[39] [7] facebook is crawled and the problem of facing with 
CAPTCHAs is noted. In [38] the ethicality of web crawlers 
is discussed.                                    

 
5) Content Mining: One kind of information that is 

made by users is the content that they put in the sites in 
different ways. In [8] according to the real-time nature of 
twitter, an algorithm for monitoring and analyzing the 
tweets is proposed towards detecting a specific event. In this 
work a system is implemented to detect earthquakes in 
Japan and is able to do so with high accuracy. In [9] new 
type of texts that are published on SNSs and are usually 
short with an informal form of writing (called social 
snippets) are investigated and some applications of 
analyzing such texts are mentioned. Their focus is on 
keyword extraction from this kind of texts. In [36] 
mentioning the applications of identifying the quality of 
users’ reviews about different issues, using social networks 
information to improve reviews quality identification is 
discussed. In [22] the necessity of applying automated 
language analysis techniques towards security in digital 
communities including social networks is mentioned and an 
approach is proposed for detecting a special kind of 
malicious activity. 
 

6) Social Network Extraction: There are a lot of data 
in various forms on the web that apparently do not have the 
structure of a social network but with some mining activities 
on them like extracting the identity of data owners and the 
relations between them it is possible to extract the social 
network that relies beneath these data. Examples of such 
studies are [1] and [2]. In [1] the information of a message 
board is used and in [2] a system named ArnetMiner 
[http://www.arnetminer.org] is presented that extracts a 
social network of researchers. In [21] extraction of social 
network using a blog is mentioned. 
 

7) Group Detection: In [4] identifying a group of 
skillful people to accomplish a specific job with a minimum 
communication cost in a social network is discussed. In [25] 
an efficient algorithm for large social networks named 
ComTector is presented for detecting communities. In [33] 
grouping in a social network is done towards detecting the 
backbone of a social network. 
 

8) Link and Relationship Mining: In [12] relationship 
closeness is investigated based on the behavior of users in a 
social network inside a company. It is mentioned that Some 
behaviors are a sign of professional closeness and some are 
a sign of personal closeness. In [13] an approach is 
presented for estimation of relationship strength, and is 
evaluated with facebook and linkedin data. In [34] an 
approach for inferring the links that exist but are not 
observed is presented and a good survey about link mining 
in social networks is cited. 

 
9) Criminal Activity Detection: Some specifications 

of SNSs like presence of great number of various people 
and new ways of communication has attracted criminals to 
use them for their malicious activities, so to prevent and 
detect such activities some special research is necessary to 
be done. In [22] some challenges about law enforcement 
and the necessity of using automated language analysis 
techniques for active policing in digital communities is 
mentioned. It notes some applications of using these 
techniques like identifying the child predators who pretend 
to be a child. In [29] a system is proposed for identifying 
suspects with the help of social network analysis (SNA). In 
[16] the application of SNA in criminal investigation and 
yet protecting privacy at the same time is discussed. In [32] 
the importance of clustering web opinions from intelligence 
and security informatics point of view along with some 
criminal activities that could be done in this space are 
mentioned and a clustering algorithm for detecting the 
context of the discussions available at social networks is 
presented. 

 
10) Search: Search engines, both general purpose and 

special purpose ones use different information as parameters 
for ranking their search results. SNSs may be a valuable 
source of information to improve the ranking. For example 
special characteristics of people acquired from social 
networks, may be considered for ranking search results 
tailored to each individual’s characteristics resulting in 
personalized search. In [19] using the structure of a social 
network toward improved result ranking in profile search is 
studied and using the social graph for improving ranking in 
other types of online search is mentioned as a future 
research. In [3] a search engine is introduced that instead of 
looking for appropriate documents related with the given 
query, it looks for suitable persons for answering the given 
question. To do that it gathers information about people 
from different resources including SNSs. In [37] towards 
leveraging the information about searchers in social 
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networks for document ranking, a framework named 
SNDocRank is presented. Also a study about personalizing 
search results using users’ information is cited. 

 
11) Information and Activity Diffusion and 

Propagation: The way that information and activities 
propagate through a social network is another area that is 
worth to investigate and studying about it can have various 
benefits. For example commercial companies may be 
interested in the results of such studies to improve the 
spread of information about their products, or educational 
and cultural activists may benefit from it for promoting their 
goals. In [20] information propagation in blogs is studied 
and some applications for such a study are mentioned. In [6] 
the spread and prevalence of users’ actions is investigated 
over time, to identify users whose actions have influence on 
other users’ actions. 

 

12) Recommendation and Suggestion: According to 
[27] the goal of a recommender system is to recommend a 
set of items to a user whose favorite items are similar to 
them. In this work some algorithms have been designed and 
implemented for such systems in social networks. In [28] 
some techniques are presented for link prediction and the 
application of such techniques in friend recommendation in 
social networks is mentioned. In [23] some important 
aspects of research related with social recommendation that 
could be done are mentioned. 

 
13) Influence Maximization: The problem here is to 

find a number of persons whose scope of influence is 
maximum; for example a company that has developed an 
application for a social network and wants to market it on 
that social network and can afford to invest on limited 
number of users (for example for giving gifts to them) 
would like to choose these users so that the extent of final 
influenced users is maximum [35]. In [26] assigning roles to 
users and application of being aware of these roles in 
influence maximization is mentioned. In [35] in addition to 
improving another algorithm called greedy, some heuristics 
are presented that run much faster. 

 
14) Prediction: By studying the information of SNSs it 

is possible to predict some events that may happen in future. 
For example some research has been done recently to 
predict future links in social networks [34]. In [28] some 
techniques for predicting the links that may be established in 
future are presented. 

 

15) Data Management: Managing the huge volume of 
SNSs’ data has several aspects and due to special features of 
this kind of data, needs specific research. For example the 
structure of storing data is very important and can affect the 
amount of needed storage. In [30] a study is done about 
compressing social networks and a new method for 
compressing social networks is presented. Some of the 
similarities and differences between this problem and the 
problem of compressing web graph are found. Their results 
show vast difference between compressibility characteristics 
of social networks and web graph. 

 
16) Geolocation: Detecting the location of the user can 

have several applications including personalization. Among 
the studies in which SNSs are used to detect the location of 
users is [18]. In this work researchers of facebook have 
mentioned some applications of knowing the location of 
users like news personalization, and with pointing to 
inconsistency of results when using ip address for 
geolocation they have presented a method for detecting the 
location of the user using information about the location of 
her friends. It is also mentioned that their algorithms could 
be run iteratively towards identifying the location of most 
users who have not provided any information about their 
location. 

17) Privacy: As the focus of this paper is on the area of 
privacy in SNSs, we will present a broader overview on 
several aspects of this area along with introducing a 
taxonomy of these aspects which is shown in Fig.2. 

 
17-1 Defence 
17-1-1 Helping Users 

Users need to be informed about the consequences of 
their various information publication and their activities; 
need to know which part of their information is accessible 
and for whom; need to have some facilities to control the 
way that people can access their information, and need to 
get all of these requirements in a simple and understandable 
way that does not need a lot of time and effort.  A user gets 
acquainted with the matter of privacy from the first steps of 
her experience on SNSs by facing with privacy policies text. 
Definitely you too have faced with such a text and confirm 
that they are not very pleasant for users and a lot of people 
accept and pass over them without reading. In [42] the 
challenge of showing users’ privacy related issues to them 
in an understandable way is presented with an interesting 
example where a possible interpretation of a privacy-related 
text may be different from what really happens. In a study 
that is done on six well-known SNSs [51], it is mentioned 
that privacy policies often have internal inconsistencies and 
also there is a lack of clear phrases about data retention. 
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Figure 2.  A categorization of privacy related aspects in Social Network Sites. 

Overall privacy related texts like privacy policies should be 
unambiguous, as short as possible, and simply 
understandable. This can be considered as the first step of 
helping users towards their privacy protection. After 
accepting the privacy policy agreement, there are some 
flexible privacy settings that could be adjusted and help the 
user to specify the way her information is accessible. Since 
it is difficult for the average user to adjust these fine grained 
and detailed settings [44], some research towards helping 
users to do that in the best way could be useful. In [44] a 
work has been done toward automatically adjusting these 
settings with the minimum effort of the user. In this study a 

wizard is introduced that builds a classifier based on the 
user’s answers to the systems requests and uses it to 
automatically adjust the settings. The possibility of using a 
limited amount of user’s input to build a machine learning 
model that concisely describes the privacy preferences of a 
user, and using this model for automatically adjusting 
privacy settings of a user is presented in this paper. Some 
other interesting points about this approach are the adoption 
of the system after a new friend is added by a user (it 
presents some information about the user’s preferences), 
and the possibility of viewing and modifying the obtained 
model by advanced users. Another helpful facility (the work 
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is presented by Lipford et al. and is cited in [44]) is a tool 
that makes the user able to view her own profile from the 
view point of each of her friends and consequently 
observing the results of her settings. It seems that some sort 
of this approach is adopted by facebook [44]. In [54] a 
method for suggesting privacy settings to newcomers is 
presented and the importance of these primitive settings due 
to the users’ tendency towards keeping them is noted. In this 
study to some extent, a review about how to use machine 
learning to prepare and suggest primitive privacy settings 
that are more probably useful for users is presented. Another 
helpful aid for users’ better privacy protection is providing 
some informative metrics by which users can obtain concise 
useful information. In [42] it is suggested to use an approach 
which uses data mining and potentially other AI tools to 
find out the amount of difficulty that accessing users’ 
information has, and to provide some metrics for showing 
that, that is a useful tool for informing users about their 
privacy risk. Another metric that is presented in [65] is 
“privacy score”. In this study some models and algorithms 
have been presented for calculating this metric and some 
mathematical models are developed to estimate the 
sensitivity and visibility of the information, which are 
influential on privacy risk. Sometimes users do not behave 
appropriately regarding their privacy while using SNSs. 
Understanding these risky behaviors, their causes, and then 
informing people and developing preventive mechanisms 
could be another way of helping users. In [47] a few of these 
risky behaviors are mentioned : incaution in accepting 
friendship requests, clicking on links received from others 
without enough caution, reacting to suspicious friendship 
requests after accepting them (not before) and therefore 
letting suspicious users to access information, interaction 
with fake profiles and overall, high implicit trust that exists 
in SNSs. A study is cited there in which 41% of 200 users 
whom a friendship request were randomly sent to, accepted 
it, and most of the users had not limited access to their 
personal profile information. In another study which is also 
cited in [47], publicly available information of some people 
has been gathered from some SNSs, and have been used in 
phishing emails; results show that targeted people whose 
received emails contains some information about them or 
their friends are more likely to get involved. In [46] [50] and 
[59] some surveys have been conducted as a way for 
studying users and acquiring information that leads to better 
helping them. In [46] interviews and surveys are used to 
investigate the effective factors that cause personal 
information exposure by students on facebook and why they 
do it despite the existing concerns. How to defend them 
against privacy threats is also studied. In [59] a survey is 
conducted in which the participants are highly educated and 
some information about users’ behaviors, viewpoints, and 
concerns about privacy related issues are gained. 
Notwithstanding all of the existing threats and risks about 
private information disclosure, however users extensively 
tend to engage in social relations and interactions in SNSs 

and naturally each of these relations and interactions needs 
some information exposure. In [40] a study is done with the 
goal of determining the least information that needs to be 
shared to accomplish a specific interaction. An interesting 
study towards preparing helpful tools for users to protect 
their privacy is [53] in which helping users to jointly 
manage the privacy of their shared content is studied. 
Sometimes people who benefit from or get harmed by 
publication of a specific information unit are multiple, and 
publishing such information may put the privacy of several 
people at risk. An example of this kind of information that is 
extensively being published over SNSs is a photo in which 
several people exist. Photos are sometimes tagged and/or 
some additional information about them is available besides 
them. Support for common ownership in SNSs, and the 
requirements of solutions namely being fair, lightweight, 
and practical are mentioned as some issues that exist about 
joint management of privacy in [53]. In [59] it’s been tried 
to find a way for a user to express her privacy preferences, 
and a method to do this with the aim of being easy to 
understand by other users and also being machine readable 
(so that it can be used by other service providers and third 
parties) is presented. It is mentioned that they intend to use 
cryptographic techniques to provide the possibility of 
proving privacy violation for the data owner (for example to 
a legal authority) which is another helpful facility towards 
users’ privacy protection. 
 
17-1-2 Protecting Online Information of SNSs 

Let’s assume that we have given all of the helpful 
information to users to properly manage their information 
publishing and protecting their privacy. Besides that we 
have provided them with best tools for adjusting their 
privacy settings in a fast, accurate, and simple way. Is it the 
time to relax and feel like we have done all we could do, or 
there are other issues that we should take care of and study 
about? The problem is that some of those who are interested 
in having users’ information do not give up and try to 
exploit from any possible way (sometimes legal and 
sometimes illegal) to acquire their desired information. In 
addition to studies that have been done towards directly 
helping users, it is necessary to make some efforts to keep 
the online information out of undesired reach. In this part 
we will take a look at this issue. A study on five Russian 
SNSs [50] shows that despite more concerned users, there is 
a significant gap between their providers and western SNS 
Providers about understanding the privacy related concepts 
and preparing appropriate defencive mechanisms; and 
overall the privacy condition is reported to be catastrophic 
that leads to exposure of a large amount of users’ 
information. An important tool that is used to acquire the 
online information of SNSs is a bot, with which intruders 
are able to accomplish their actions automatically and with a 
large scale. Among the actions that could be done with these 
automatic systems are: crawling, creating fake profiles, and 
sending forged friendship requests. Obviously something 
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needs to be done to stop these systems. In fact SNS 
providers should somehow determine whether the requests 
are sent by a real person or by an automatic system. One 
thing that could be done is to monitor IP addresses. Another 
method that is common for online automatic activity 
detection is using CAPTCHAs [http://www.captcha.net, 
47]. A CAPTCHA is a program that protects websites 
against bots by creating tests that human can pass but 
programs cannot [http://www.captcha.net]. According to 
[47], facebook uses an adoption of reCAPTCHA (a related 
reference is cited) solution which is developed at Carnegie 
Mellon university. Automatic systems may have 
mechanisms to pass CAPTCHAs. Also they can exploit the 
possibility of changing CAPTCHAs that some websites 
offer, to find a CAPTCHA which they are able to pass. To 
deal with this, the rate of presented CAPTCHAs could be 
limited. [47]  
In [50] it is concluded that most Russian SNSs do not 
prevent automatic profile crawling appropriately. Also 
according to [47] in some cases there is a lot of 
improvement possibility to make CAPTCHAs more difficult 
to break, and not every SNSs try enough to make automatic 
crawling and access more difficult. Another way of 
prevention and detection of suspicious activities is using 
behavior based anomaly detection techniques that can 
reduce the speed of the attack and its economical feasibility 
[47]. Although SNSs should try to protect the privacy of 
users and keep their information accessible only in the way 
that they have determined by their settings, however there 
may be some privacy breaches. In [47] an interesting 
example is mentioned. It is said that according to similar 
characteristics of SNSs, an extendable model could be built 
and potential breaches could be detected by formal analysis 
of this model. Changing the structure of services may help 
to increase the privacy protection level for users. For 
example in [67] extending link types is mentioned as a 
helpful action for privacy protection. It means instead of 
simply just being connected or not connected, people could 
for example specify the direction of their connection or the 
amount of trust which exists in the relationship. An example 
of its benefit is when a malicious user succeeds to fool 
another user and establish a connection with her. In this 
situation using trust degree can decrease the consequences 
of this connection. [67]  

A kind of extended link types is recently adopted by 
google’s SNS [http://plus.google.com].  

In [59] and [60] using cryptographic techniques is 
proposed to prove privacy violations, that can prevent 
unauthorized access, and if happened compensate or 
decrease the damage. 
 
17-1-3 Protecting while Publishing 
17-1-3-1 Anonymization 

So far we have discussed privacy protection by means 
of limiting access to users’ personal information. In this 
section we are going to take a look at a kind of protection 

that aims to protect the privacy and publish information at 
the same time. As we mentioned, there is a high interest and 
desire with various motivations to have access to SNSs data. 
A method that is used to publish this data and protect users’ 
privacy at the same time is called anonymization. An 
informal definition of anonymization in the context of 
privacy protection is replacing information that its 
revelation may damage users’ privacy (email, address etc.) 
with other harmless data. In [36] and [52] the tradeoff 
between privacy and utility of anonymized data is discussed. 
A good survey about anonymizing social network 
information is [17]. In this study anonymization methods 
have been categorized and according to it, the state-of-the-
art methods for social network information anonymization 
are clustering based approaches and graph modification 
approaches. Clustering based approaches include four 
subcategories of vertex clustering, edge clustering, vertex 
and edge clustering, and vertex-attribute mapping 
clustering. Graph modification approaches include three 
subcategories of optimization, randomized graph 
modification, and greedy graph modification. In [43] a 
weakness of past studies about anonymization is mentioned, 
which is their focus on methods that consider a single 
instance of a network, while SNSs evolutionally change and 
the information that does not reflect these changes is not 
enough for every analysis. In this paper some studies that 
has been done about the evolution of social networks are 
mentioned and also it is noted that anonymization of 
different instances taken in different times is not sufficient 
and comparing them leads to information revelation. 
Researchers of this paper have cited a report of their own in 
which they have proposed an approach for this problem. As 
we will see in the attacks section the beneficiaries still try to 
acquire their desired information and try to extract it even 
from anonymized data, so some studies towards improving 
anonymization techniques and overcoming their weaknesses 
like [69] have been and will be done. Researchers in [48] 
believe that in the area of users’ privacy, mathematical rigor 
is needed towards having clear definitions about  the 
meaning of comprising privacy and the information that the 
adversary has access to. 

 
17-1-3-2 Smart Publishing 

An application of Social Network Analysis (SNA) is 
criminal investigation [16] but it seems to somehow have 
contradiction with the matter of users’ privacy. An 
interesting approach is presented in [16] with which without 
direct access to the SNS information and even their 
anonymized form, only some results of SNA (in form of 
two centrality metrics) is given to investigators and gives 
them the opportunity to send queries without privacy 
violation. 

 
17-1-4 Protecting Against SNS Providers 

Another privacy related concern is about inappropriate 
or undesired use of users’ information by SNS providers 
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[67] [59] [63]. Towards solving this problem a key 
management scheme is presented in [15]. In the proposed 
method, information is encrypted and SNS providers are 
unaware of the keys. It is claimed that it does not have a 
weakness of some other related works and does not require 
the user and her information viewer to be present at the 
same time. In [55] a client-server based arichitecture is 
proposed for protecting users’ information from SNS 
providers’ access in which information is transferred as 
encrypted blocks.  In [67] peer to peer (P2P) architecture for 
SNSs and researchers tendency for designing this 
architecture for next generation of SNSs is mentioned. Some 
of the advantages of client-server architecture over P2P 
architecture (like more efficient data mining in a central 
repository), and shortcomings of using client-server 
architecture with encryption (like some relations of users 
being detectable by other data like IP addresses) are also 
noted. A combination of P2P architecture and a good 
encryption scheme is noted as a better solution for privacy 
protection in SNSs. 
 
17-2 Attack 

As it was mentioned there are interested applicants that 
do not give up after we put some barriers on their way and 
try to make unauthorized information out of their reach. 
They still try to attack and pass the barriers and reach their 
desired information. In this part we take a look at these 
attacks from two points of view, attacks on anonymized data 
and attacks on access limited information. 
 
17-2-1 Attacking anonymized Information 

Despite the efforts towards protecting users’ private 
information when publishing SNSs information using 
anonymization, this information is still exposed to a special 
kind of attacks that aim at discovering information in 
anonymized information. Adversaries may use some 
background information to accomplish this kind of attacks. 
[17] [52] [48] 

For example the attacker may have some specific 
information about her target (the person who the attacker 
intends to get access to her information), and be able to 
recognize her target among the anonymized information 
[17]. In [48] three types of attacks are presented as active 
attacks, passive attacks, and semi-passive attacks : Passive 
attacks are described as those in which attackers begin their 
work to detect the identity of nodes after anonymized 
information is published; at the other side in active attacks 
the adversary tries to create some accounts in the SNS and 
establish some links in the network so that these links will 
be present in the anonymized version of the information; in 
semi-passive attacks there is no new account creation but 
some links are established with the target user before the 
information is anonymized. Having background information 
(both the information that the attackers themselves has 
injected to the network and the information that they have 
acquired in other ways) is an important tool in the hand of 

anonymized information attackers. In [17] some examples 
of background information are mentioned like attributes of 
vertices, vertex degree, and neighborhoods. In [69] using 
neighborhood information is presented as an example of a 
type of attacks called neighborhood attacks. In [52] vertex 
degree is said to be the most vastly used parameter. In [48] 
some studies about using interesting information like user 
prepared text for attacking anonymized data are cited 
(although in different contexts from the SN context of that 
paper). In [39] good information is presented about 
anonymization and deanonymization. In this paper a passive 
method is proposed for identity detection in anonymized 
information, and using it along with the information of two 
well known SNSs (twitter, flickr) notable results are 
obtained regarding identity detection of some members of 
these SNSs in the anonymized graph of twitter. In this work 
the information inside flickr is used as background 
information. An important point mentioned in [43] is that in 
the area of social networks anonymization, the main focus 
so far has been on a single instance of the network’s 
information in a specific time, and this is inconsistent with 
the very dynamic nature of these networks. It is noted there 
that having several copies of anonymized data of a social 
network, which are taken in different times may lead to 
information revelation by comparing these copies. 
 
17-2-2 Attacking Access Limited Information 

Using the facilities which users are given, to adjust how 
their information could be accessed, they can make their 
information not to be accessible by everyone, and specify 
different limitations for different parts of their information, 
for example a person may set her pictures to only be 
viewable by her close friends. Attackers certainly would try 
to cross these borders. In [67] “social link forging attacks” 
and “node identity forging attacks” are mentioned. The 
former means deceiving a user and convincing her to 
establish a link (may include impersonating one of her 
friends by the attacker), the latter means creating several 
fake identities and pretending to have several personalities 
in a SNS. In [42] a breach is detected in linkedIn, and using 
the presented method the contacts of a victim are extracted. 
Increasing the credibility of phishers’ messages using the 
credibility of people who are connected with the victim is 
noted as a motivation for this kind of attacks. Some more 
complicated attacks are also cited in this paper. In [47] a 
type of attack called “automated identity theft” along with 
its two subtypes called “profile cloning” and “cross-site 
profile cloning” is presented. In these attacks the attacker 
tries to make fake profiles which appear to belong to 
persons who really exist and have profiles either in the 
target SNS or other SNSs. In this study a prototype of an 
attack system for performing attacks is presented which 
performs crawling, users’ information gathering, profile 
creation, message sending, and tries to break CAPTCHAs. 
Some experiments have been done on five social networks 
including facebook and linkedin. 
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III. CONCLUSIONS 

Emergence of social networks and increasing 
participation of people in activities in these sites along with 
the huge amount of various information like interactions, 
reviews, interests and different kinds of published contents 
that are logged by users have attracted researchers and other 
parties to have access to this information or to the results of 
analyzing it. This information has never been available with 
such a huge volume, detail, and ease and speed of access 
before. A few number of those who are interested in having 
this information or the results of analyzing it alongside their 
motivations are: commercial companies for advertising and 
promoting their products, sociologists for analyzing the 
behavior and features of different societies, intelligence 
organizations for preventing and detecting criminal 
activities, educational and cultural activists for promoting 
their goals, and employers for acquiring information about 
job seekers. In this paper along with introducing some of the 
studies in this area, a categorization of research subareas 
was presented and a base has been provided for researchers 
to briefly get acquainted with some new, attractive and 
useful research areas. A categorization of reviewed research 
subtopics is illustrated in Fig.1. 

People always have some private information that do 
not want to be exposed to public access, and if accessed by 
some adversaries, may have some (sometimes catastrophic) 
consequences. So in this survey we focused on the issue of 
protecting users’ privacy and presented a categorization of 
different aspects of this area. This categorization is 
illustrated in Fig.2. 
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Abstract  

This paper reviews some state-of-the-art hybrid multiobjective evolutionary algorithms (MOEAs) dealing 
with multiobjective optimization problem (MOP). The mathematical formulation of a MOP and some 
basic definition for tackling MOPs, including Pareto optimality, Pareto optimal set (PS), Pareto front (PF) 
are provided in Section 1. Section 2 presents a brief introduction to hybrid MOEAs.  

Keywords: Multiobjective optimization, MOP, Hybrid MOEAs.  

1. Introduction  

A multiobjective optimization problem 
(MOP) can be stated as follow: 1 

Minimize F(x) = (f1(x),.., fm(x))
T 

(1) 

subject to x ∈ Ω  
Where Ω is the decision variable space, x= 
(x1, x2,..,xn)

T 
is a decision variable vector 

and xi, i =1,...,n are called decision variables, 

F(x): Ω→R
m 

consist of m real valued 

objective functions and R
m 

is called the 
objective space.  

If Ω is closed and connected region in R
n 

and all the objectives are continuous of x, we 
call a problem 1 is a continuous MOP.  
Very often, the objectives of the problem (1) 
are in conflict with one another or are 
incommensurable. There doesn’t exist a 
single solution in the search space Ω that can 
minimize all the objectives functions simul-
taneously. Instead, one has to find the best 
trade-offs among the objectives. These trade-
offs can be better defined in terms of Pareto 
optimality. The Pareto optimality concept 
                                                                 

1 1

The minimization problem can easily convert 
into maximization problem by multiplying each objective 
with −1 and vice versa.  

 

was 1st introduced by eminent economists 
Pareto and Edgeworth [1]. A formal 
definition of the Pareto optimality is given as 
follows [2, 3, 4, 5].  

Definition: Let u = (u1, u2,..,um)
T 

and v= 

(v1, v2,..,vm)
T 

be any two given vectors 

in R
m 

. Then u is said to dominate v, 
denoted as u ≺ v, if and only if the 
following two conditions are satisfied.  

1. ui ≤ vi for every i ∈{1, 2,..., m}  

2. uj < vj for at least one index  j ∈{1, 2,..., 
m}.  

 
Remarks: For any two given vectors, u 
and v, there are two possibilities:  

1. Either u dominates v or v dominates u  
2. Neither u dominates v nor does v 

dominate u.  
Definition: A solution x ∈ Ω is said to be a 
Pareto optimal to the problem (1) if there is 
no other solution x ∈ Ω such that F(x) 
dominates F(x*). F(x*) is then called Pareto 
optimal (objective) vector.  

Remarks: Any improvement in a Pareto 
optimal point in one objective must lead 
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to deterioration in at least one other 
objective.  

Definition: The set of all the Pareto opti-
mal solutions is called Pareto set (PS): 

PS = {x ∈ Ω|y∄ ∈ Ω, F(y) ≺ F(x)}  

Definition: The image of the Pareto 
optimal set (PS) in the objective space is 
called Pareto front (PF), PF = {F(x) |x   
∈PS}.  

Recent years have witnessed significant 
development in MOEAs for dealing MOPs. 
In last two decades, a variety of MOEAs 
have been proposed. The success of most 
MOEAs depends on the careful balance of 
two conflicting goals, exploration (i.e., 
searching new Pareto-optimal solution) and 
exploitation (i.e., refining the obtained PS). 
To achieve these two goals, hybridization is 
good strategy [6]. The following section 
introduces hybrid algorithms.  

2. Hybrid Multiobjective Evolutionary 
Algorithms  

Hybrid MOEAS or combination of 
MOEAs with efficient techniques have been 
investigated for more than one decade [7]. 
Hybridization uses desirable properties of 
different techniques for better algorithmic 
improvements. Hybridization can be done in 
several ways, 1) to use one algorithm to 
generate a population and then apply another 
technique to improve it, 2) to use multiple 
operators in an evolutionary algorithm, and 
3) to apply local search to improve the 
solutions obtained by MOEAs [8].  

Multiobjective memetic algorithms 
(MOMAs) are a special type of hybrid 
MOEAs. MOMAs are population-based 
algorithms inspired by the Darwinian 
principles of natural evolution and Dawkins 

notion of a meme (i.e., defined as a unit of 
cultural evolution which is capable of local 
refinements). They are well-known 
algorithms for their fast convergence speed 
and for finding more accurate solutions to 
different search and optimization problems. 
In the following subsections, we present 
some state-of-the-art MOMAS.  

3.  1. Local Search Based Multiobjective  
Evolutionary Algorithms  

Ishibuchi and Murata 1st proposed multi-
objective genetic local search algorithm 
(MOGLS) for solving combinatorial 
multiobjective optimization problems [9, 10]. 
MOGLS applied a local search method after 
classical variation operators. In MOGLS, a 
scalar fitness function is used to select a pair 
of parent solutions to generate new solutions 
with crossover and mutation operator.  

An improved version of MOGLS [9, 10] is 
proposed in [11]. It applies hill climbing 
local search optimizer on some best 
individuals in its current population. Its 
performance was tested on combinatorial 
multiobjective optimization in comparison 
with MOGLS [9, 10], strength Pareto 
evolutionary algorithm (SPEA) [12, 13], 
NSGA-II [14] and Hybrid NSGA-II [14].  

Another version of MOGLS was proposed 
by Jaskiewicz in [15]. The basic idea of his 
MOGLS is to reformulate a MOP as 
simultaneous optimization of all the 
aggregation constructed by weight sum 
approach or Tchebycheff approach. At each 
generation, it optimizes a randomly 
generated aggregation objective.  
Pareto memtic algorithm (PMA) is suggested 
in [16]. It uses unbounded” current set of 
solutions” and from it selects a 
small”temporary population (TP)” that com-
promises the best solutions with respect to 
scalarizing functions. Then TP is used to 
generate offspring by crossover operators. 
Jaskiwicz suggests that scalar functions are 
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very good to promote diversity than dom-
inance ranking methods [17].  
In [18], a biased neighborhood structure 
based local search is proposed. The 
algorithm assigns large probabilities to the 
neighbors of the current solution located in 
the promising region of the search space. The 
proposed algorithm perform very well on 

both multiobjective 0/1 knapsack and 
flowshop scheduling problems.  
Memetic Pareto archive evolution strategy 
(M-PAES) is developed in [19]. It utilizes 
Pareto ranking based selection and grid-type 
partition of the objective space instead of 
scalarizing functions. This modified selection 
scheme is much faster than the scalarizing 
functions which are used in Ishibush’s 
MOGLS [9] and Jaszkeiwicz’s MOGLS [20, 
21]. Furthermore, M-PAES maintains two 
archives, one stores global nondominated 
solutions and the other is used as the 
comparison set for the local search phase. M-
PAES is tested against the local search 
optimizer, (1+1)-PAES [22] and SPEA [12, 
13] on the multiobjective 0/1 knapsack 
problems. M-PAES has shown better 
experimental results than its competitors.  
In [23], a memetic algorithm is suggested for 
dynamic muliobjective optimization. This 
algorithm has incorporated two adaptive hill 
climbing local search methods, greedy 
crossover-based hill climbing local search 
method and steepest mutation-based hill 
climbing local search method.  
In [24], two fitness function schemes, the 
weighted sum fitness function and the 
NSGA-II fitness evaluation, are used 
probabilistically. The authors used the 
probability to specify how often the 
scalarizing function is used for parent 
selection. When the probability becomes 
very low, then the proposed algorithm is al-
most the same as NSGA-II.  
[25] Proposed a local search method which 
uses quadratic approximations. The solutions 

produced in the evolutionary process of the 
multiobjective genetic algorithm (MOGA) 
[26, 27] are utilized to fit these quadratic 
approximations around the point selected for 
local search. The proposed algorithm has 
shown more accurate experimental results 
than pure MOGA [26, 27]. The same local 
search is also used in [28, 29, 30]. A novel 
agent-based memetic algorithm (AMA) al-
gorithm based on multi-agent concepts is 
suggested in [31]. AMA used different life 
span learning processes (LSLPs) based on 
several local and directed search procedures 
strategies such as totally random, random 
restricted, search directions based. In AMA, 
an agent chooses a LSLP as a search operator 
adaptively and improves its algorithmic 
performance. Same ideas are used in [31, 32, 
33, 34].  

In [35], a novel iterative search procedure, 
called the hill climber with sidestep (HCS) is 
designed. HCS is capable of moving toward 
and along the local Pareto set depending on 
the distance of the current iterate toward this 
set. HCS utilizes the geometry of the 
directional cones and works with or without 
gradient information. HCS used as a typical 
mutation operator in SPEA2  
[36] and developed a MOMA denoted by 
SPEA2HCS. SPEA 2HCS is more effective 
and efficient in dealing with continuous 
MOPs.  

Two Local search methods, Hooke and 
Jeeves method [37, 38, 39] and steepest 
descent method [40, 41], are combined with 
S-Metric Selection Evolutionary 
Multiobjective Algorithm (SMS-EMOA) 
[42] and its two hybrid versions, Relay SMS-
EMOA hybrid and Concurrent SMS-EMOA 
hybrid are developed in [43]. Steepest 
descent method used in Relay SMS-EMOA 
hybrid and Hooke and Jeeves method used in 
Concurrent SMS-EMOA hybrid. 
Experimental analysis on academic test 
functions [44] show increased convergence 
speed as well as improved accuracy of the 
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solution set of these new hybridizations.  
A novel searching algorithm called the 

multiple trajectory search (MTS) is 
developed in [45]. The MTS uses multiple 
agents to search the solution space con-
currently. Each agent does an iterated local 
search using one of four candidate local 
search methods. By choosing a local search 
method that best fits the landscape of a 
solution’s neighborhood, an agent may find 
its way to a local optimum or the global 
optimum. MTS is tested on multiobjective 
optimization test problems designed for 
CEC’09 special session and competition on 
performance assessment of multiobjective 
optimization algorithms [46]. In [47], MTS is 
tested on CEC’09 test instances [48]. In [49], 
a novel Lamarckian learning strategy is 
designed and hybrid version of nondom-
inated neighbor immune algorithm [50] 
called multi-objective lamarckian immune 
algorithm (MLIA) is proposed. The 
Lamarckian learning performs a greedy 
search which proceeds towards the goal 
along the direction obtained by Tchebycheff 
approach and generates the improved 
progenies or improved decision vectors, so 
single individual will be optimized locally 
and the newcomers yield an enhanced 
exploitation around the nondominated 
individuals in less-crowded regions of the 
current trade-off front. Simulation results 
based on twelve benchmark problems show 
that MLIA outperforms the original immune 
algorithm and NSGA-II in approximating 
Pareto-optimal front in most of the test 
problems. When compared with the state of 
the art algorithm MOEA/D, MLIA shows 
better performance in terms of the coverage 
of two sets metric, although it is laggard in 
the hyper volume metric.  
A new hybrid line search approach called the 
Line search generator of Pareto frontier 
(LGP) is developed in [51]. The framework 
of the LGP consist of two phases, 
Convergence phase and spreading phase. It 

has been tested on OKA1 and OKA2 test 
problems [52], DTLZa and DTLZb test 
problems [53] and VLMOP2 and VLMP3 
test problems [54].  

2.2. Hybrid MOEAs Based on Pareto 
Dominance  

In [55], two well-known Pareto dominance 
based algorithms, SPEA2 [36] and NSGA-II 
[14], combined with probabilistic local 
search and developed its hybrid versions for 
dealing combinatorial multiobjective opti-
mization. In both hybrid algorithms, the use 
of the Local search is terminated when no 
better solution to current solution is found in 
its k neighbors. One potential advantage of 
proposed hybrid algorithms over its pure 
versions is the decrease in the CPU time.  
T. Murata et al. generalized the replacement 
rules based on dominance relation for 
multiobjective objective optimization in [56]. 
Ordinary two-replacement rules based on 
dominance are usually employed in the local 
search for multiobjective optimization. One 
rule replaces a current solution with a 
solution which dominated it. The other rule 
replaces the solution with a solution which is 
not dominated by it. The movable area with 
1st rule is very small when the number of ob-
jectives is large. On the other hand, it is too 
huge to move efficiently with second rule. 
The authors generalized these extreme rules 
by counting the number of improved 
objective values. Proposed local search based 
on generalized replacement rules is 
incorporated in SPEA [12, 13] and developed 
its hybrid SPEA.  
In [57], two hybrid MOEAs, hybrid NSGA-
II and hybrid SPEA2 are developed. In both 
proposed hybrid algorithms, a convergence 
acceleration operator (CAO) is used as an 
additional operator for improving the search 
capability and convergence speed. CAO is 
applied in the objective space for improved 
solutions. The improved objective vectors 
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are then mapped back to the decision space 
to predict their corresponding decision 
variables. In [58], three local search 
methods: simulating annealing (SA), tabu 
search (TS), and hill climbing local search 
method, are combined with multi-objective 
genetic algorithm [26, 27]. MOGA with hill 
climbing local search method has found 
much better approximated set of solutions on 
ZDT test problems [44] than pure MOGA 
[26, 27] and others hybrid versions of 
MOGA.  

A sequential quadratic programming 
(SQP) coupled with NSGA-II [14] in [59, 
60] for solving continuous MOPs [46]. The 
same idea is used in [61]. In [62], hybrid 
version of NSGA-II is suggested which 
combines a local search method with NSGA-
II [14] for estimating the nadir point.  

In [63], SQP as a local search method 
based on augmented achievement scalarizing 
function (ASF) [64] is used in the framework 
of NSGA-II [14] for solving ZDT 
benchmarks [44, 53]. SQP is also used as 
local search method with NSGA-II [14] as 
global search method in [65] and solved the 
CEC’9 test instances [48] in effective ways.  

Hybrid constrained optimization 
evolutionary algorithm (HCOEA) is 
proposed for constrained optimization in 
[66]. HCOEA used niching genetic algorithm 
(NGA) based on tournament selection as a 
global search method and the best infeasible 
individual replacement scheme as local 
search operator. NGA effectively promotes 
the diversity in its population and local 
search model remarkably accelerates the 
convergence speed of the HCMOEA.  

In [67], a fuzzy simplex genetic algorithm 
(FSGA) is developed. The proposed method 
uses fuzzy dominance concept and simplex-
based local search method  
[68] for solving continuous MOPs. The 
performance of the FSGA is more effective 
than NSGA-II [14] and SPEA2 [36] on ZDT 
test problems.  

A Pareto Following Variation Operator 
(PFVO) is used in NSGA-II [14] an 
additional operator and designed hybrid 
NSGA-II in [69]. PFVO takes the available 
objectives values in the current 
nondominated front as inputs and generates 
approximated design variables for the next 
front as the output. The Proposed algorithm 
has obtained much better set of optimal 
solutions to ZDT test problems [44]. PFVO 
is also used in SPEA2  
[36] and in regularity model-based 
multiobjective estimation of distribution 
algorithm (RM-MEDA) [70] and suggested 
its hybrid algorithms in [71]. Experimental 
analysis raveled that both hybrid algorithms 
PFVO has enhanced the convergence ability 
of SPEA2 [36] and RM-MEDA [70] on ZDT 
test problems [44, 53].  

Recently, hybrid version of Archive-based 
Micro Genetic Algorithm (AMGA) [72] is 
developed in [73]. In this algorithm, SQP is 
used as a mutation operator genetic mutation. 
The inclusion of SQP speeds-up the search 
process of the proposed hybrid AMGA. 
Hybrid AMGA has found global Pareto-
optimal front and the extreme solutions on 
most CEC’09 test instances [48]. In [74], the 
functional-specialization multi-objective 
real-coded genetic algorithm (FS-MOGA) is 
proposed. FS-MOGA adaptively switched 
two search strategies specialized for global 
and local search. This algorithm chooses an 
individual from the current population at 
random. If the chosen individual is a non-
dominated solution, then it executes the local 
search procedure. Otherwise, it performs the 
global search procedure.  
In [75], a hybrid NSGA-II is developed to 
deal with engineering shape design problems 
with two conflicting objectives: weight of the 
structure and maximum deflection of the 
structure. This algorithm used hill climbing 
local search method.  
In [76, 77], hybrid strategy based on two-
stage search process is developed for solving 
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many-objective optimization. The first stage 
of the search is directed by a scalarization 
function and the second stage by Pareto 
selection enhanced with adaptive ǫ-Ranking.  
In [78, 79], a hybrid version of NSGA-II [14] 
called NSS-GA is proposed for solving ZDT 
test problems  
[44] and DTLZ [53] test problems. NSS-GA 
used two direct search methods, Nelder and 
Mead’s method [68] and golden section 
algorithm, for improving.  
A new hybrid MOEA, the niched Pareto tabu 
search combined with genetic algorithm 
(NPTSGA) is presented dealing with multi-
objective optimization problems [80]. The 
NPTSGA is developed on the thoughts of 
integrating genetic algorithm (GA) with the 
improved tabu search (TS) based MOEA, 
niched Pareto tabu search (NPTS). The 
proposed NPTSGA is then tested through a 
simple test example and compared with other 
two techniques, NPTS and niched Pareto 
genetic algorithm (NPGA). Computational 
results indicate that the proposed NPTSGA is 
an efficient and effective method for solving 
multi-objective problems.  
A hybrid algorithm with on-line landscapes 
approximation for expensive MOPs, called, 
ParEGO is developed in [81, 82]. ParEGO is 
an extension of the single-objective efficient 
global optimization (EGO) [83]. It uses a 
design-of-experiment inspired initialization 
procedure and learn a Gaussian processes 
model of the search landscape, which is 
updated after every function evaluation. 
ParEGO generally outperformed NSGA-II 
[14] on the used test problems. 
 
2.3. Enhanced Versions of MOEA/D  

Recently, an efficient framework known as 
MOEA/D: multiobjective evolutionary 
algorithm based on decomposition, is 
developed in [84]. This generic algorithm 
bridges decomposition techniques and 
evolutionary algorithms. MOEA/D 

decomposes a MOP into many different 
single-objective sub problems (SOPs) and 
defines neighborhood relations among these 
sub problems. The objective of each sub 
problem is a weighted aggregation of the 
original objective functions. Each SOP is 
optimized by using information, mainly from 
its neighborhood sub problems. The SOPs in 
one neighborhood are assumed to have 
similar fitness landscapes and their respective 
optimal solutions are most probable be close 
to each others. This section provides some 
latest versions of MOEA/D [84].  

In [85], 2-opt local search method is 
combined with MOEA/D [84] and tested on 
multiobjective traveling salesman problems 
(m-TSPs).  

Two neighbourhoods are used and a new 
solution is allowed to replace a very small 
number of old solutions in [86]. The 
proposed algorithm denoted by MOEA/D-
DE and tested on continuous test MOPs with 
complicated PS shapes [86]. MOEA/D-DE 
has shown much better algorithmic 
improvement than NSGA-II [14].  

Recently, another important version of 
MOEA/D [84], called massively multi-
topology sizing of analog integrated circuits 
is developed in [87]. In this version, each sub 
problem records more than one solution to 
maintain diversity.  

In [88], an idea of simultaneously using 
different types of scalarizing functions in 
MOEA/D is proposed aimed to overcome the 
difficulty in choosing an appropriate 
scalarizing function for particular 
multiobjective problem. Weighted sum and 
the weighted Tchebycheff are used as 
scalarizing functions. Two implementation 
schemes of the proposed idea are examined 
in this paper. One is to use multiple grids of 
weight vectors where each grid is used by a 
single scalarizing function. The other is to 
use different scalarizing functions in a single 
grid of weight vectors where a different 
scalarizing function is alternately assigned to 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 379



each weight vector. The effectiveness of 
these implementation schemes was examined 
through experiments on multiobjective 0/1 
knapsack problems with two, four and six 
objectives. Experimental results showed that 
the simultaneous use of the weighted sum 
and the weighted Tchebycheff outperformed 
their individual use in MOEA/D.  

Another important extension of MOEA/D 
called MOEA/D-EGO, the Gaussian 
stochastic process model for expensive 
multiobjective optimization is proposed in 
[89]. At each iteration, in MOEA/D-EGO, a 
Gaussian stochastic process model for each 
subproblem is built based on data obtained 
from the previous search, and the expected 
improvements of these subproblems are opti-
mized simultaneously by using MOEA/D for 
generating a set of candidate test points. 
Further, MOEA/D assisted by metamodel-
Gaussian random field metamodel  (GRFM) 
was proposed in [90].  
Competition and adaptation of search 
directions are incorporated in MOEA/D and 
its effective hybrid version called EMOSA is 
developed in [91]. In EMOSA, the current 
solution of each sub problem is improved by 
simulated annealing with different 
temperature levels. After certain low 
temperature levels, to approximate various 
parts of the PF, a new method to tune the 
weight vectors of these aggregation functions 
is suggested. Contrary to the original 
MOEA/D, no crossover is performed in this 
hybrid approach. Instead, diversity is 
promoted by allowing uphill moves 
following the simulated annealing rationale.  
In [92], MOEA/D with NBI-style 
Tchebycheff approach is developed. The new 
style Tchebycheff approach replaces the 
already used weighted sum approach and 
Tchebycheff approach. The proposed algo-
rithm deals with disparately scaled objectives 
of constrained portfolio optimization 
problems effectively.  
In [93], an enhance version of MOEA/D [84] 

is established. In this algorithm, 1) DE 
operator replaced with a guided mutation 
operator for reproduction, 2) a new update 
mechanism with a priority order is proposed. 
The update mechanism can improve 
MOEA/D’s performance when the SOPs 
obtained by decomposition are not uniformly 
distributed on the Pareto font. Finally, the set 
of test instances for the CEC’09 competition 
is used for evaluating the performance of the 
various combinations of these mechanisms in 
developed approach.  
A novel multiobjective particle swarm 
optimization based on decomposition 
algorithm developed in [94]. In algorithm, 
PSO coupled with MOEA/D [84] for solving 
continuous problems.  
An adaptive mating selection mechanism 
(AMS) is introduced in MOEA/D and the 
resultant version is called MOEA/D-AMS. 
AMS consist of controlled subproblems 
selection scheme (CSS) and matting pool ad-
justment (MPA). The CSS assigns the 
computational efforts to different 
subproblems. The MPA mates individuals 
with those who are close on the decision 
space so that small change of gene values can 
be achieved, which are required at the late 
stage of evolutionary process.  

A new improved version of MOEA/D [84] 
called, TMOEA/D is developed. TMOEA/D 
utilizes a monotonic increasing function to 
transform each individual objective function 
into the one so that the curve shape of the 
non-dominant solutions of the transformed 
multi-objective problem get close to the 
hyper-plane whose intercept of coordinate 
axes is equal to one in the original objective 
function space. In [95], two mechanisms are 
introduced. Firstly, a new replacement 
mechanism to maintain a balance between 
the diversity of the population and the 
employment of good information from 
neighbors; secondly, a randomized scaling 
factor of DE is adopted in order to enhance 
the search ability of MOEA/D-DE [86] on 
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real-world problem, the sizing of a folded-
cascade amplifier with four performance 
objectives.  

In [96], a new version of MOEA/D [84], 
called (MOEA/DFD) is developed. The 
proposed algorithm introduced a fuzzy 
dominance concept for comparing two 
solutions and used scalar decomposition 
method when one of the solutions fails to 
dominate the other in terms of a fuzzy 
dominance level. MOEA/DFD outperforms 
other MOEAs.  

In [97], an interactive version of the 
decomposition based multiobjective 
evolutionary algorithm (IMOEA/D) is 
proposed for interaction between the decision 
maker (DM) and the algorithm. During the 
stage of interaction, IMOEA/D presents 
preferred sub problems to DM to choose 
their most favorite one, and then guided the 
search to the neighborhood of selected sub 
problems. IMOEA/D used the utility 
function which is modeled in [98]. The used 
utility function simulates the responses of the 
DM in IMOEA/D implementation. 
IMOEA/D has been handled the preference 
informations very well and successfully 
converged to the expected preferred regions.  

Very recently, the behavior of MOEA/D is 
examined on multiobjective problems with 
highly correlated objectives in [99]. The 
performance of MOEA/D is severely 
degraded while SPEA 2 [36] and NSGA-II 
[14] had offered good behaviors on highly 
correlated objectives.  

In [100], a novel method called Pareto-

adaptive weight vectors (paλ) is proposed. 
This method automatically adjusts the weight 
vectors in MOEA/D [86] which are 
associated with each subproblem. The algo-
rithm, called, multiobjective optimization by 

decomposition with (paλ) is tested on 
continuous test problems [44, 53] in 
comparison with simple MOEA/D [84] and 
NSGA-II [14] on each test problem.  

The paper in [101], studies the effects of 
the use of two crossover operators in 
multiobjective evolutionary algorithm based 
on decomposition with dynamical resource 
allocation (MOEA/D-DRA) [102] for multi-
objective optimization. The two crossover 
operators used are, simplex crossover 
operator (SPX) and center of mass crossover 
operator (CMX). The use probability of each 
operator is updated dynamically based on its 
corresponding successful reward. The 
experimental results showed that the use of 
two crossover operators in MOEA/D-DRA 
[102] can improve its performance on most 
of the CEC’09 test instances [48].  
A combination of MOEA/D and NSGA-II 
for dealing with multiobjective CARP (MO-
CARP) is proposed in [103]. The MO-CARP 
is a challenging combinatorial optimization 
problem with many real-world applications, 
e.g., salting route optimization and fleet 
management. The proposed memetic 
algorithm (MA) called decomposition-based 
MA with extended neighborhood search (D-
MAENS) has shown better performances 
than NSGA-II [84] and and the state-of-the-
art multiobjective algorithm for MO-CARP 
(LMOGA) [104].  
In [105], a hybrid evolutionary 
metaheuristics (HEMH) is presented. It 
combines different metaheuristics integrated 
with each other to enhance the search ca-
pabilities. In the proposed HEMH, the search 
process is divided into two phases. In the first 
one, the hybridization of greedy randomized 
adaptive search procedure (GRASP) with 
data mining (DM-GRASP) [106, 107] is 
applied to obtain an initial set of high quality 
solutions dispersed along the Pareto front 
within the framework of MOEA/D [84]. 
Then, the search efforts are intensified on the 
promising regions around these solutions 
through the second phase. The greedy 
randomized pathrelinking with local search 
or reproduction operators are applied to 
improve the quality and to guide the search 
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to explore the non discovered regions in the 
search space. The two phases are combined 
with a suitable evolutionary framework 
supporting the integration and cooperation. 
Moreover, the efficient solutions explored 
over the search are collected in an external 
archive. The HEMH is verified and tested 
against some of the state of the art MOEAs 
[84, 36, 14, 108] using a set of MOKSP 
instances used in [88] and in [84]. The 
experimental results indicated that the 
HEMH is highly competitive and can be 
considered as a viable alternative.  
A new evolutionary clustering approach 
called k-mean algorithm based on multi-
objective evolutionary algorithm based on 
decomposition (MOEA/D) [84] is developed 
in [109]. It optimizes two conflicting func-
tions of data mining in its recent literature. 
One is snapshot quality function and the 
other is the history cost function. The 
experimental results demonstrated signif-
icantly better results than evolutionary k-
mean (EKM) method.  

In [110], a framework for continuous 
many-objective test problems with arbitrarily 
prescribed PS shapes is presented. Then the 
behavior of two popular MOEAs namely 
NSGA-II [14] and MOEA/D [84] are studied 
on the designed continuous test problems. 
The authors are hoped that it will promote an 
integrated investigation of MOEAs for their 
scalability with objectives and their ability to 
handle complicated PS shapes with varying 
nature of the PF.  

2.4. Multimethod Search Approaches  

A multialgorithm genetically adaptive for 
single objective optimization (AMALGAM-
SO) is developed in [145]. This algorithm 
simultaneously combines the strengths of the 
covariance matrix adaptation (CMA) 
evolution strategy [146], genetic algorithm 
(GA) and particle swarm optimizer (PSO). It 
implements a self-adaptive learning strategy 

and automatically tune the number of 
offspring allowed to be produced by each in-
dividual algorithm based on their 
reproductive success at each generation. 
AMALGAM-SO has been tested on CEC’05 
test bed of single objective optimization 
problems [147].  

In [148], an improved version of the 
AMALGAMSO is developed for dealing 
multiobjective optimization called 
AMALGAM-MO. It blends the attributes of 
the best available individual search 
algorithms, NSGAII [14], PSO [111], DE 
[128], adaptation Metropolis search (AMS) 
[149]. AMALGAM tested on 2objectives 
ZDT test problems [44].  

A novel multi-objective memetic 
algorithm, called multi-strategy ensemble 
multi-objective algorithm (MS-MOEA) is 
proposed in [150]. In MS-MOEA, the 
convergence speed is accelerated by new 
offspring creating operator called adaptive 
genetic and differential mechanism (GDM). 
A Gaussian mutation operator is employed to 
cope with premature convergence. A 
memory strategy is proposed for achieving 
better starting population when a change 
taken place in dynamic environment. MS-
MOEA has been tested on dynamic 
multiobjective optimization problems.  

To deal with dynamic multiobjective 
optimization, a new co-evolutionary 
algorithm (COEA) is proposed in [151]. It 
hybridizes competitive and cooperative 
mechanisms observed in universe to track the 
Pareto front in a dynamic environment. The 
main idea of the competitive-cooperative co-
evolution is to allow the decomposition 
process of the optimization problem to adapt 
and emerge rather than being hand-designed 
and fixed at the start of the evolutionary 
optimization process. COEA is tested in 
comparison with CCEA [152], NSGA-II 
[14], and SPEA2 [36] on real valued test 
problems.  

A multi-objective hybrid optimizer 
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denoted by MOHO is presented in [153]. 
MOHO combines three MOEAS, SPEA 2 
[36], a multi-objective particle swarm 
(MOPSO) [154], and NSGA-II [14] for 
dealing MOPs. MOHO favors automatically 
the individual search algorithm that quickly 
improves the Pareto approximation of the 
MOP. MOHO grades each algorithm based 
on five suggested improvements criteria 
during its course of evolution.  
 
In [155], the feasibility study for integration 
of two methods: MOEA/D [7] and NSGA-II 
[4] in the proposed multimethod search 
approach (MMTD) is performed. MMTD 
allocated population dynamically to both its 
constituent algorithms, MOEA/D [84] and 
NSGA-II [14], based on their individual 
performance during its evolutionary process. 
MMTD is tested on two different test suites 
problems, the ZDT test problems [44] and 
the CEC’09 test instances [48]. The final best 
approximated results illustrates the 
usefulness of MMTD dealing with 
multiobjective optimization (MO). 
  
In [156], the author combined two different 
types MOEAs and developed a hybrid 
method, called MMTD. In MMTD, the 
whole search is divided into a number of 
phases. At each phase, MOEA/D and NSGA-
II are run simultaneously with different 
computational resources based on their 
respective performances at the current phase 
of MMTD and the computational resources 
of the next phase are allocated to MOEA/D 
and NSGA-II.  The effectiveness of MMTD 
is tested on two test suites of continuous 
multi-objective optimization test problems.  

3. Summary  

Firstly, this paper provided a general 
mathematical formulation to MOP and some 
important basic definition.  

Secondly, this paper presented the literature 
review of some state-of-the-art hybrid 
evolutionary algorithms. Our literature 
review is organized as follows: Subsection 
2.1 local search based MOEAs; Subsection 
2.2 provides some hybrid versions of well-
known MOEAs Based on Pareto Dominance; 
Subsection 2.3 includes the enhanced 
Versions of MOEA/D paradigm; Subsection 
2.4 multi-method search approaches. 
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Abstract  

In a traditional multitier applications performance 
bottlenecks can be in user interactions level or network 
latency or data access or business logic level.  The 
solutions as changes or tuning parameters can be applied 
at architect, design, framework or algorithm or at coding 
level. This paper highlights an inquisitive, experimental, 
top down, tear apart, drill down and analytical approach 
across two aspects one across end to end process flow 
and data flow on those specific use cases or scenarios 
requiring performance improvement and another across  
layers of abstraction like architecture, framework, 
design, logic and coding. Re engineering for 
performance gain requires identifying hot spots on both 
aspects viz which architectural, design decision or which 
processing or data flow stage is having performance 
issue.  Once identified one can further drill down and 
identify root cause and also can find solution as a 
change.  To help the application owner in decision 
making process, the analysis outcome should have tuning 
parameters, relationship between them, optimum values, 
tradeoffs on each changes, effort, risks, cost and benefits 
for incorporating each change.  Following the above 
mentioned approach on a system in production with large 
enterprise we could drill down to a rectangular 
hyperbolic or reciprocal relation between elapsed time to 
transport all records retrieved from a query and the 
number of records being pre fetched (pre fetch size) and 
cached in the data base client application by the database 
driver in each trip. Because of the reciprocal nature , we 
could observe that when the pre fetch size is low drastic 
reduction in elapsed time could be obtained even for a 
small increase in pre fetch size, whereas when the pre 
fetch size is high the gain in performance is not so 
significantly high even for larger increase in pre fetch 
size.   

Keywords: Pre fetch size, JDBC, Query result set, 
rectangular hyperbolic relation, data transportation 
time, network hops. 

Introduction 

There is growing need and challenges to re 
engineer existing business applications in 
production to improve on quality attributes like 
performance and scalability.  Business applications 
systems built without focusing on non functional 
requirements or quality attributes and their future 
growth in demand are facing the need and 
challenges of reengineering for improving quality 
attributes.  Some quality attributes like reliability 
requirement may not change or increase over a 
period of time but performance and scalability 
demand may increase due to increasing number of 
concurrent users of the system or increasing data 
volume which needs to be processed by the system.    
Among a large set of different business applications 
though there may be many reasons for performance 
bottlenecks in traditional n tier system, the most 
common performance bottleneck area could be in 
data access layer or avoidable high memory 
footprint of the application. 

A general approach to re engineer for performance 
improvement is to elicit and extract the 
implemented architect and design. Understand the 
various stages of process and data flow focusing on 
those scenarios or use cases for which performance 
gain is required. One can time profile across 
various processing and data flow stages to identify 
hot spots and can further drill down in to details 
with experimentation and measurements to identify 
root cause.  Once root cause is known solutions can 
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be found as changes.  Changes can be at various 
levels of abstractions like at architecture, design, 
logic etc. Estimates of performance gain, effort 
required for incorporating each change, tradeoffs 
for each changes will help the application owner to 
decide on cost benefit and other impacts to 
incorporate each recommended changes. Such 
analytical or experimental relations between tuning 
parameters will be greatly helpful because such 
relations need not be specific to particular 
application but can be generic and same analytical 
relations can be reused for tuning similar 
applications with similar environment in which 
such relations are valid.  

Re engineering for performance gain and 
quantitative analysis both experimental and 
analytical on data transportation between 
application server and database done on a java j2ee 
banking application for bank's customers to view 
online reports related to their assets under banks 
custody is detailed here as a case study application. 
The outcome of the case study as a reciprocal 
relationship between total time (T) to transport 
query results of N records and the pre fetch size (f) 
is discussed. Though the relation between T and f 
may have other factors, we could approximate to 
the reciprocal relation and rectangular hyperbolic 
trend as a dominant factor. 

1. Need for performance 
enhancements 

Many enterprises had over the years built software 
applications to meet their operational, transactional 
or for customer services. Over the period of time, 
the load in terms of number of users or size of data 
being processed had grown but the built system had 
not scaled proportionately. This resulted in low 
performance of the application and or its inability 
to scale to meet the increasing demand.  Some of 
the reasons any enterprise in general or banking 
and financial sector to opt for performance or 
scalability enhancements of their applications are 
listed below. 

1. The technical and application architecture 
would not have been planned 
appropriately taking in to account the non 
functional requirements properly as the 
development team would have focused 
primarily on functional requirements.  
Other common reason could be that the 

system might have evolved over few years 
in ad hoc manner rather than planned, 
architected, well designed and built.  

2. The load in terms of number of users or 
number of files or number data records to 
process would have increased recently but 
the system could not meet new increased 
load. 

3. The load in terms of size of file and or size 
of messages to process would have 
increased recently. 

4. Additional functionalities were or needed 
to be rolled out but the system could not 
perform or scale to the additional 
functional needs.  

2. Common Non Functional 
Requirements which can change 
with time with higher demand  

For many business applications, the demand for 
some quality attributes or non functional 
requirements like reliability may not change over a 
period of time whereas demand for other quality 
attributes like performance may increase with time. 
The three most common qualities of service, the 
demand for which can increase over a period of 
time with some illustrative examples are 

2.1 Performance  

a. User response time in the case of 
interactive applications or  

b. Processing time in case of batch 
(non interactive) applications. 

2.2 Scalability  

2.1.1. Number of online concurrent users 
to support in the case of interactive 
applications.  

2.1.2. Number of records or files or messages 
to process in the case of batch 
applications. 

2.1.3. Size of file or size of message being 
processed. 

2.2. Throughput  
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For example number of work items completed 
over period of time. Work items for example can 
be number of trades to be prized or number of 
trades to be settled or number of transactions to be 
completed or number of pairs of records to be 
reconciled.  

3. Possible performance problem 
areas 

In traditional N tier client application server 
database server enterprise business applications, 
performance bottlenecks can be in any or more of  

3.1. Inefficient data access from database 

3.2. Inefficient data transport between client and 
application server or application server and 
database 

3.3. Inefficient I/O operations like file I/Os 

3.4. Network latency 

3.5. Inefficient application logic and inefficient 
algorithms 

3.6. Resource contention like contention for CPU 
and memory as clients or user sessions, 
server executables or threads waiting for 
their turn for these resources  

3.7. Higher memory foot print or frequent 
memory page faults resulting in higher 
percentage of disk based I/O. 

Above are not comprehensive but common 
performance bottlenecks.   Among these inefficient 
data access and inefficient data transport from 
database are the most common cause of 
performance bottlenecks in many applications. 

4. General approaches to reengineer 
for performance optimization. 

Assume that a banking enterprise engages a 
software services vendor to enhance the 
performance of its existing web client-application 
server-data base tiered application in production. 
Though there can be multiple ways and approaches 
any vendor can adopt, following describes one 
possible approach and steps to reengineer the 
application to improve on performance. 

4.1. Elicit and enumerate the list of scenarios and 
use cases which are having low quality of 
services such as low performance and get a 
scope of problem areas. 

4.2. Elicit and understand the implemented 
architecture, high level design, high level 
data and process flow and get a high level 
bird’s eye view of functional, technical, 
process and data flow overview.   

4.3. Breakup the high level flow in to various 
smaller processing stages. Instrument the 
code or use profilers and tools and do test 
run to record elapsed time breakups across 
various stages of the application flow. 

4.4. Identify where maximum time is spent 
across various stages. 

4.5. Identify list of root causes for the 
performance bottlenecks within identified 
low performing stages 

4.6. Find solution as changes to rectify the root 
causes.  

4.7. Changes can range from simple parameter 
changes to changes at code, logic design and 
at architecture level.   

4.8. Measure or estimate benefits for each 
parameter changes and get a quantitative and 
analytical detail on each parameter. 

4.9. Parameters don’t impact the performance in 
isolations and changes in one parameter may 
influence the benefit derived due to changes 
made in other parameters.    

4.10. For each change identified as a solution to 
improve performance, estimate 
quantitatively or qualitatively the following 

4.10.1. Tradeoffs 

4.10.2. Cost of applying the changes and 
benefits if the changes are incorporated 

4.10.3. Risks associated with each change.  

4.10.4. For example using memory caching to 
store all application data instead of 
persistent database can be a suggested 
change to improve performance, but the 
trade off are  
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4.10.4.1. Between performance and scalability 
to high data volume. 

4.10.4.2. Licensing cost of the caching product 
and cost for the effort to change and 
test. 

4.10.4.3. Risk of reliability in terms of data loss 
if there are system crashes/failures and 
if there are no failover recovery 

mechanism implemented for data in 
volatile memory. 

 

5. Various levels of performance 
problems and solutions 

The problem and solution can be at various levels 
of abstraction as given below.  

Table 1: Illustrative performance problems at various levels and sample solution of a typical multi tiered application 

Levels of abstraction   Example problem areas  Example change scenarios to gain 
performance 

Architecture level Disk based I/O Caching can be used to reduce latency. 
Application access data from remote 
locations 

Deployment architecture can be 
changed to co-locate application and 
data in same geography to avoid 
networked data access. 

User responses found to slow down, 
when large number of simultaneous 
users made request or processing time 
slows down when large number of 
data records has to be processed. 

Request processing can be parallelized 
by more server instances and load 
balancing.  If processing of one data 
record is independent of other data 
record, then data records processing 
can be parallelized by many server 
instances.   

Design level I/O and CPU are sequential though 
there is opportunity to do both 
concurrently. 

Threads can be used to concurrently do 
I/O and processing  

Framework level Framework has too many layers:  
Assume that the used framework 
introduced too many layers of 
indirection and data conversion and 
transportation.  For example used 
framework marshals and un marshal’s 
data across network, converts data 
from flat file to XML to java object to 
data base objects using ORM (object 
relational mapping software).   

More appropriate framework can be 
chosen to avoid or minimize data 
marshalling, un marshalling, 
conversions and transportations. 

Logic level Used algorithm is inefficient Algorithm can be changed to be more 
efficient and optimal. 

Coding level Loop invariants: Reading end of day 
currency exchange rate in a million 
trade record loop to convert price of 
each trade from Euro to US$. 
 

Onetime currency exchange rate can be 
read outside the trade record loop and 
the read value can be used inside the 
loop, i.e. loop invariant statements can 
be taken outside loop to avoid repeated 
execution. 
 

Resource contention:  For example 
process or threads waiting more than 
required duration for a shared resource 
like data base connectivity.  Another 
example is inefficient resource locking 
and release mechanism among 
multiple process or threads. 

Resource management can be 
optimized: Resources like database 
connection or locks can be released 
immediately after use.  Resource pools 
like connection pool or thread pools 
can be used to minimize time on 
resource re recreation every time. 

Resource/Infrastructure 
consumption/utilization 
level 

Un optimal resource utilization: 
Assume that the system has 2 CPUs or 
the system is a dual core system and 
there are 2 stages of data processing in 

The strategy can be changed to spawn 2 
instances of process A to run in parallel 
to complete stage 1 first and then to 
spawn 2 instances of process B to run 
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an application and the application 
spawned 2 processes A and B spawned 
to run a process in each of the CPU. If 
the total time is 3 hours and if 1st stage 
is processed by process A and is 
finished in first 1 hour, then remaining 
2 hours only one among 2 CPUs are 
being consumed wasting 1 CPU 
resource for 2 hours.   

stage 2, thereby consuming both the 
CPU resource during the entire duration 
of execution to maximize resource 
utilization effectively. 

High memory footprint: Assume that 
the designed system’s memory foot 
print of each user/session is avoidably 
high and because of accumulating 
memory when 50+ users logged in, the 
application slows down due to very 
high memory usage. 

Memory footprint can be reduced to as 
minimum as possible for each 
user/session so that the side effects of 
high memory consumption slowing 
down system performance can be 
minimized. 

 

6. Quantitative estimation and impact 
study of performance gain from 
multiple causes and respective 
solutions 

There can be multiple causes and multiple solutions 
for each cause to the given performance problem.  
Many applications in general may have 
performance bottlenecks due to various reasons at 
various levels and stages and performance gain is 
possible from respective solutions.  Thus the 
opportunity to make changes and gain performance 
may be scattered at multiple points from beginning 
of processing to end of processing throughout the 
application.  For example following changes 
specific to a specific application may yield 
performance benefits. Co locating database and 
application server, few core logic changes, data 
writes changes to batch writes and data read 
changes to reduce number of round trips between 
application server and database server.  

Each of the above changes may bring some 
performance benefits. It is essential to analyze, 
model, measure or estimate quantitatively the 
amount of performance gain each change may 
yield, the tradeoffs with each changes, the cost and 
effort of each changes, relative benefits, risks of 
introducing bugs and functional and operational 
impacts has to be studied.  According to the 
analysis and impact study outcome, 
implementation of proposed changes can be 
undertaken. Thus the recommendation should not 
only contain solutions or tuning parameters or 
changes and benefits but also should provide 
adequate support data like quantitative benefits 

(performance gain) achievable by each change, 
tradeoffs, effort, cost of making those changes, 
complexity, risks for each change so that customer 
get adequate information from the 
recommendations to do cost benefit analysis and 
make an informed and calculated decision.  

7. Management issues and cost benefit 
analysis 

Most of the time performance issues are identified 
at much later stage of developments like  

7.1. During load and volume testing  

7.2. Unexpected peak demand during production 

Thus performance engineers are left with limited 
options of 

7.3. Limited timelines to fix the performance 
issue 

7.4. Constrained to make only minor 
architectural or design changes or deviations 
as larger changes may require  

7.4.1. Longer testing cycles 

7.4.2. Higher risk of introducing regression 
bugs. 

7.4.3. Higher effort and hence requires more 
time for the change 

7.4.4. Longer effort and hence higher cost of 
change 
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7.4.5. Larger change to the existing system 
implies low realization of return on 
investments made on the existing 
system. 

7.5. Engineers can make only limited technical 
changes  

7.5.1. Which requires less effort in terms of 
time and manpower  

7.5.2. Less risk in terms of breaking 
functionalities or causing new 
functional bug. 

7.5.3. Lower cost by avoiding new third party 
products, licenses or IPs 

8. Case study illustrating approach, 
drill down to root causes, change 
parameters and relationship 
between parameters.  

Below sections illustrates with a case study 
application, how a top down approach described 
above has identified data access as a cause. How a 
further breakup of data access in to smaller stages 
within data access pointed to data transportation 
and how a further drill down in to data 
transportation pointed to low pre fetch size (record 
numbers) as one of root causes for slow 
performance. How further quantitative analysis 
could explore a reciprocal or hyperbolic relation 
between total time to fetch records and pre fetch 
size and thereby optimum pre fetch size that can be 
recommended to resolve the performance issue.  

8.1. About the case study application 

8.1.1. Functional description 

The bank acts as a custodian of assets deposited in 
the bank by their customers or account holders. The 
case study application facilitates bank’s customers 
to view through web browser across internet and 
through bank’s portal various reports of their assets 
like positions, balances, corporate actions of 

companies where bank’s customers had invested in, 
their NAV, interest income etc. 

8.1.2. Scenarios or use cases having low 
performance  

The graphical user interface has many links for 
user to click and view reports with one link for a 
report. The response time to view majority of the 
reports in a browser was about 1.5 to 2 minutes and 
the bank’s expectation or requirement is below 10 
seconds response time.  A response time of less 
than 3 to 6 seconds will be the expectations as a 
better user experience. 

8.1.3. High level view of the system 

Architecturally this is a 3 tier web application with 
the following technology stack. 

• JavaScript, JSP, HTML, SmartClient for 
presentation layer 

• Java application deployed in BEA 
WebLogic application server. 

• Data base is Oracle and Oracle global data 
warehouse. 

• Data access mechanism is through Java 
JDBC APIs 

The deployment used and data flow is shown in 
figure 1 below. 

 

 

 

 

 

 

 

 

 

Fig 1: Existing deployment view and data flow
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App Server Master Database Server

Web Client

Online Reports to Customers/users

Performance Bottlenecks are in 
i. Low fetch size
ii. Networked Data Access
iii. Avoidable Data Transports 

for temporary staging of 
results in staging database

Staging Database Server

Location: 1
Asia

Location: 2
Europe

Location: 3
Europe

Request

1 to 5 is the data flow sequence after each request

2

3

4
5

1

Data flow sequence to serve any user request for 
reports is depicted in figure 1.  Application server 
fetches data records from global data centre in 
Europe (location 3) and first 500 records are 
temporarily parked in a staging data base in another 
different country in Europe (location 2).  Using a 
generated SQL query as per user requests to further 
filter the data application server in Asia (location 1) 
fetches data records and presented as reports to the 
user browser.  

8.2. Breakup of various stages in the end 
to end process flow in the system 

From the time user login and enters requests for 
some report the flow is divided in to various stages 
as shown in figure 2.  The flow depicted is 
common across all reports. Some of the use cases 
are 

• User creates and stores an input template 
form, which can be used to input 
parameters for the report. 

• User either uses a template created earlier 
or gives input in new form and retrieves a 
report. 

 
Fig 2: Blocks of processing stages
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The elapsed time taken for each stage for various 
reports is measured by code instrumentations and 
profiling by manual code changes to log time 
differences across various processing stages. Most 
of the reports size is about 500 records or limited to 
500 records while few summary reports are of size 
less than10 records. The measured response time to 
view various reports of size 500+ records ranged 
from 1 minute to 2 minutes. 

8.3. Inference from deployment architecture and 
time measured across various stages in process 
flow 

From the measured elapsed time for each stage 
depicted in figure 2 and across various stages in 
process flow, we could observe that higher  

proportion of time was spent on data access from 
database in data centre and from staging database 
i.e. stage 6, 7, 9 and 10 in figure 2.  

From the deployment architecture in figure 1, we 
could see that application server where the data 
was retrieved and processed was located at 
different geography from where the data base was.  
Network latency added delay in data access which 
could be reduced by about one half as measured in 
the case study by co locating application server and 
database. 

Figure 3 gives further breakup of time between 
query execution and iteration through result set and 
retrieval of all records.  

 

 

 

Fig: 3a: Stored procedure execution time and result set retrieval 
time. Result set has about 502 records. 

Figure 3 shows time measured in two stages as 

1. Stage 1: Time to execute a callable 
statement and obtaining a [1]ResultSet, i.e. 
stored procedure execution time as 
measured to execute a Java statement 
resultSet = cstatement.executeQuery() ; 

2. Stage 2: Time to iterate through the above 
ResultSet and extract all data records as 
java objects, i.e. result set retrieval time as 
measured to iterate through result set and 
retrieval of all data records as Java 
objects.  i.e. the Java statement  

Fig: 3b: Stored procedure execution time and result set 
retrieval time. Result set has about 5 records. 

while ( resultSet.next() ) { //code to extract 
field objects from result set object } 

From the query execution time and results set 
retrieval time breakups in figure 3 we could see 
that, when number of records ( 502) are more 
(figure 3A), data record retrieval from result sets 
takes higher proportion of time compared to query 
execution time.  When the number of records (5) is 
less (figure 3B), query execution time is of higher 
proportion compared to retrieval time.  For the case 
study application majority of reports are about 
500+ records as in figure 3A.  Thus at entire 
application level data retrieval (transport) 
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consumes higher proportion of time than query 
execution as well as any other operation or process.  

Thus any effort on query optimization and database 
tuning for this application is not going to give any 
considerable performance benefit. Hence the focus 
of optimization in this application should be on 
optimizing on data transportation and reducing 
number of round trips between application and the 
database server rather than on the SQL query 
optimization.  

Having narrowed down to data transport as a cause 
for delay, let us focus on overall data 
transportations scenarios in the case study 
application. From the process breakup (figure 2) 
and dataflow diagram (figure 1), we could see that 
for the purpose of doing further advanced filtering 
of data from already retrieved data records using 
SQL queries, data are again stored in a staging 
database. Based on user entered filter criteria a 
query is formed and filtered data is retrieved from 
staging database.  This staging of data in another 
temporary database adds additional write to and 
read from staging data base adding to avoidable 
delays in data transport.  This is a case of logical 
inefficiency because further advanced filtering can 
be done without staging the data in staging 
database. 

8.4. Further drill down on data 
transportation to isolate root cause for 
higher data transportation time 

8.4.1. Pre fetching rows from database 
to application server  

In general a SQL query ResultSet object (a  Java 
JDBC object in application layer)  may point to 0 
or 1 or thousands or even millions of records which 
needs to be pulled from database by iterating 
sequentially through the ResultSet using 
resultSetObject.next() call. When a SQL query is 
executed in a database through Java JDBC APIs 
running inside any application server, almost all 
database drivers also called as resource adopters 
have a feature to pre fetch more than just one 
database record to the ResultSet object of the 
application even if the request is to iterate and 
extract one single next record.  Subsequent call or 
execution of the statement “resultSetObject.next()” 
will extract from pre fetched data records from 
resultSetObject and not from database server to 

avoid transportation delay across network between 
application server and the database server.  Oracle 
has a default pre fetch size of 10 records and 
Sybase has 20 records.  

8.4.2. Configuring pre fetch size  

JDBC APIs like setFetchSize(int size) or 
configurations through application servers are only 
recommendations to the database driver and the 
driver may or may not enforce the 
recommendations. The JDBC APIs to get the pre 
fetch size i.e. getFetchSize() can give only the 
recommended value and not the effective value 
actually used by the driver.   

8.4.3. How to identify effective pre fetch 
size 

A simpler and practical way to know what is the 
effective pre fetch size is to measure the time taken 
to iterate through and retrieve each record and plot 
this series of time to fetch consecutive single 
record from ResultSet object against the sequence 
number of each consecutive record retrieved and 
look for peaks in the series.  The peak occurs when 
all the pre fetched and cached records in result set 
object were already retrieved and to retrieve the 
requested record, the driver program has to fetch 
next set of records from database server and not 
from the local cache in result set object 

Figure 4 shows the elapsed time to extract each 
consecutive record in the case study application, 
i.e. time to execute the statement 
“resultSet.next()” which is inside a while loop as 
in the code section below.  

resultSet = cstatement.executeQuery() ;  //stored 
procedure execution time 

while( resultSet.next() ) {     // record retrieval time 
plotted in Y axis and loop index in X axis 

  //code to extract java objects from resultSet object 

} 
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Fig 4: Retrieval time of consecutive records from result set 

 

From figure 4, we can observe that, time to retrieve 
each consecutive record was nearly zero milli 
seconds and negligible, but suddenly increased and 
peaked to about 300 to 500 ms for every 11th 
record.  This implies that the JDBC driver pre 
fetched in batches of 10 records at a time and 
records 1 to 10 are retrieved from local resultSet 
object which is in memory retrieval and hence 
nearly zero milli seconds. However when the 
application attempted to iterate and extract beyond 
10th or 20th or 30th etc record, the driver again pre 
fetched next 10 records from database server which 
required one more round trip to database server 
from application server and had to transport a batch 
of 10 records of data even if the request was for 
next single record which explained the peak in time 
of about 300 to 500 ms to fetch 11th, 21st and 31rd 
records respectively. When we changed the pre 
fetch size to higher number by configuring pre 
fetch size in app server or through JDBC APIs, the 
effective pre fetch size was still 10. This is because 
setting pre fetch size through JDBC APIs or 
through app server deployment descriptors are just 
a recommendation to the driver and not guaranteed 
and has not changed the effective pre fetch size.  

8.4.4. How to set and enforce desired pre 
fetch size 

In the case study application when we used the 
Oracle JDBC extension class like 
OracleConnection, OracleResultSet and when we 
set the fetch size through Oracle extended APIs of 
these classes we were able to set and achieve 
desired pre fetch size.  The effective pre fetch size 
can be experimentally observed by similar elapsed 
time versus row sequence number of records, 
wherein we could observe the peaks at every 21st 

record when pre fetch size was set to 20 through 
Oracle JDBC extension APIs.  

8.5. Root cause for low performance in 
the case study application  

In the case study application the query execution 
time was less compared to records retrieval time.  
Since effective pre fetch size was the default 10 
records and most of the reports were of 500 
records, each report needed 50 round trips between 
database and application server which was 
identified to be the root cause for low performance. 

Thus in the case study application for reports 
retrieval use cases many reports were of size 500+ 
records. From the processing stage breakup 
perspective, among many stages from user request 
to reports display data access stage was the main 
performance bottleneck. If we further break up data 
access in to 2 parts (I) time for query execution and 
(ii) time to retrieve data records, time to retrieve 
data records took more time. If we further break up 
data records retrieval, it was data transportation by 
multiple round trips between application server and 
database server which took higher proportion of 
time. Thus multiple round trips due to low pre fetch 
size were found to be the root cause for the slow 
performance in viewing reports. 

8.6. Breakup of various stages of data 
retrieval to application server from 
database server using SQL query from 
within a Java JDBC application 

Let us try to break up various internal processing 
steps from the time the application server issues 
query execute request through JDBC API till the 
query result set data base records of the executed 
query from database server are retrieved as 
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collection of java objects in the application server 
or client. 

From coding perspective using JDBC APIs, above 
data records retrieval involves two stages 

1. Stage 1: Time to execute a statement or 
prepared statement or callable statement 
and obtaining a ResultSet,  i.e. time to 
execute a Java statement  

resultSet = cstatement.executeQuery() ; 

2. Stage 2: Time to iterate record by record 
through the above ResultSet object which 
is a pointer or handler to all the records of 
the query results and extract all data 
records as java objects, i.e. result set 
retrieval time from the code section below 

while ( resultSet.next() ) { //code to extract 
field objects from result set object } 

However internally there may be many underlying 
processing steps and stages, which are explored 
below. 

Assume that a java application deployed in an 
application server is making a JDBC call to execute 
a SQL query which has “N” records in the result 
set.  N may vary from 0 to several millions and if N 
is very high because of the limitation of memory 
size in app server, the driver cannot bring and hold 
all the records in one shot in its result set object but 
may hold a cursor, a handler in the result set and 
may fetch a fraction of N records on demand.  Thus 
the driver has to make multiple trips to the database 
driver when the application iterates through the 
ResultSet object and retrieves all the N records of 
the query. Since multiple trips across network is 
time consuming most of the database drivers 
optimize by pre fetching a finite number of records 
ahead even if the application iterates and request 
for just 1 record. Oracle has a default pre fetch size 
(f) of 10 records and it may vary with other 
databases like Sybase, DB2 and MSSQL server. 

The breakup of various smaller stages in executing 
and retrieving “N” records to the application server 
from database server can be expressed as in Eq. 1 
below.    If we consider all the select statements to 
fulfill a use case in an application, then N may 
include records from multiple select SQL 
statements; however our focus here is the total read 

time of N records from a onetime single select 
statement execution and from single ResultSet 
Object. 

 𝑇 = ∑ ( 𝑟𝑖  +    𝑒𝑖   +   𝑎𝑗    +   𝑡𝑖  +   𝑐𝑖  𝑛
𝑖=1 )        (1) 

Where 

T = Total time to retrieve all N records of the result 
set to the application server as java objects from the 
database server.   

The subscript “i” can change from 1 to n, where n 
is the number of round trips the driver had made to 
bring all the records to the ResultSet object pre 
fetching ‘f’ records in each trip.  If ‘N’ is the total 
number of result set records for the select query 
and ‘f’ the effective pre fetch size, then  n = N/f  + 
(1 if (N modulus f > 0)).  For example if the query 
result set has N = 502 records and the effective pre 
fetch size (f=10) then the driver may make 51 (50 
to bring 500 and 1 more trip to bring the residual 2 
records).    

 𝑟𝑖 is the elapsed time to make a request from app 
server to the database server during the ith trip.  

ei is the query execution time spent in the SQL 
engine running in database server.   

e = Hard parse time + soft parse time + search time 
to select each record meeting the select query 
criteria + traversal time to locate the searched 
record + seek time to fetch and join records from 
multiple tables + time to read records from disk 
store to the memory of SQL engine. 

The SQL engine may do a onetime execution, when 
i = 1 and may retrieve and cache the records in 
SQL engine cache also called as database server 
side caching.  Subsequent retrieval of records may 
be from the SQL engine cache in the database 
server. This execution time includes hard parse 
time and a soft parse time. [3]Parse time includes 
loading SQL statement to memory, a onetime and 
first time syntax verification of the SQL statement, 
authorization to access the tables, creating and 
optimizing execution plan and actual execution 
time of the select call.  Hard parse is relatively 
more expensive in terms of CPU time.  Execution 
time e will increase if more number of tables are 
joined, large numbers of records are joined, search 
on non indexed fields etc.    
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𝑎𝑗    is the access time spent during the j th iteration 

by the SQL engine in the database server to retrieve 
a fraction or all of the N records to SQL engine 
cache from the database server disk store.  SQL 
engine caching size j referred to as server side 
cache may be different from the pre fetch size f 
which is client (app server) side cache. Maximum 
number of iterations to retrieve all N records from 
database store to database engine, i.e. upper limit of  
j depends up on SQL engine’s caching capacity in 
database server whereas the upper limit of i depend 
upon on the JDBC driver’s effective pre fetch size 
(f) and application server memory availability. 

𝑡𝑖    is the elapsed time per trip to transport f records 
from database server to the application server in ith  

trip.  

ti = f1(β i , hi , bi, ai)                                               
(2) 

Where transport time ti on ith trip is a function f1 
of β i network bandwidth, which will be of the order 
of few megabytes per second. This transport time 
decreases with increasing β 

hi number of network hops in ith trip. The 
application server and database server in data 
center may sometime be in different location and 
may even be in different country and hence data 
has to be transported by more than one network 
hops.  It should be noted that it is not the distance 
between app server and the database server, but the 
number of network hops which is relatively 
significant and important factor in transportation 
time. 

bi is the number of bytes of data being transported 
during ith trip. This is the sum of all individual 
field size in bytes in a record multiplied by the by 
pre fetch size f (the number of records transported 
in ith trip. 

ai on wire network bandwidth available due to 
bandwidth being shared by many different 
application or process concurrently.  

Data transportation time can be expressed as 

ti  =     ∑ 𝑡𝑖
𝑘(𝛽)ℎ=𝑘

ℎ=0                                                   

(3) 

Where, k is the total number of network hops the 
system has made to transport the pre fetched f 

records during i th trip between application server 
and database server. Obviously k = 0, when both 
application server and database server are same, 
which is generally not the case in real production 
level systems.  Dependency β in the equation (3) 
implies that the network bandwidth may vary 
between each network hop and hence the 
transportation time may vary in each hop. 

𝑐𝑖    is the elapsed time to convert from data base 
specific data types to java data typed objects. This 
includes conversion of data in each cell or field of 
each record and for all the f records, the application 
fetched in ith trip.  For result set in a single select 
query, since the record structure (number of 
columns or fields, data type in each column) is 
same for all the f records, the subscript i in ci can 
be removed. In the equation subscript i is retained 
because the record structure may vary across 
different select queries in the application.  The 
parameter c may include marshaling data base 
objects on wire and un-marshaling database 
specific objects to Java objects by the database 
driver.  Some driver may cause unusually large 
delays or even error if incompatible data types 
between database and Java are converted. 

In Eq. 1 the factors ei query execution time and ti 
transportation time are two major time consuming 
factors and in any application either one or both of 
them may be the dominant time consuming factor. 
The optimization on either query or transportation 
or both can be focused accordingly.  

Since in our case study application, data 
transportation time is of higher proportion and 
found to be the root cause as described in section 
8.5, let us focus and elaborate on data 
transportation components and terms of Eq. 1  

8.7. Relation between Elapsed Time and 
Pre Fetch Size 

If we split the data access in application JDBC 
layer in to two parts as described in section 8.4.4 

• stage 1:  statement execution time and 

• stage 2: data extraction time from query 
result set which includes predominantly 
data transportation time to transport data 
records in batches of f records being pre 
fetched during each trip and isolate and 
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measure only the data transportation time, 
then 

 

T2 =  ∑ t𝑟
𝑖=1  i   α  R                                                

(4) and  

T2 =   ∑ t𝑟
𝑖=1  i  α  f                                                 

(5)  where LHS is the total transportation time and 
R is the number of round trips between application 
server and database to fetch all records of the query 
result set.  In other words total retrieval time is 
proportional to number of round trips Eq. 4 and 
also proportional to the size f of data being 
transported in each trip Eq. 5. 

Combining equation (4) & (5), we have 

T2 = K1R + K2f                                                     
(6) Since R = N/f if N is integral multiples of f, 
otherwise R = N/f + 1 where, N is the total number 
of records for a given query. Rewriting Eq. 6, we 
have 

T2 = K1N/f + K2f + K3 + K4 (N modulus f)          
(7) 

Where  

K1 is the proportionality constant of time variation 
with number of roundtrips when f is the number of 
records being fetched in each round trip between 
database and app server. K1 is average time spent 
per trip when the data size is of f records. 

K2 is the proportionality constant of time variation 
with data size. K2 is the average time to transport 
data size of f records. 

K3 is the average time per trip, when data size is of 
(N modulus f) records 

K4 is the average time to transport data of size 
equivalent to (N modulus f) records 

First and third term of Eq. 7 are time spent due to 
N/f and 1 round trips respectively to transport data 
records and K1 and K3 are proportionality 
constants of time per trip when size is f and (N 
modulus f) respectively.  Similarly second and 
fourth terms of Eq. 7 are time spent on 
transportation due to data size and K2 and K4 are 
proportionality constants of time spent to transport 
data of size 1 record in single trip.  K2 and K4 can 
be considered as almost equal. 

K1, K2, K3 and K4 can be determined by 
regression by collecting elapsed time data for 
various values of number of round trips and data 
size. 

First term in Eq. 7 is rectangular hyperbolic or 
reciprocal variation of time with pre fetch size, 
while second and fourth terms are near linear with 
f.  The curve between elapsed time T2 and the pre 
fetch size f will be either rectangular hyperbolic or 
linear depending upon which of the two component 
viz. number of round trips or data size is dominant 
in Eq. 7.   Let us find out the dominant component 
and term in Eq. 7 from general observations as well 
as from the case study application measurements in 
next section.  

8.7.1. Comparison of impact of record 
size and number of round trips on 
performance 

Table 2 gives the data transportation time measured 
in the case study application for different values of 
number of round trips and different values of pre 
fetch size.

Table 2: Impact of data size and number of round trips on data transportation performance 

 When pre fetch size f = 10 
records 

When pre fetch size f = 252 records 

Impact of data size on 
performance: Average time per 
trip to retrieve f records in one trip 
between app server and database 
server  

450 milli seconds (per 1 trip) 650 milli seconds (per 1 trip) 

Impact of number of round trips 
on performance: Total time to 
retrieve all 502 records in multiple 
round trips with pre fetching f 
records per trip between app server 
and database server. 

14 seconds  (in 51 round trips) 2 seconds   (in 2 round trips) 
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From table 2 we could see that, the reduction in 
time due to reduction in number of round trips 
between app server and database server is very 
high (from 14 seconds to 2 seconds) compared to 
minor increase of time of few milli seconds (from 
450 milli seconds to 650 milli second)  due to 
increase in data size.  Thus the total time to retrieve 
all records in a result set is pre dominantly 
determined by number of round trips expressed in 
Eq. 4.  Since round trips R = N/f where N is the 
total number of records in a result set and f the pre 
fetch size after ignoring the data size factor and 
also the time to transport the residual last 1 trip 
with N modulus f records. I.e. ignoring all terms in 
Eq. 7 except the first term. We can write retrieval 
time T2 as a function f2 of number of round trips 
neglecting the effect of data size expressed in Eq. 5 
and 7, i.e. 

T2 = f2(R) = f2(N/f)  

T2 α N/f   

T2 = K1 N/f                                                           
(8) 

K1 = f3 (β, h)                                                        (9)  

Where K1 is the proportionality constant of time 
per round trip when the data size is of f records in 
each trip.  K1 is assumed a function f3 of network 
bandwidth β and number of network hops h. Eq. 8 
obtained after approximations described above on 
Eq. 7 is the reciprocal or rectangular hyperbola 
relation between T2 and f. 

8.7.2. Impact of network bandwidth and 
network hops on performance 

Table 3 gives the data transportation time measured 
between two different network paths from data 
base to i) app server deployed in Asia and ii) app 
server deployed in Europe. 

Table 3: Impact of network bandwidth and network hops on data transportation performance 

Effective Pre fetch size Time to transport 502 records of 
query Q with Data centre in 
Europe and Application Server 
in Asia 

Time to transport 502 records of 
query Q with Data centre in a 
country in Europe and 
Application Server in another 
country in Europe 

10 records 14 seconds 7 seconds 
50 records 8 seconds 4 seconds 
 

From table 3 we could see that when all other 
parameters remains same, time to transport across 
networks between Europe to Asia is twice that of 
time to transport records across networks between 
one European country and another European 
country.  Only difference between these two cases 
is number of network hops and network bandwidth.  
We could observe almost a parallel curve of nearly 
half the time for data transport between the two 
European countries as compared to transport time 
between the European country and the Asian 
country (figure 5). 

8.7.3. Rectangular hyperbolic decrease 
of total elapsed time to transport a set of 
records with increasing pre-fetch size 

Eq. 8 implies a reciprocal or rectangular hyperbolic 
relation between T2 total time to transport all (N) 
records of a result set and the pre fetch size f.  We 
can see from Eq. 8, that when f tends to zero, time 

tends to infinity and when f tends to infinity time 
tends to zero. Thus asymptotes are parallel to Y 
(Time T2) and X (fetch size f) axis.  

Figure 5a is a theoretical curve of Eq. 8 with 
assumed value of K1 = 0.2.  Pre fetch size f is 
plotted in x-axis and (0.2 * N/f) * 1000 in y-axis. N 
is taken as 502 and 1000 is multiplied to show time 
in micro seconds.  In the figure 5a only positive 
values of ‘f’ is plotted as practically negative f has 
no meaning.  

Figure 5b is the experimental curve measured from 
the case study application and shows how the total 
elapsed time “T2” plotted in vertical y-axis to fetch 
a report containing about 502 records from 
database to application server reduces with 
increasing pre fetch size “f” plotted in horizontal x-
axis.   

We can qualitatively see the non linear rectangular 
hyperbolic shape and trend of T2 vs. f curve 
measured from the case study application.  When 
the pre fetch size is 0, then the application can 
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never fetch any data and hence takes infinite 
amount of time and the curve will be parallel to 
(T2) y-axis. Similarly when the pre fetch size f is 
relatively high compared to N, for example 200 in 
our case study application, application has to make 
3 round trips to fetch 502 records and if pre fetch 
size is increased by 1 unit, the application again 
needs only 3 round trips to fetch all 502 records. 
I.e. decrease in number of round trips is 0 per unit 
increase in pre fetch size when f = 200 or in other 
words slope is nearly zero and parallel to x- axis at 
f = 200. In other words the magnitude of slope of 
the curve is very high or the slope tends to very 
high negative or minus infinity when f tends to 0 
and the magnitude of slope rapidly but smoothly 
reduces to zero, when f tends to N.   

Thus the experimental curve 5b has similar 
properties of theoretical curve 5a of rectangular 
hyperbola and the Eq. 8.  

Another property of T2 vs. f reciprocal curve is the 
decreasing slope with increasing f. The slope 
important and worth to study because  

1. Negative slope indicates that elapsed time 
T2 to fetch records decreases with 
increasing f. 

2. Decreasing magnitude of slope with 
increasing f indicates that the rate at which 
elapsed time T2 decreases or the gain in 
performance for a unit increase in fetch 
size f is relatively high when f is small and 
the gain in performance for a unit increase 
in f is relatively small when f is large. 

We can see how the slope decreases with increasing 
f by comparing the slopes at different points on the 
curve in figure 5b which is detailed from case study 
measurements in the next section. 

Fig 5a: Theoretical curve of T2 = (0.2*N/f)*1000 Vs f  

 

8.7.4. Understanding the reason for 
decreasing magnitude of slope with 
increasing pre fetch size of 
transportation time vs pre fetch size 
curve 

Decreasing slope with increasing f in T2 vs. f curve 
(fig 5b) for a given N can be understood by 
calculating and focusing on the decrease in number  

 

Fig 5b: Experimental curve from case study showing decrease in 
elapsed time (T2) with effective fetch size (f)  

of round trips achievable  per unit decrease in f at 
different points in the curve for increasing values of 
f from low value of f to high value of f.  From 
simple illustrative calculation shown in table 4 for 
a given N = 502, we can see that when f is low 
there is a high reduction in number of round trips 
and hence higher gain in performance even for a 
small or unit increase in f but when f is higher less 
reduction in number of round trips and hence less 
significant performance gain by same quantitative 
or unit increase in f.
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Table 4: Illustration of decreasing slope with increasing pre fetch size 

Seq # f1- Effective 
Pre-fetch 
size   in 
number of 
records   

n1 -Number 
of round 
trips to 
fetch 502 
records 
when pre 
fetch size is 
f1  

f2- Effective 
pre fetch size 
increased by 1   

n2 -Number 
of round 
trips to fetch 
502 records 
when pre 
fetch size is 
f2 

(n1-n2) -
Decrease in 
number of 
round trips to 
fetch 502 
records per 
unit increase in 
f at f1. 

Slope of T2vs f 
curve. Decrease in 
time in ms per 
increase in f by 1 
record. Assuming 
average of 400ms per 
round trip. 

1 0 Infinity 1 502 Infinity Infinity 

2 1 502 2 251 251 100400 

3 10 51 11 46 5 2000 

4 100 6 101 5 1 400 

5 168 3 169 3 0 0 

6 200 3 201 3 0 0 

 

Column 6 in table 4 shows how the reduction in 
number of round trips per unit increase in f at 
various values of f to fetch 502 records decreases 
with increasing f from infinity to zero rapidly as f 
is increased from zero to 168. One can see from 
table 4 that for a total number of records of 502, 
when f is low like 1 record, even for a small 
increase of f to 2 records, the reduction in number 
of round trips to fetch all 502 records reduces from 
502 to 251. One can compare this with reduction in 
number of roundtrips by only 5 for a same unit 
increase in f, when f is 10 and a reduction of just 1 
round trip by unit increase in f when f is 100. Thus 
the performance gain per unit increase in pre fetch 
size is very high when f is low and the performance 
gain reduces rapidly as f increases. Performance 

gain is very low per unit increase in f when f is 
higher and reaches zero after f  >= 168 for N = 502.   

To generalize for any values of total number of 
records to retrieve N, one can say that, when the 
ratio (N/f) between number of records N and pre 
fetch size f is high, even a small change in f will 
bring large benefits in performance. When the ratio 
N/f is small, even large change in f will not get 
considerable performance benefit.   This is in 
consistent with the reciprocal nature of the Eq. (8) 
and the theoretical curve of figure 5a. 

Figure 6 shows the plot of the slope dT2/df in y-
axis and f in x-axis, where T2 is the total elapsed 
time to transport about 502 records observed in the 
case study application and f is the effective pre 
fetch size in number of records.  
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Figure 6: dT2/df (Slope of Elapsed Time With Pre Fetch Size) 

Figure 6 is the derivative of curve of figure 5b, 
where we can observe that the rate of decrease of 
elapsed time with pre fetch size (slope) decreases 
with increasing pre fetch size.  

8.7.5. Differences between theoretical 
rectangular hyperbolic curve and actual 
transportation time vs. fetch size curve 

Though there are many similarities between 
theoretical rectangular hyperbolic curve as in Eq. 
or figure 5a and actual T2 Vs. f curve, there are 
many differences.  Few differences are listed 
below. 

Eq. 8 is only an approximation after removing size 
factors and other terms in Eq. 7, hence actual T2 vs 
f curve will have slight lift towards higher T2 
which increases with f at each point in the curve 
when compared with theoretical curve (ref fig. 5a 
and fig. 5b). The lift is due to size factor of slight 
increase in time to transport higher data size due to 
higher number of records (f).    

For theoretical rectangular hyperbolic curve, the ‘f’ 
in Eq. 8 has to be continuous, whereas practically f 
is discrete.  

Also at certain values of f for a given N, T2 may 
not decrease even when f is increased unless 
increase in f results in decrease in number of round 
trips.  For example assume that N = 502, and f is 
increased from 251 to 252.  Number of round trips 
is same and equal to 2 for both values of f. 
Comparing time T2 when f = 251 and f = 252, one 
can see that, time to transport 251 records twice 

may be of same value or may not decrease when 
compared with time to transport 252 records in first 
trip and remaining 250 records in 2nd trip. 

Thus the reciprocal or rectangular hyperbolic 
nature of T2 vs. f is only a dominant trend and an 
approximation and not an absolute relationship 
between T2 and f. However rectangular hyperbolic 
trend between transportation time and pre fetch size 
can be treated as a generic dominant and 
approximate trend for any application accessing 
relational data through JDBC and will help in 
performance tuning and deciding optimal pre fetch 
size.  If N is known and K1 is determined, then this 
relation can give an approximate estimate of 
quantifiable expected performance gain achievable 
for various values of f without much trial and error. 

8.8. Trade off between higher pre fetch 
size and memory consumption 

Though performance gain can be achieved by 
reducing the number of round trips between 
application server and database servers by 
increasing the pre fetch size, higher pre fetch size 
requires higher memory allocation in application 
server. In the case study application, when the pre 
fetch size was increased from default 10 records to 
500 records as most of the report size was about 
500 records, the application server was found to 
crash with out of memory error exception. Thus 
there is a tradeoff between performance gain by 
higher pre fetch size and higher memory 
consumption. 

8.9. Threshold pre fetch size 

From the figure 5 and 6 as well as from the 
rectangular hyperbolic nature of T2 Vs f curve, we 
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can see that, the curve (very high negative slope) is 
almost parallel to Y axis (T2 axis) when X (f) is 
near zero. Thus there is a rapid decrease in elapsed 
time (T2) with increase in pre fetch size (f) when 
pre fetch size was low. However beyond certain f, 
the curve (has very low or near zero slope) is 
almost parallel to X axis (f axis) and hence very 
less or near zero decrease in elapsed time (T2) per 
unit increase in f when f is large.   For the case 
study application we can see that from figure 5b, 
the curve became parallel to x axis (f axis) for 
values of f above 200 and from figure 6 we can see 
that the slope (rate of decrease of elapsed time with 
pre fetch size) already became zero when f = 226. 
Thus there going to be no significant performance 
gain by increasing pre fetch beyond 226 records. 
Since pre fetch size of 226 requires 3 round trips 
(226 + 226 + 50) to fetch all 502 records, with 
502/3 =  167.3, i.e 168 (168 + 168 + 166) fetch 
size, we can fetch all 502 records in same 3 round 
trips. The performance loss due to slight increase in 
time required to fetch when the data size increases 

due to higher fetch size being less significant 
compared to performance loss due to increased 
number of round trips as round trip is being 
considered as a main tuning parameter.  With same 
number of round trip lesser pre fetch size will have 
lesser memory footprint in app server hence 168 
should be the preferred pre fetch size than 226. Pre 
fetch size of 168 can be considered as the threshold 
or optimal pre fetch size for this case study 
application where the number of required records N 
is limited to 502. 

9. Recommendations for tuning the 
case study application 

Based on elicitation and extraction of application 
architecture, deployment architecture, data and 
process flow logic and analysis of the same, time 
measurements by code instrumentation, profiling of 
various major stages of execution, identification of 
causes and solutions and relative benefits of 
solutions the following recommendations were 
made. 

Table 5: Proposed performance tuning recommendations for the case study application 

Identified 
performance 
bottleneck 

Suggested solution as 
changes 

Level of 
abstraction of 
the change 
and estimated 
effort in 
person days 

Trade off or 
factors to 
consider before 
making 
implementation  
decision 

Estimated and 
measured benefits in 
trial implementation 
of recommended 
solution/changes. 

Application layer is 
making avoidable 
multiple (50) round 
trips between app 
server and data base as 
the pre fetch size was 
default 10.  

Increase the pre fetch 
size to the threshold 
value of 168. Use 
Oracle Connection, 
Oracle Statement and 
Oracle Result Set to 
effectively set the pre 
fetch size as setting 
pre fetch size in 
application server or 
setting pre fetch size 
through JDBC 
Connection, Statement 
and Result set were 
ineffective. 
 

Code level. 2 Higher pre fetch 
size demands 
higher heap 
memory in 
application. Using 
Oracle specific 
extension APIs Vs 
generic APIs. 

Measured benefit from 
average 70 seconds to 
25 seconds per report 
retrieval. 

Application server and 
data center are at 
geographically 
different locations 
leading to higher 
network latency to 
access data due to 
more number of 
network hops and 

Move application 
server to the location 
of data center to co-
locate data and 
application consuming 
the data. Moving 
database to application 
location is expensive 
and hence the 

Deployment 
Architecture. 3 

Moving 
application server 
from existing Asia 
location to Europe 
location where 
data center is 
implies relocating 
application IT 
team to Europe or 

From 25 seconds to 12 
seconds per report 
retrieval as time was 
found to reduce by 
about one half for 
retrieving many 
reports. 
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hence delays. suggestion of moving 
application server to 
data center.  

doing remote 
support.  

There was an extra 
write and read 
operation due to 
staging result sets in a 
staging database 

Change the application 
logic to directly read 
the data from main 
data base and avoid 
staging database.  

Logic and 
Design. 5 

With retrieved 
data temporarily 
staged in database 
further filtering 
on retrieved 
records can be 
easily done by 
SQL query filters. 
Avoiding staging 
database implies 
doing data filter in 
Java. 

This extra write and 
read operation was 
estimated to consume 
4 seconds per report 
retrieval. Estimated 
time gain is from 12 
seconds to 8 seconds. 

User views only first 
500 records, whereas 
the stored procedure 
extracts all and more 
than 500 records 
meeting the query 
criteria. Some queries 
had even 40 thousand 
records. 

Change the stored 
procedure to limit the 
number of records to 
first 500 among all 
records meeting the 
query criteria. 

Code/SQL 
script:  3 

Unused records 
are being fetched 
in database 
wasting time and 
memory. This 
change has no 
trade off. 

Not estimated. 

Field (column) size of 
record in the table is 
not limited to required 
size like 50 characters 
length in Java.  
Instead it uses table 
field default size of 
4000 characters per 
VarChar2 field. This 
causes huge memory 
allocation when 
records are fetched 
into app server from 
database. 

In Table definition use 
varchar2(50) instead 
of varchar2.  This 
indicates to the driver 
to allocate only 50 
characters instead of 
4000 characters per 
column of type 
Varchar2. 

Data 
Model/Table 
Structure. 2 

More than 
necessary field 
width is 
consuming 
avoidable 
memory. 

This reduces the 
memory demand in 
app server while 
reserving memory to 
store result set records 
and enable us to use 
higher pre fetch size. 

 

10. Conclusion 

Re engineering an existing application in 
production is different from engineering for 
developing a new application for performance or 
for any other quality of service.  There is a growing 
need to re engineer many business applications 
already deployed and serving in production for 
higher performance due to increasing demands.  
Performance problems can be in any of several 
processing or data flow stages like user inputs, 
network, processing, data access etc. Solutions can 
be applied as changes at architecture, design, 
framework, logic and coding level.  An inquisitive 
and experimental approach starting with higher 
abstraction (e.g. architecture) level view to identify 
causes and solutions,  then a drilled down (e.g. 

design) level causes and solution and further drill 
down to identify root causes and respective 
solutions will help. More than one factor can cause 
performance degradations hence estimating relative 
benefits will be helpful.  Cost benefit analysis 
requires measured or sampled or estimated 
quantitative benefits and trade offs for each of the 
solutions.  It is common for multi tired business 
applications with data access as the common 
performance bottlenecks area. Though there can be 
a slight increase in transportation time with data 
size, there is a dominant reciprocal or rectangular 
hyperbolic relationship between total transportation 
time to retrieve result set records of a query and the 
pre fetch size, the number of records the database 
driver brings to the client and caches at client side 
from database server. Data records retrieval time 
reduces more rapidly with increasing pre fetch size 
when the ratio of number of records to retrieve to 
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pre fetch size is high however the performance gain 
is negligible when this ratio is low.  There is a 
threshold value of pre fetch size, where 
transportation time Vs pre fetch size curve appears 
to approach a point of inflexion where slope tends 
to zero when pre fetch size is increased further.  
Beyond this point, increasing pre fetch size will not 
bring any considerable performance benefit.  
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Abstract. 
The Independent National Electoral Commission, Nigeria is characterized for managing large volume of 
dispersed data making distributed data processing a necessity. When voter rolls are error-ridden and a 
quarter of eligible voters cannot vote, registration laws are not only failing their primary function of ensuring 
that voters are qualified to vote but also acting as barriers to citizens democratic participation. The 
traditional voter registration methods employed by many developing countries for periodic elections have 
many associated problems such as incomplete, inconsistent, unavailability and erroneous records. This article 
presents an application of distributed database system for a complete and continuing voter registration in 
Nigeria. The system has its component parts physically stored in a number of distinct real databases at a 
number of distinct sites. Each site has its own local real databases, its own local users, its own local DBMS and 
transaction management software including its own local locking, logging, recovery, replication, 
fragmentation, e.t.c. software and its own local data communication manager. Distributing data across sites 
within state and local government allow voters data to be resident where they are generated or most needed, 
but still accessible from other sites within the state and local government areas. Java and Oracle were the 
developmental platform of the system. Some important relations for the systems were presented and possible 
management transaction and operation models were presented. The system require a Unix/windows NT 
operation system in a network environment such as provided by communication networks in Nigeria and an 
internet connection. 
 
Keywords: Distributed system, Fragmentation, Replication , Smart Card,  Voter Registration 
 
 
1.0 INTRODUCTION 
In a well-functioning democracy, voting should 
be protected as a fundamental citizenship right 
and responsibility [1]. Accurately registering 
every eligible voter to vote is a necessary step 
toward protecting this right, yet a very high 
percentage of eligible Nigerian citizens voters 
are not registered and many people are 
registered inaccurately or engage in multiple 
registration.  
 
An “automated” voter registration system is one 
in which government offices, including social 
service offices, collect and transfer voter 
registrations to election officials without using 
separate paper forms but direct capture 
machines [2]. These offices enter registration 
data into their computers and transfer them 
electronically, in a format that election officials 

can securely review and upload directly into 
their voter registration database systems. Many 
developed States such as Arkansas, California, 
Georgia, Kentucky, Michigan, New Jersey, North 
Carolina, South Carolina, South Dakota, Texas 
and even Nigeria  are already at this stage. An 
alternative approach which is an “online” 
registration system is one that allows 
individuals to submit a voter registration 
application over the Internet. Six states such as 
Arizona, Colorado, Kansas, Louisiana, Oregon, 
and Washington currently have online systems 
in place for individuals who have a driver’s 
license or non-driver’s identification card. At 
least five more states like California, Indiana, 
Nevada, North Carolina, and Utah are 
developing similar systems. 
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The Federal Republic of Nigeria, with an area of 
923,769 square kilometers  (made up of 
909,890 square kilometers of land area and 
13,879 square kilometers of water area. The 
2006 national population census puts the 
country population at 140,431,790 people. The 
country is subdivided in 39 states plus Federal 
Capital Territory (Abuja). The states are further 
divided into a total of 774 local government 
areas [3]. Democracy in Nigeria is still in the 
struggle to leapfrog to an ideal democratic 
setting. Usually, every election in Nigeria is 
associated with fraud of various dimensions. 
Nigeria is in the 4th republic yet it is embarking 
on new voters register. One thing is for sure, 
there are no effective registration system to 
enhance complete, accurate consistent and 
continuous voters register which is a pre-
requisite for a credible election.  
 
As [1] notes, when voter rolls are error-ridden 
and a large number of eligible voters cannot 
vote, registration laws are not only failing their 
primary function of ensuring that voters are 
qualified to vote but also acting as barriers to 
citizens democratic participation. In Nigeria, 
many eligible voters are disfranchise and a left 
with no other choices. 
 
To address these deficiencies with regards to 
voters registration, one needs a robust, efficient 
and effective information technology system, 
that can systematically register every eligible 
voter in Nigeria and give them information 
about voting mechanics and electoral choices. 
Such a modern and universal  voter registration 
approach would include the design of a 
Distributed Database System for the 
Independent National Electoral Commission 
(INEC) that is saddled with the responsibility of 
ensuring a complete, accurate and effective 
voter registration list of citizen and 
participations. The framework for the database 
architecture and structure presented. This 
article shall also present models for the 
transaction, operational and processes inherent 
in the system. 
 
The distribution of data in a network or 
decentralized computer system offers several 

attractive advantages over the centralization of 
data at a single computer. These advantages 
include increased data reliability; faster, 
localized access to data; and the potential for 
upward scaling of data capacity [4]. 
2.0 Literature Review 
In [5] and [6] a distributed database system 
consist of a collection of sites, connected 
together via some kind of communications 
network, in which, each site is a full database 
system site in its own right, but the sites have 
agreed to work together so that a user at any 
site can access data anywhere in the network 
exactly as if the data were all stored at the 
user’s own site. This follows that a distributed 
database is really a kind of virtual database, 
whose component parts are physically stored in 
a number of distinct real databases at a number 
of distinct sites and each site has its own local 
real databases, its own local users, its own local 
DBMS and transaction management software 
including its own local locking, logging, 
recovery e.t.c. software and its own local data 
communication manager. In particular, a given 
user can perform operations on data at that 
user’s own local site exactly as if that site did 
not participate in the distributed system at all. 
 
The Distributing data across sites within state 
and local government will allows those data to 
reside where they are generated or most 
needed, but still to be accessible from other 
sites in the state and local government areas. 
Keeping multiple copies of the database across 
different sites will allows continuous database 
operations even when one site is affected by a 
natural disaster, such as flood, fire, or 
earthquake or manmade incidences. Distributed 
database systems is structured geographically 
or administratively distributed data spread 
across multiple database systems.  [7] opined 
that the central function of a distributed 
database system is to provide access to data 
while maintaining the integrity and consistency 
of that data. The system must have the ability to 
support large numbers of users without 
sacrificing performance. Higher reliability and 
availability in the presence of equipment and 
network failures are requirements for mission 
critical enterprise data systems. These 
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requirements are often at odds with each other, 
leading to solutions that compromise between 
availability, consistency, scalability and 
performance. 
 
Many researchers who have used distributed 
database system for the management of their 
enterprise data, including [8]. A computer-
based healthcare record system being  
Developed for Boston's Health care for the 
Homeless Program (BHCHP) uses client-server 
and Distributed database technologies to 
enhance the delivery of healthcare to patients of 
this unusual population. The needs of 
physicians, nurses and social workers are 
specifically addressed in the application 
interface so that an integrated approach to 
healthcare for this population can be facilitated. 
Usually, patients and their providers have 
unique medical information needs that are 
supported by both database and applications 
technology. To integrate the information 
capabilities with the actual practice of providers 
of care to the homeless, the computer-based 
record system was designed for remote and 
portable use over regular phone lines. An initial 
standalone system was used at one Major 
BHCHP site of care. The project describes 
methods for creating a secure, accessible, and 
scalable computer-based medical record using 
client-server, distributed database design. 
 
Also in the study of [9], Studies of voter turnout 
across states find that those with more 
facilitative registration laws have higher 
turnout rates. Eliminating registration barriers 
altogether is estimated to raise voter 
participation rates by up to 10%. The article 
presents panel estimates of the effects of 
introducing registration that exploits changes in 
registration laws and turnout within states. 
New York and Ohio imposed registration 
requirements on all of their counties in 1965 
and 1977, respectively. Also in the study they 
find out that the introduction of registration to 
counties that did not previously require 
registration decreased participation over the 
long term by three to five percentage points. 
Though significant, this is lower than estimates 
of the effects of registration from cross-

sectional studies and suggests that expectations 
about the effects of registration reforms on 
turnout may be overstated. 
In the article of [10] State Congress enacted the 
National Voter Registration Act (NVRA) of 1993 
in order to establish procedures that will 
increase the number of eligible citizens who 
register to vote in elections for Federal office. 
The NVRA mandates simultaneous voter 
registration and registration updates with 
driver's license applications and renewals; use 
of mail registration forms; the establishment of 
agency-based registration forms at state offices, 
including public assistance and unemployment 
compensation offices; and restrictions on 
purging of voter registration rolls and States 
without voter registration requirements (ND) 
and states which permit election-day 
registration at the polling place are exempted 
from the requirements of NVRA . 
 
2.1 Nigerian Voters Registration. 
The Federal Republic of Nigeria in 2010 had 
electronic voter registration.  Each registration 
centre was equipped with a laptop computer, 
fingerprint scanner, a camera for photo 
passport and a printer for quality voters card. 
When a person comes in to apply for 
registration, his/her biometrics details are 
captured digitally, that is, digital images of 
his/her photograph, fingerprints and signature 
will be taken/captured using the Data Capture 
Machine (DCM). The intention of government is 
to have a clean, complete, permanent, and 
updated list of voters through the adoption of 
biometrics technology in the registration 
process. Any Nigerian citizen who is at least 
eighteen (18) years of age. A resident of the 
Nigeria for at least one (1) year and in the place 
wherein he proposes to vote for at least six (6) 
months on or before the day of the election; and 
Not otherwise disqualified by law are eligible to 
register. Eligible voters personally appear 
before the registration officer, state his/her 
name and exact address, specifying the house 
number, name of street, and local government 
area. AT the end of the voter registration 
exercise, capture data where processed and 
released. How accurate and authentic this 
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records are leaves more questions to be 
answered. 
 
The chairman of INEC in one of his speeches 
claimed that the 2011 national voters 
registration will be in line with that of 2008 
voters registration in Bangladesh. Bangladesh 
employed 30,000 direct capture machine and 
took between 8 to 11 months to embark on the 
exercise. The Bangladesh Army has selected 
MegaMatcher SDK multi-biometric technology 
to identify duplicate registrations in the nation's 
voter database. The Bangladesh Voter 
Registration Project registered more than 80 
million citizens using biometric face and 
fingerprint technology. After evaluating a 
number of biometric technologies for their 
duplicate search system, the Bangladesh Army 
determined that MegaMatcher from 
Neurotechnology was able to identify more 
duplicate registrations with a higher degree of 
accuracy than any other system tested [11]. 
According to the article, System integrator 
Dohatec New Media was hired to help design 
and implement the MegaMatcher-based system. 
To date, more than 48 million voter registration 
records have been matched. The Dohatec 
Biometrics Fusion Server system uses 
MegaMatcher Client to generate templates from 
face and fingerprint images that were captured 
with a BIO-Key system, then the match 
technology is used to search the database and 
identify duplicate records. Bangladesh runs 
MegaMatcher on Microsoft Windows XP and 
Microsoft Windows Server with Microsoft SQL 
Server as the back-end database. MegaMatcher 
provides the high speed and reliability required 
for the development of national-scale 
automated fingerprint identification systems 
(AFIS) and multi-biometric face/fingerprint 
identification systems. Suitable for both civil 
and forensic use, the system includes both 
fingerprint and face identification engines with 
a fusion algorithm that allows the two 
technologies to work together to provide very 
fast 1:N matching with even higher reliability 
than AFIS or facial recognition alone. 
 
2.2 Theoretical Background of Distributed 

Database. 

The data which frequently resides on multiple 
sites inside an organization might be managed 
by several Database Management Systems for 
multiple reasons such as scalability, 
performance, access and management, [12, 5, 
13] Thus, the information requirements for 
executing transactions and answering questions 
might not reside in a single site. Distributed 
Database Management Systems deal with 
distributed database as a single logical 
database, and the principles and techniques of 
Database Management Systems are still 
applicable to the distributed one; although the 
distributed one has special characteristics. A 
distributed database management system is a 
software that support the transparent creation, 
access and manipulation of interrelated data 
located at the different sites of a computer 
network [14]. Furthermore, [15] describe a 
distributed Database Management System 
(DDBMS) governs the storage and storage of 
logically related data over interconnected 
computer system in which both data and 
processing are distributed among several sites. 
Each site of the network has autonomous 
processing capability and can perform local 
applications. Each site also has the potential to 
participate in the execution of global 
application, which is to improve the 
accessibility, compatibility and performance of 
a distributed database while preserving the 
appearance of a centralized database 
management system [14]. Moreover, 
Distributed database system are very complex 
systems that have many interrelated objectives 
of transparency, heterogeneity, autonomy, high 
degree of function, extensibility and openness 
and optimized performance. It should be noted 
however, that, data allocation is done largely at 
the discretion of the database designer or 
database administrator [5, 14, 16].  
 
A typical DDBMS consist of four major 
component [16], of the Local DBMS component 
responsible for controlling the local data at each 
site that has a database and has its own local 
system catalog that store information about the 
data held at that site. It contains the Data 
Communication (DC) component which is a 
software that enables all sites to communicate 
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with each other and the Global System Catalog 
(GSC) with functionality to hold information 
specific to the distributed nature of the system 
such as fragmentation and allocation schemas 
[16, 15] and the Distributed DBMS component 
is the controlling unit of the entire system. A 
distributed system requires functional 
characteristics that can be grouped and 
described as transparency features. These were 
discussed in [15] as distributed, transaction, 
failure, performance and heterogeneity 
transparency. 
 
The database is physically distributed across 
the data sites by fragmenting and replicating 
the data [17]. Given a relational database 
schema, fragmentation subdivides each relation 
into horizontal or vertical partitions. Horizontal 
fragmentation of a relation is accomplished by a 
selection operation which places each tuple of 
the relation in a different partition based on a 
fragmentation predicate. Vertical 
fragmentation, Divides a relation into a number 
of fragments by projecting over its attributes.   
Fragmentation is desirable because it enables 
the placement of data in close proximity to its 
place of use, thus potentially reducing 
transmission cost, and it reduces the size of 
relations that are involved in user queries. 
Based on the user access patterns, each of the 
fragments may also be replicated. This is 
preferable when the same data are accessed 
from applications that run at a number of sites. 
In this case, it may be more cost-effective to 
duplicate the data at a number of sites rather 
than continuously moving it between them [6]. 
 
[4] consider a network of interconnected 
computers. Each computer, known as a node in 
the network, contains a distributed database 
management system (DDBMS) and a possibly 
redundant portion of the database. Data are 
logically viewed in the relational data model. 
The unit of data distribution is a relation. The 
DDBMS will maintain system directories so that 
each query will receive a nonredundant 
consistent mapping of its required data. Data 
transmission in the network is via 
communication links. The data transmission 
cost between any two nodes is defined as a 

linear function (𝑋) = 𝑐0 + 𝑐1𝑋 , where 𝑋 is the 
amount of data transmitted. The our cost 
measure in units of time. The constant 𝑐0 
represents an initial start-up time for each 
separate transmission 
 
A  relation 𝑟  is fragmented into fragments 
𝑟1, 𝑟2, … , 𝑟𝑛 either horizontally or vertically.  
According to [12, 5, 13] horizontal 
fragmentation involves a relation 𝑟 is divided 
into a number of subsets, 𝑟1, 𝑟2, … , 𝑟𝑛. Each tuple 
of relation 𝑟 must belong to at least one of the 
fragments, so that the original relation can be 
reconstructed. Canonically, a horizontal 
fragment can be defined as a selection operation 
on the global relation 𝑟. That is, a predicate 𝑝𝑖  to 
construct fragment  𝑟𝑖.   

𝑟𝑖 = 𝜎𝑝𝑖(𝑟) 
and to reconstruct the relation 𝑟, the union of all 
the fragment is taken, thus  

𝑟 = 𝑟1 ∪ 𝑟2 ∪ … ∪ 𝑟𝑛 
In turn, vertical fragmentation of 𝑟(𝑅) involves 
the definition of several subsets of attributes 
𝑅1, 𝑅2, … , 𝑅𝑛 of the schema 𝑅 so that 

𝑅 = 𝑅1 ∪ 𝑅2 ∪ … ∪ 𝑅𝑛 
each fragment 𝑟𝐼 of 𝑟 is defined then by  

𝑟𝑖 = � 𝑅𝑖(𝑟)
𝑛

𝑘=1

 

And to reconstruct 𝑟, the natural join is taken as 
𝑟 = 𝑟1 ⋈ 𝑟2 ⋈ 𝑟3 …  ⋈ 𝑟𝑛 

One way to ensure a successful relation 
reconstruction is to include the primary-key 
attributes of 𝑅 in each 𝑅𝑖. 
 
[16] included the mixed fragmentation of a 
relation consisting of a horizontal fragment that 
is subsequently vertically fragmented or a 
vertically fragmented that is then horizontally 
fragmented. This approach is defined using the 
selection and projection operations of relational 
algebra. Given a relation 𝑅, a mixed fragment is 
defined as  

𝜎𝑝(𝜋𝑎1,    .  .  .  ,𝑎𝑛(𝑅)) 
𝜋𝑝 �𝜎𝑎1,    .  .  .  ,𝑎𝑛(𝑅)� 

[5] presented this scenario in form fundamental 
fragmentation rules as: 
Rule 1: Completeness. If a relation instance R is 
decomposed into fragments 𝑅1, 𝑅2, …  𝑅𝑛, each 
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data item that can be found in R must appear in 
at least one fragment. This rule is necessary to 
ensure that there is no loss of data during 
fragmentation. 
Rule 2: Reconstruction. It must be possible to 
define a relational operation that will 
reconstruct the relation R from the fragments. 
This rule ensure that functional dependencies 
are preserved. 
Rule 3: Disjointness. If data item 𝑑𝑖  appears in 
fragment 𝑅𝑖, then it should not appear in any 
other fragment. Vertical fragmentation is the 
exception to this rule, where primary key 
attributes must be repeated to allow 
reconstruction. This rule ensures minimal data 
redundancy. 
 
Also in [12] access to various data item in a 
distributed system is usually accomplished 
through transaction, which must preserve the 
ACID properties [16]. The transaction can either 
be local or global transaction. 
 
2.4 Voter Registration Model 
Voter Registration is a procedure required of 
prospective voters and used to establish their 
identity and place of residence prior to an 
election so that they are certified as eligible to 
vote in a precinct. The purpose of voters 
registration is to dimish opportunities for 
election day vote fraud, [20]. Voter registration 
exists for the fundamental reasons of 
Registration information used to control who 
votes. Only those who are eligible to vote can 
register, and that eligibility is verified when the 
individual registers to vote. Also, registration 
information is used to authenticate voters when 
they participate at poll sites. Thus, voter 
registration exists to control access, and to 
prevent voter fraud. Other reason is that 
Registration information is used for election 
management and for other election 
administration tasks. Voter registration lists 
contain the addresses of those eligible and 
registered, and that information is used for 
many purposes ranging from provision of 
polling places to insuring that every voter 
receives the ballot they are supposed to receive 
when they go to vote. Voter registration is also 
used to maintain historical information to 

manage voter lists going forward and to provide 
evidentiary information in case of a challenge to 
the outcome of an election [21]. 
 
Today, voter registration is a massive, complex, 
and dynamic database problem. At the national 
level, one must keep track of something more 
than 70 million registered voters and in a 
database with more than 70 million records, 
and many pieces of information about each 
registered voter, typographical and other errors 
are inevitable. Furthermore, Nigerian 
population is dynamic; voters move very 
frequently each year, according to data from the 
2006 National Population Census, new voters 
are constantly entering the picture, by 
becoming eligible to vote i.e. turning 18 and also 
voters are constantly leaving the eligible 
electorate, either by death or other reasons. 
There are some specific proposed policies to 
achieve goals of complete voters registration: 
vis: 
 
a. uniform age of sixteen for advance voter 

registration 
b. registration of high school students during 

compulsory government examinations 
c. automatic registration of citizens obtaining 

driver’s licenses and learner’s permits, 
marriages permit  and any other forms of 
government registration 

d. print and online voter guides; and 
e. television and radio time devoted to 

election information.  
 
In the case study, Nigeria, Periodic registers in 
which a register could be established for a 
single electoral event or for any electoral events 
occurring within a defined period is very 
common. Periodic registers generally require 
voters to register a new and previous 
registrations are not taken into account. 
Although the use of modern technology, was 
involved in the exercise, data capture, storage, 
retrieval, update, dissemination of information 
is still a challenge. Voters information are 
characterized with inconsistency, duplication, 
redundancy and also the integrity of data and 
efficiency is very poor. Identity documents 
containing photographs, signatures or 
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finger/thumb prints are usually generated using 
specialised systems designed to produce 
identity cards while the subject is present. In 
these cases, textual information is printed on 
hardcopy using data either provided on the spot 
or data extracted from a database. The voter 
usually signs this hardcopy record, and/or 
makes a fingerprint or thumbprint. The 
operator places the hardcopy printout, 
including the signature and/or finger/thumb 
print in the device, and takes a photograph of 
the person. The device then prints an identity 
card including a copy of the printed data, the 
signature and/or finger/thumb print and the 
photograph. The card is usually laminated and 
the integrity may be improved by including 
tamper-evident security devices such as 
holograms or embedded print to make it 
difficult to forge or alter the card. This 
phenomenon may be continuous register that 
can be constantly kept up-to-date by amending 
and adding voter records whenever necessary. 
A database systems can be used to easily update 
records and add new records, as well as keep 
track of amended and deleted records. 
  
Voter register databases system can be used to 
manage subject data. When photographs, 
signatures or finger/thumb prints have been 
digitised and stored in a database, various 
methods exist to manipulate such data types 
and also have it printed on identity documents 
by the voter register database system. In recent 
times, identity cards can be produced in the 
form of Smart cards, incorporating magnetic 
strips or data chips to store electronic data 
about the person who is the subject of the card. 
This data may include bio-identification data. 
the smart cards can be used with smart card 
readers and bio-identification readers such as 
finger print scanners to automatically verify a 
person's identity. Smart cards can be “read 
only” cards that simply contain information 
about the subject or can be “read-write” cards, 
which have the information contained on the 
card updated as the cards are used. For 
example, a read-write card used to verify a 
person's right to vote could, once used, be 
recorded as having been used for that election, 
so that it could not be used for voting in that 

election again. Where smart cards are used in 
polling places, they could be used to replace 
current methods of recording that a person has 
voted. Where a voter uses a smart card at a 
polling place to verify his or her right to vote, 
the smart card reader could at the same time 
record that that person had voted and transmit 
that data to a central database during or after 
polling. Though provision of smart cards to 
voters and smart card readers to polling places 
is expensive, users need to weight the 
advantages against the expense. Moreover, 
Smart cards incorporating an electronic identity 
could also be used for voter registration or 
voting by computer over the Internet or at a 
computer kiosk, provided the computer was 
equipped with a smart card reader. Embedded 
modules can be used to perform a range of tasks 
that can assist in reducing instances of 
fraudulent registration or voting and to identify 
and delete instances of duplicated voter 
registration records. Voters Registration in 
Bangladesh is a good example to emulate. 
 
Software can perform various comparison 
routines to determine whether a person 
applying for registration is already registered, 
perhaps at another address. Electronic searches 
can be programmed into voter registration 
databases to identify whether a person applying 
for registration is already on the register.  
 
In general, the Caltech/MIT Voting Technology 
Project (VTP) has outlined five basic standards 
that a voter registration system must meet, 
Registration information must be accurate and 
complete, must be immune from fraud, be 
dynamic and up-to-date, be usable by election 
officials at polling places and must be easy for 
eligible individuals to register to vote. Current 
and future voter registration systems should be 
assessed relative to these standards. The INEC 
can be seen as enterprise that is distributed 
already, at least logically into National, State 
and local governments and perhaps wards from 
which it follows that data are distributed 
already as well because it is expected that each 
unit of the INEC will naturally maintain data 
that is relevant to its own operation. The total 
information asset of the INEC then is thus 
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splintered into what are sometimes called 
island of information. The distributed system 
provides the necessary bridges to connect those 
islands together 
 
 
Relational Model: 
A formal way of presenting  a relation schema. 
Let 𝑅(𝑓1: 𝐷1, .  .  . , 𝑓𝑛: 𝐷𝑛) be a relation schema 
and for each 𝑓𝑖, 1 ≤ 𝑖 ≤ 𝑛, let 𝐷𝑜𝑚𝑖 be the set of 
values associated with the domain named 𝐷𝑖. An 
instance of 𝑅 that satisfies the domain 
constraints in the schema is a set of tuples with 
𝑛 fields: 

{〈𝑓1: 𝑑1, .  .  .  , 𝑓𝑛: 𝑑𝑛〉|𝑑1 ∈ 𝐷𝑜𝑚1,
.  .  .  , 𝑑𝑛 ∈ 𝐷𝑜𝑚𝑛} 

The 5 different relations are required for this 
system, includes 
𝑺𝒕𝒂𝒕𝒆[𝑠𝑡𝑎𝑡𝑒𝑐𝑜𝑑𝑒, 𝑠𝑡𝑎𝑡𝑒𝑛𝑎𝑚𝑒] 
𝑳𝒈𝒂[𝑙𝑔𝑎𝑐𝑜𝑑𝑒, 𝑙𝑔𝑎𝑛𝑎𝑚𝑒, 𝑠𝑡𝑎𝑡𝑒𝑐𝑜𝑑𝑒] 
𝑾𝒂𝒓𝒅[𝑤𝑎𝑟𝑑𝑐𝑜𝑑𝑒, 𝑤𝑎𝑟𝑑𝑛𝑎𝑚𝑒, 𝑙𝑔𝑎𝑐𝑜𝑑𝑒] 

𝑼𝒏𝒊𝒕[𝑢𝑛𝑖𝑡𝑐𝑜𝑑𝑒, 𝑢𝑛𝑖𝑡𝑛𝑎𝑚𝑒, 𝑆𝑡𝑟𝑒𝑒𝑡, 𝑤𝑎𝑟𝑑𝑐𝑜𝑑𝑒] 
𝑽𝒐𝒕𝒆𝒓[𝑟𝑒𝑔𝑛𝑜, 𝑓𝑛𝑎𝑚𝑒, 𝑙𝑛𝑎𝑚𝑒, 𝑜𝑡ℎ𝑒𝑟𝑛𝑎𝑚𝑒, 𝑠𝑒𝑥, 

 𝑑𝑎𝑡𝑒𝑏𝑖𝑟𝑡ℎ, 𝑎𝑑𝑑𝑟𝑒𝑠𝑠, ℎ𝑜𝑚𝑒𝑡𝑜𝑤𝑛, 𝑜𝑐𝑐𝑢𝑝𝑎𝑡𝑖𝑜𝑛, 𝑒𝑚𝑝𝑙𝑜𝑦𝑒𝑟,
 passport, thumb, 𝑙𝑔𝑎, 𝑠𝑡𝑎𝑡𝑒, 𝑢𝑛𝑖𝑡𝑐𝑜𝑑𝑒] 

Figure 2 presents the schematic structure of 
the 5 relations 
 

Notations 
Number of States = 𝑖 
Number of Local government area =𝑗 
Number of wards per local government = 𝑘 
Number of Units per ward in a local government 
area which may vary =l𝑙 
Therefore we can represent the state, lga , 
wards and units as: 
States = 𝑆𝑖,    𝑖 = 1, 2, 3,.  .  .  , 36 
Local government areas = 𝐿𝑖𝑗    𝑖 =
1, 2, 3,.  .  .  , 36; 𝑗 = 1, 2,.  .  .  . , 𝑛   
Wards =𝑊𝑖𝑗𝑘      𝑖 = 1, 2, 3,.  .  .  , 36; 𝑗 =
1, 2,.  .  .  . , 𝑛 ; 𝑘 = 1, 2,.  .  .  . , 𝑚 
Units = 𝑈𝑖𝑗𝑘

𝑙        𝑖 = 1, 2, 3,.  .  .  , 36; 𝑗 =
1, 2,.  .  .  . , 𝑛 ; 𝑘 = 1, 2,.  .  .  . , 𝑚; 𝑙 = 1, 2,.  .  . , 𝑜 
 
Estimates 
Total number of registered voter in state 𝑖, lga 𝑗, 
wards 𝑘 and units Poll Units 𝑙 is given as 
𝑐𝑈𝑖𝑗𝑘

𝑙 = 𝑐𝑜𝑢𝑛𝑡𝑙=1:𝑜(𝑈𝑖𝑗𝑘
𝑙 ) 

Total number of registered voter in state 𝑖, lga 𝑗, 
in wards 𝑘 is given as 𝑐𝑊𝑖𝑗𝑘 = ∑ 𝑐𝑈𝑖𝑗𝑘

𝑙𝑜
𝑙=1  

Total number of registered voter in state 𝑖,in 
lga 𝑗, is given as 𝑐𝐿𝑖𝑗 = ∑ 𝑐𝑊𝑖𝑗𝑘

𝑚
𝑘=1  

Total number of registered voter in state 𝑖 is 
given as 𝑐𝑆𝑖 = ∑ 𝑐𝐿𝑖𝑗

𝑛
𝑗=1  

Sample Queries 
Case1- The Database support location 
transparency 
 
SELECT * 
FROM Okitpupa 
WHERE lgacode  = ’16-OKP’ 
UNION 
SELECT * 
FROM Irele 
WHERE lgacode  = ’16-IRE’ 
UNION 
SELECT * 
FROM Akure_South 
WHERE lgacode  = ’16-AKS’ 
 
 
Case2- The Database support location 
transparency 
 
SELECT * 
FROM KTP NODE W1 
WHERE AGE > = 18 
UNION 
SELECT * 
FROM KTP NODE W2 
WHERE AGE > = 18 
UNION 
SELECT * 
FROM KTP NODE W3 
WHERE AGE > = 18 
 
2.5 The Intranet 
 
Intranet standard for exchanging e-mail and 
publishing web pages are becoming 
interestingly popular for business use within 
closed networks called Intranets. A typical 
intranet is connected to the wider public 
internet through a firewall with restriction 
imposed on the types of information that can 
pass into and out of the intranet [16].  

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 420



  

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 421



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Database Relational Structure of the voters Registration System 
 
 

 
 

Table 4: Poll Details list  
pollunit pollname street ward 
OND14-
U01 

LA Pry 
School, 
Ilutitun 

Sogbon OND14-
W03 

OND14-
U02 

St. Catholic 
Pry School, 
Ilutitun 

Ijuoke OND14-
W03 

OND14-
U03 

Onukun, 
Ilutitun 

Lebi OND14-
W02 

OND14-
U04 

St. 
Augustin 
Ptry 
School, 
Ilutitun 

Agirifon OND14-
W01 

OND14-
U05 

Rebuja, 
Igbotako 

Idebi OND14-
W04 

OND14-
U06 

Community 
High 
School, 
Igbotako 

Sogbon OND14-
W05 

OND14-
U07 

Abodi, 
Ikoya 

Liliken OND14-
W13 

OND14-
U08 

Jemiken, 
Ilutitun 

Igo OND14-
W01 

OND14-
U09 

Court Hall, 
Erinje 

Lumeko OND14-
W09 

OND14-
U10 

LA, Pry 
School 
Erinje 

Jomon OND14-
W10 

Table 3: Local Government Areas list 
LgaCode LgaName StateCode 

OND01 Akoko North East OND 
OND02 Akoko North West OND 
OND03 Akoko South East OND 
OND04 Akoko south West OND 
OND05 Akure North OND 
OND06 Akure South OND 
OND07 Ese-Odo OND 
OND08 Idanre OND 
OND09 Ifedore OND 
OND10 Ilaje OND 
OND11 Ile-Oluji-Okeigbo OND 
OND12 Irele OND 

   
   
   
   
    
   
   

    
   
    
    
    

Table 4: Ward list 
WardCode WardName LgaCode 

OND14-W01 Ilutitun Ward 1 OND14 
OND14-W02 Ilutitun Ward II OND14 
OND14-W03 Ilutitun Ward III OND14 
OND14-W04 Igbotako Ward I OND14 
OND14-W05 Igbotako Ward II OND14 
OND14-W06 Igbinsin OND14 
OND14-W07 Okitipupa Ward I OND14 
OND14-W08 Okitpipupa Ward II OND14 
OND14-W09 Irinje Ward I OND14 
OND14-W10 Irinje Ward II OND14 
OND14-W11 Okunmu Ward I OND14 

   
    
    

 

Table 1: Voter Register list 
votid pollunit employer fname lname Othere dateobirth originn birthplace occupation passport thumb 

OND14-
U01-
102 

OND14-
U01 

Self Labake Jayeoba Joy 12/4/1967 Ondo Ilutitun Farmer OND14-
U01-
102P 

OND14-
U01-
102T 

OND14-
U01-
103 

OND14-
U01 

Govt Ibikunle Adebowale  3/5/1970 Kwara Mase Teacher OND14-
U01-
103P 

OND14-
U01-
103T 

OND14-
U01-
104 

OND14-
U01 

Govt Bosede Adebowale Unice 12/12/1976 Ondo Ilutitun Teacher OND14-
U01-
104P 

OND14-
U01-
104T 

OND14-
U02-
105 

OND14-
U02 

Govt David Adebobaje  5/3/1966 Ondo Ilutitun Nurse OND14-
U02-
105P 

OND14-
U02-
105T 

OND14-
U02-
106 

OND14-
U02 

Self Olatubora Orimogunje Edward 4/2/1978 Ondo Erinje Tailor OND14-
U02-
106P 

OND14-
U02-
106T 

OND14-

 

OND14-
 

Self Omosuyi Ibikunle  11/13/1975 Ondo Igbotako Farmer OND14-

 

OND14-

 

 
 

        

  

 
 

        

  

 
 

        

  

 
 

        

  

 
 

        

  

 

Table 2: State list 
StateCode StateName 
ABI Abia 
ADA Adamawa 
AKW Akwa Ibom 
ANA Anambra 
BAU Bauchi 
BAY Bayelsa 
BEN Benue 
BOR Borno 
CRO Cross River 
DEL Delta 
EBO Ebonyi 
EDO Edo 
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Three tier model which solves the problem of 
enterprise scalability is proposed with the 
following layers of architecture. 
a. The user interface layer which runs on the 

end-user’s computer (the client) 
b. The business logic and data processing 

layer. This middle tier runs on a server and 
is often called the application server 

c. The DDBMS which stores the data required 
by the middle tier. This tier may run on a 
separate server called the database server. 

 
The implementation language is java. Java is a 
proprietary language developed by Sun 

Microsystem and currently marketed by 
Javasoft. According to [19]. The importance of 
Java language and its related technologies has 
been increasing for the last few years. Java [22] 
is a type-safe, object oriented programming 
language that is interesting because of its 
potential for building web application (applets) 
and server application (servlets). 
Java as explicitly defined is a simple, object-
oriented, distributed, interpreted, robust secure, 
architecture neural, portable, high-performance, 
multi-threaded and dynamic language [23]. 

 
Conclusion 
Voter registration is one of the stages at which 
there are ample opportunities to manipulate 
election results.  For this reason special efforts 
should be made to ensure that the voters list is 
accurate and reliable in other words all eligible 
voters are listed only once, and eligible. There 
has been a growing consensus among election 
officials, scholars, and voting rights advocates 
that voter registration can be automated  to 
take advantage of new information 
technologies, making the process more cost-
effective, accurate, and efficient for government 
and voters. I have presented this article in the 
effort to sensitize stake holders of concerned 
organization on the need to decentralize voter 
registration and to make it continuous exercise. 
Nigeria is a very large country with fairly large 
population. If many of the eligible voter are not 
registered, they are automatically disfranchised. 
Credible voters register is a pre-requisite for a 
credible election and credible election to a large 
extent will guarantee good governance which is 
what has eluded the Nigerian government over 
the past decade. The recent development in the 
world of information technology has brought 
great change in the dynamic world. Information 
can be processes accurately, transmitted from 
any place to anywhere via the networks, data 
can be sparsely processed, managed and 
secured, etc. Here, we have proposed a 
distributed database model for continuous 
voters registration in Nigeria. The cases where 
distributed database system is implemented is 
presented, the state of current voter system in 

Nigeria is also presented and theoretical 
background of Distributed database system 
presented. A model for future continuous voter 
registration in Nigeria is proposed and the 
transaction and algebraic operation on the 
databases presented. Java has been suggested as 
the ideal language for the implementation of the 
system. If the management and control of voters 
register can be sparsely managed with 
embedded forensic application software in a 
network environment. Then the nation can have 
a reliable update of voters register. 
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Abstract 

In the current competitive world, industrial companies seek to 
manufacture products of higher quality which can be achieved by 
increasing reliability, maintainability and thus the availability of 
products. On the other hand, improvement in products lifecycle is 
necessary for achieving high reliability. Typically, maintenance 
activities are aimed to reduce failures of industrial machinery and 
minimize the consequences of such failures. So the industrial 
companies try to improve their efficiency by using different fault 
detection techniques. One strategy is to process and analyze 
previous generated data to predict future failures. The purpose of 
this paper is to detect wasted parts using different data mining 
algorithms and compare the accuracy of these algorithms. A 
combination of thermal and physical characteristics has been 
used and the algorithms were implemented on Ahanpishegan’s 
current data to estimate the availability of its produced parts. 
 
Keywords: Data Mining, Fault Detection, Availability, 
Prediction Algorithms. 

1. Introduction 

In today’s competitive world, improving reliability, 
maintainability and thus availability of industrial products 

becomes a challenging task for many companies. Reports 
indicated that performance and availability largely 
depends on reliability and maintainability. [14] There are 
many solutions to improve the maintenance of complex 
systems. One solution is corrective actions, including the 
required repair and maintenance activities after the 
occurrence of failures and downtimes. Because of the high 
costs, risks and time consumptions, this method is not 
appropriate. Another solution is to use systematic and 
planned repair methods. Although this method prevents 
from serious failures, but it could be very expensive. [13] 

Given the issues above, to reduce costs and increase 
availability more effectively, it is better to predict errors 
before occurrence using data analysis. In industrial 
companies, since the generated data volume is growing 
there is a major need to process data in real time. New 
technologies, in term of both software and hardware, 
provide data collection from different resources, even 
when production rate is really high. In the company 
discussed in this paper, several sensors were installed on 
the devices to collect and review information during the 
operation. The information includes temperature, pressure 
and speed. Also a data base management system (DBMS) 
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is used to control and managed data stored in the data 
base. [1] 

Current methods of data analysis which work based on 
reviewing the appearance or annual statistical graphs, has 
many limitations to predict the performance and 
availability of the produced parts. So today, analysts are 
attending to use superior patterns to increase availability. 
In recent years, data mining is considered as one of the 
common methods for processing and discovering the 
hidden patterns. Tools such as data warehouses, data 
mining, and etc, provides new field for production and 
industry. So that by using these tools, companies can 
achieve competitive advantages. Specifically, through data 
mining - extracting hidden information from large data 
bases - organizations are able to predict future behaviors, 
and can make decisions based on knowledge. [2] Using 
data mining techniques to detect errors and inefficiencies, 
largely increase the capacity of equipments productivity. 
[5] 

In this paper, we used data mining tools to identify 
defective parts in Ahanpishegan manufactory. Such 
analysis results in providing high quality products, 
improving produced parts and thus increase availability. 
The outline of the paper is as follows: 

First we described required concepts briefly. Then we 
present an overview on the previous researches conducted 
to identify defective parts. We also frame the steps needed 
to create a model and apply data mining algorithms on 
Ahanpishegan’s data. Finally, we provide some 
suggestions to improve the model for further studies. 

2. Required concepts 

2.1. Data mining 

Data mining discovers hidden relationships in data, in fact 
it is part of a wider process called “knowledge discovery”. 
Knowledge discovery describes the phases which should 
be done to ensure reaching meaningful results. Using data 
mining tools does not completely eliminate the need for 
knowing business, understanding the data, or familiarity 
with statistical methods. It also does not include clear 
patterns of knowledge. [2]  
Data mining activities are divided into three categories: 

1. Discovery: Includes the process of searching the 
database to find hidden patterns without a default 
preset. 

2. Predictive Modeling: Includes the process of 
discovering patterns in databases and use them to 
predict the future. 

3. Forensic Analysis: Includes the process of 
applying extracted patterns to fined unusual 
elements. 

2.2. Prediction Algorithms 

The purpose of a prediction algorithm is to forecast future 
values based on our present records. [3] Some common 
tools for prediction include: neural networks, regression, 
Support Vector Machine (SVM), and discriminant 
analysis. Recently, data mining techniques such as neural 
networks, fuzzy logic systems, genetic algorithms and 
rough set theory are used to predict control and failure 
detection tasks. [5] In this paper, the algorithms will 
forecast a probability for the given data situation. If the 
probability is equal to 1 it means the data (part) is normal, 
otherwise if the probability is equal to 0 the data (part) is 
considered non-conventional. 

2.3. Failure 

Failure means having faults, interruption or stop in a 
system which is shown as a deviation in one or more 
variable. The most common way to detect, predict and 
avoid failures is to collect and analyze the information 
produced during the time of operation and maintenance. 
[1] This detection, prediction, and avoidance of failures in 
early stages will increase the availability.  

2.4. Fault Detection 

Fault detection is defined as detecting abnormal process 
behaviors. [10] Fault detection techniques are divided into 
two categories: Model-based approaches [11] and Data-
based approaches. [12] Since the construction of 
comparative models for real-time industrial processes is 
difficult, therefore model-based fault detection techniques 
are not as popular as data-based fault detection techniques. 
In recent years statistical tools such as PCA (Principal 
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Components Analysis), KPCA (Kernel Principal Component  
Analysis) and DPCA (Dynamic Principal Components Analysis) 
are widely developed. 

 

3. Related works 

Only a few articles exist in the field of identifying 
defective parts with the help of data mining tools. In an 
article Dr Shabestari review various types of defects in 
casting aluminum parts in the Aluminum Research Center 
of Iran. He concluded that a proper understanding of the 
characteristics of defective parts is a necessity for 
suppliers. He also concludes that the best way to solve this 
problem is to make a board of defects along with an 
example of defective parts and label each component with 
the name of corresponding fault. Mr. Ghandehari et al. 
used steel grain size to detect defective parts in terms of 
mechanical properties. They used non-destructive method 
of abysmal flows Instead of destructive methods of 
metallographic which was time consuming and costly.  

Mr. Alzghoul et al. [1] used Data Stream Management 
Systems (DSMS) and data stream mining to analyze 
industrial data with the aim of improving product 
availability. They used three classification algorithms to 
investigate the performance and products availability of 
each algorithm. Algorithms which were used are: Grid-
based Classifier, Polygon-based Classifier and One Class 
Support Vector Machine (OC-SVM). They concluded that 
OC-SVM accuracy (98%) is better than the two other 
algorithms.  

In addition to this paper, other researches also used data 
stream mining for machine monitoring and reliability 
analysis [7], online failure prediction [8] and tool 
condition monitoring [9]. 

In other researches, Sankar et al. [10] used non-linear 
distance metric measured for OC-SVM to detect failures, 
Or Rabatel et al. [13] review monitoring sensors’ data to 
find abnormalities and increase maintainability. Mr. 
Huang et al. [14] used statistical T2 and PCA methods to 
detect different failures in thermal power plants. 

4. Research method 

In this section we describe the approach which was used to 
predict defective parts. This article aims to identify 
defective parts by using multiple prediction algorithms and 
help the firm to maximize its productivity and increase its 
reliability and availability. Different steps of our work is 
described in next sections. 

 

4.1. Understanding the data 

The research presented in this paper is carried out in 
collaboration with Ahanpishegan Co., a manufacturer in 
automotive industry and a producer of car aluminum parts 
for companies like Sapco, Part tire, etc. This factory 
produced many parts such as engine bracket, feed bracket, 
Rear and front side brackets, etc. Due to the wide range of 
parts, we only focus on engine brackets. The general shape 
of this part and its relevant sizes, from two different 
angles, are shown in figure 1 and 2. 

4.2. Data Preprocessing 

Preparation and data preprocessing are the most important 
and time consuming parts of data mining. In this step, the 
data must be converted to the acceptable format of each 
prediction algorithm. First we find remarkable points 
about features and proportion of defective part, through 
interviews with managers and employees. For example, 
rising temperature has a large impact on corruption, or the 
rate of defective parts in last months of summer is higher. 
Then we identify outliers, cleanse data and ignore the 
constant variables by analyzing the current and past 
records and multiple interviews with experts and staff. 
Then we specify important fields which should be used in 
our prediction algorithms (our next step) to identify 
defective parts. Selected field for prediction algorithms, 
outliers and null values are shown in figure 3. 

4.3. Creating artificial abnormal data 

At this point we need to enter some distorted and 
corrupted data to measure the influential variables on 
performance. Also entering this data has a significant role 
in comparing the accuracy of our prediction algorithms. In 
this article we entered 10% defective part (100 records of 
our 1000 records).  
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4.4. Applying various prediction algorithms 

Different kinds of trees such as CHAID, C&R, and 
QUEST along with other prediction algorithms including 
neural networks, Bayesian, logistic regression, and SVM 
has been applied on our data. The results are presented in 

next session. 

 

 

 

Figure.1 Engine bracket and its sizes f

 

Figure.2 Engine bracket and its siz

Figure.3 Final variables for pre
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4.5. Investigating each algorithm’s accuracy 

The results of applying different algorithms are illustrated 
in figure 4. These algorithms are compared based on their 
accuracy and processing time. Due to data cleaning and 
removing noises and outliers, algorithms’ accuracies are 
high. 

Based on the result you can see that, SVM has the best 
processing time and also great overall accuracy. On the 
other hand algorithms which use trees to create their 
model needs more time and are sensitive to binary fields, 
but as you can see C&R and QUEST achieve the highest 
classification accuracy. A schema of a created C5 tree is 
shown in appendix A. Neural network is less accurate. 
Since our fields are numerical neural network has its own 
difficulties.  

4.6. Rule generation using C5 

After running different prediction algorithms and 
evaluating each of their accuracies, at this stage we aim to 
connect engine bracket features with known failures. So 
we run a C5 model on our data to generate prediction 
rules. An example of generated rules is as follows: 

1) Mold temperature =< 325.500 and hardness <= 82 and 
distance between sensitive point and                
umbilical =< 23.95 then the part is normal. 

 

2) Mold temperature > 325.500 and hardness > 82 and 
distance between sensitive point and               
umbilical =< 23.200 then the part is defective. 

 

5. Conclusions and recommendations for 
future work 

The purpose of this paper is to use data mining tools for 
identifying defective parts. The research presented in this 
paper has been carried out in collaboration with 
Ahanpishegan Co. First we find remarkable points about 
features and proportion of defective part, through 
interviews with managers and employees. Then by using 
an integrated database, identifying outliers, cleaning the 
data and ignoring the constant variables, we apply 
different prediction algorithms and compare the results. 
This paper aims to improve industrial product’s reliability, 
maintainability and thus availability. 

We recommend using data stream mining in future works 
to achieve quicker and more accurate results. Such 
researches can be performed in other companies such as 
food industry to measure products quality. Also future 
works can focus on frequency of failures, the cost of each 
failure and aim to minimize the consequence of such 
failures. 

 

 

Figure.4 A comparison between algorithms 

 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 3, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org  430 

 

Appendix A 
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Abstract 

A mobile Ad-hoc network (MANET) is a dynamic multi hop 
wireless network established by a group of nodes in which there 
is no central administration. Due to mobility of nodes and 
dynamic network topology, the routing is one of the most 
important challenges in ad-hoc networks. Several routing 
algorithms for MANETs have been proposed by the researchers 
which have been classified into various categories, however, the 
most prominent categories are proactive, reactive and hybrid. 
The performance comparison of routing protocols for MANETs 
has been presented by other researcher also, however, none of 
these works considers proactive, reactive and hybrid protocols 
together. In this paper, the performance of proactive (DSDV), 
reactive (DSR and AODV) and hybrid (ZRP) routing protocols 
has been compared. The performance differentials are analyzed 
on the basis of throughput, average delay, routing overhead and 
number of packets dropped with a variation of number of nodes, 
pause time and mobility. 
 
Keywords:  MANET, proactive, reactive, hybrid. 
    
1. Introduction 

 
Mobile Ad-hoc Networks (MANETs) are self configuring 
networks consisting of mobile nodes that are 
communicating through wireless links. There is a 
cooperative engagement of a collection of mobile nodes 
without the required intervention of any centralized access 
point or existing infrastructure. The nodes move 
arbitrarily; therefore, the network may experience 
unpredictable topology changes. It means that a formed 
network can be deformed on the fly due to mobility of 
nodes. Hence, it is said that an ad-hoc wireless network is 
self organizing and adaptive. Due to infrastructure less and 
self organizing nature of ad-hoc networks, it has several 
applications in the area of commercial sector for 
emergency rescue operations and disaster relief efforts. 
MANETs also provides a solution in the field of military 
battlefield to detect movement of enemies as well as for 
information exchange among military headquarters and so 
on [1]. Also, MANET provides an enhancement to cellular 
based mobile network infrastructure. Nowadays, it is an 
inexpensive alternative for data exchange among 
cooperative mobile nodes [2]. 
For communication among two nodes, one node has to 
check that the receiving node is with in the transmission 
range of source (Range of a node is defined with the 
assumption that mobile hosts uses wireless RF transceivers 
as their network interface), if yes, then they can 

communicate directly otherwise, with the help of 
intermediate nodes communication will take place. Each 
node will act as a host as well as a router. All the nodes 
should be cooperative so that exchange of information 
would be successful. This cooperation process is called as 
routing [3, 4].  

Due to the presence of mobility, the routing 
information will have to be changed to reflect changes in 
link connectivity. There are several possible paths from 
source to destination. The routing protocols find a route 
from source to destination and deliver the packet to correct 
destination. The performance of MANETs is related to 
efficiency of the MANETs routing protocols [5] and the 
efficiency depends on several factors like convergence 
time after topology changes, bandwidth overhead to enable 
proper routing, power consumption and capability to 
handle error rates.  

The figure 1 shows the prominent way of 
classifying MANETs routing protocols. The protocols may 
be categorized into two types, Proactive and Reactive. 
Other category of MANET routing protocols which is a 
combination of both proactive and reactive is referred as 
Hybrid. 

         
Figure 1 Classification of MANET routing protocols 

Proactive routing protocols: In it, all the nodes 
continuously search for routing information with in a 
network, so that when a route is needed, the route is 
already known. If any node wants to send any information 
to another node, path is known, therefore, latency is low. 
However, when there is a lot of node movement then the 
cost of maintaining all topology information is very high 
[6].   
Reactive Routing protocols: Whenever there is a need of 
a path from any source to destination then a type of query 
reply dialog does the work [7, 8].Therefore, the latency is 
high; however, no unnecessary control messages are 
required. 
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Hybrid routing protocols: These protocols incorporates 
the merits of proactive as well as reactive routing 
protocols. A hybrid routing protocol should use a mixture 
of both proactive and reactive approaches. Hence, in the 
recent years, several hybrid routing protocols are proposed 
like ZRP, ZHLS, SHARP and NAMP etc [7, 9]. 

In recent years, a variety of routing protocols 
have been proposed and a comparative analysis of routing 
protocols has been done either on the basis of simulation 
results by different simulators like OPNET, NS2, 
OMNET++ etc. or analytically . In some cases, the 
comparative analysis is done between reactive routing 
protocols based on some performance metrics and in other 
cases between proactive routing protocols. Few 
researchers have done the simulation based comparison 
between on demand   and table driven routing protocols. 
The present paper comparatively analyzes all three 
categories of MANETs routing protocols namely, 
proactive, reactive and hybrid protocols. In order to 
compare the protocols, we selected the representative 
protocols from each category; DSDV from proactive, ZRP 
from hybrid, and AODV and DSR from the reactive. The 

performance metrics considered are throughput, average 
delay, routing overhead and number of packets dropped. 
The performance differentials are analyzed by varying 
number of nodes, pause time and mobility using NS2 
simulator.  
The rest of the paper is organized as follows. The related 
work has been discussed in section 2. Section 3 provides a 
brief summary about these protocols. In the section 4, the 
simulation environment, performance metrics used and 
results have been discussed. Section 5 concludes the 
present exposition.  
 
2. Related Work 
While most of the work done related to the performance 
comparison of MANETs routing protocols includes either 
purely reactive protocols or purely proactive protocols. 
Some researchers have done a comparative study on 
reactive and proactive or reactive and hybrid protocols. 
The table 1 summarizes the work done by various 
researchers related to performance analysis of MANETs 
routing protocols. 

 
Table 1: Related work 

Author Name 
Reference 

Protocols Used Simulator Performance Metrics Variable Parameters 

Guntupalli et al. [5] DSDV, DSR, 
AODV 

NS2 Average End to End Delay, 
Normalized Routing Load, Packet 
Delivery Ratio 

Number of Nodes, Speed, 
Pause time, Transmission 

Power 
Yogesh et al. [10] AODV, DSR GLOMOSIM Packet Delivery Ratio, End to End 

Delay, Normalized routing overhead 
Number of nodes, Speed, 

Pause time 
Chenna et al [11] DSDV, AODV, 

DSR, TORA 
NS2 Throughput, Routing Overhead, 

Path Optimality, Packet Loss, 
Average delay 

Traffic Loads, Movement 
patterns 

G. Jayakumar et al. 
[3] 

AODV, DSR NS2 Packet Delivery Ratio, Normalized 
Routing Load, MAC load and 

Average End to End Delay 

Number of Sources, Speed, 
Pause time 

Birdar et al.[2] AODV, DSR NS2 Packet Delivery Ratio, Routing 
Overhead, Normalized Routing 

Overhead and Average End to End 
Delay 

Speed 

Kapang et al. [1] AODV, DSR, 
DSDV 

NS2 Packet Delivery Ratio, Average End 
to End Delay and Routing Overhead 

Pause Time 

Vijayalaskhmi  et al. 
[12] 

DSDV, AODV NS2 Packet Delivery Fraction, Average 
End to End Delay and Throughput 

Number of Nodes, Speed, 
Time  

Shaily et al. [13] AODV, DSR, 
ZRP 

QualNet TTL based Hop Count, Packet 
Delivery Ratio and Average End to 

End Delay 

Pause Time 

Li Layuan et al. [14] DSDV, AODV, 
DSR, TORA 

NS2 Average Delay, Jitter, Routing Load, 
Loss Ratio, Throughput and 

Connectivity 

Network Size 

 
It is evident from table 1 that, no one has presented the 
comparison of performance differentials among proactive, 
reactive and hybrid protocols.  
 
3. MANETs Routing Protocols  
 

 
3.1 DSDV (Destination Sequence Distance Vector) 
 It is a proactive routing protocol and based on the 
distributed Bellman-Ford Algorithm. The improvement 
from distance vector in wired routing protocol is in the 
terms of avoidance of routing loops. Each node maintains 
a routing table which has the list of all the possible 
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destinations and number of routing hops to reach the 
destination. Whenever some packet comes to node, routing 
table is to be consulted to find the path. DSDV uses a 
concept of sequence numbers to distinguish stale routes 
from new routes and the sequence number is generated by 
the destination node. To maintain consistency in routing 
table, DSDV sends routing updates periodically [15]. 
Therefore, a lot of control message traffic which results in 
an inefficient utilization of network resources. To 
overcome this problem, DSDV uses two types of route 
update packets: full dump, incremental packets [16, 17]. 
 
3.2 DSR (Dynamic Source Routing)  

DSR is a pure reactive routing protocol which is 
based on the concept of source routing. DSR protocol is 
composed of two important phases: route discovery and 
route maintenance. DSR does not employ any periodic 
routing advertisement packets, link status sensing or 
neighbor detection packets [15]. Therefore, the routing 
packet overhead is less because of its on-demand nature. 
Every node maintains a route cache to store recently 
discovered paths. Whenever a route is required for a 
particular destination then that particular node will consult 
route cache to determine whether it has already a route to 
the destination or not. If available route is not expired then 
that route will be used otherwise a route discovery process 
is initiated by broadcasting the route request packet 
(RREQ). When any of the nodes receives RREQ packet, 
the node will check from their cache or from their 
neighbors whether it knows a route to the destination. If it 
does not, the node will add its own address to the route 
record of the packet and forwards it to their neighbors. 
Otherwise; a route reply packet (RREP) is generated that 
is unicast back to the original source.  

Due to dynamic nature of the environment, any 
route can fail anytime. Therefore, the route maintenance 
process will constantly monitors the network and notify 
the other nodes with the help of route error packets as well 
as route cache would be updated [16, 18].  

 
3.3 AODV (Ad-hoc On-demand Distance Vector)  

AODV algorithm is pure reactive in nature and it 
contains the properties of both DSR and DSDV protocols. 
AODV algorithm is an improvement on DSDV in the 
sense that it minimizes the number of broadcasts. AODV 
borrows the concept of hop by hop routing, sequence 
numbers, periodic beacon messages from DSDV protocol 
[15]. Like DSR, it is on-demand protocol but unlike source 
routing. When a node wants to send a message to 
destination node, first it will check whether it has a valid 
route to the destination or not. If not, then it broadcast a 
route request packet (RREQ) to its neighbors which then 
forwards the request to their neighbors and so-on, until 
either it reaches to the intermediate node which has a valid 
route for the destination or the destination node. AODV 

uses destination sequence numbers to ensure that it 
contains most recent information and all routes are loop-
free. Once the route request has reached the destination or 
an intermediate node with a valid route, the 
destination/intermediate node responds by unicasting a 
route reply (RREP) message back to the neighbor node 
from which it first received the RREQ [16, 19]. The route 
maintenance process in AODV is performed with the route 
error (RERR) message. Hello messages are used for 
periodic local broadcast to maintain the local connectivity 
of the network.  
 
3.4 ZRP (Zone Routing Protocol)  

Zone routing protocol is a hybrid protocol. It 
combines the advantages of both proactive and reactive 
routing protocols. A routing zone is defined for every 
node. Each node specifies a zone radius in terms of hops. 
Zones can be overlapped and size of a zone affects the 
network performance. The large routing zones are 
appropriate in situations where route demand is high and / 
or the network consists of many slowly moving nodes 
[15]. On the other hand, the smaller routing zones are 
preferred where demand for routes is less and /or the 
network consists of a small number of nodes that move 
fast relative to one another. Proactive routing protocol 
works with in the zone whereas; reactive routing protocol 
works between the zones. 

ZRP consists of three components: 1) the 
proactive Intra zone routing protocol (IARP), 2) the 
reactive Inter zone routing protoc ol (IERP) and 3) 
Bordercast resolution protocol (BRP). Each component 
works independently of the other and they may use 
different technologies in order to maximize efficiency in 
their particular area. The main role of IARP is to ensure 
that every node with in the zone has a consistent updated 
routing table that has the information of route to all the 
destination nodes with in the network. The work of IERP 
gets started when destination is not available with in the 
zone. It relies on bordercast resolution protocol in the 
sense that border nodes will perform on-demand routing to 
search for routing information to nodes residing outside 
the source node zone [20]. 
 
4. Simulation  

There are several simulators available like 
OMNET++, QualNet, OPNET and NS2. Here, NS2 is 
used for simulation experiments since it is preferred by the 
networking research community. NS2 is an object oriented 
simulator, written in C++ and OTcl    (Object oriented 
Tool command language) as the frontend. If the 
components have to be developed then both Tcl (Tool 
command language – scripting language) and C++ have to 
be used. In this section, we have described about the 
performance metrics and implementation details of all four 
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MANETs routing protocols namely, DSDV, DSR, AODV 
and ZRP. 
 
4.1 Performance Metrics 

The following performance metrics are considered for 
evaluation of MANETs routing protocols: 
Throughput: the ratio of data packets received to the 
destination to those generated by source.  
Average Delay: it includes all possible delays caused by 
buffering during route discovery latency, queuing at the 
interface queue, retransmission delays at the MAC, and 
propagation and transfer times. It is the average amount of 
time taken by a packet to go from source to destination. 
[19] 
No. of packets dropped: it is the number of packets lost 
by routers at the network layer due to the capacity of 
buffer or the packet buffering time exceeds the time limit. 
Routing Overhead: it is the number of routing packets 
which would be sent for route discovery and maintenance. 
All the above mentioned performance metrics are 
quantitatively measured. For a good routing protocol, 
throughput should be high where as other three parameters 
value should be less. 

 
4.2 Implementation 
The simulation parameters considered for the performance 
comparison of MANETs routing protocols are given 
below:  

Table 2: Simulation Setup parameters 
Platform Linux, Fedora core 9 

NS Version ns-allinone-2.34 
Protocol DSDV, AODV, DSR , ZRP 

Mobility Model Random way Point 
Area 500 * 500 m 

Experiment Duration 150 sec 
Traffic Type CBR 

Radio Propagation TwoRayGround 
MAC layer Protocol Mac/802_11 

Packet size 512 bytes 
Antenna type Antenna/OmniAntenna 

Number of nodes 10, 20, 30, 40, 50 
Maximum Speed 5, 10, 15, 20, 25 m/s 

Pause time 10, 50, 100, 150, 200  
 

NS2 provides the implementation of DSDV, AODV and 
DSR protocols. However, for ZRP, a patch has been 
integrated into NS2 package [21, 22].  The Tcl code has 
been written to set up the network components which 
includes the parameters defined in Table 2. For traffic 
model, cbrgen utility has been used which creates CBR 
and TCP traffic connections between nodes [23].  The 
different traffic files have been generated by varying the 
number of nodes with CBR traffic source at a rate of 4 
packets / sec and keeping maximum number of 
connections as 20 to 40. 

For mobility model, setdest utility has been used to 
create node positions and their movements [23]. In order 
to perform simulation experiments, twenty five different 
scenario files have been generated by varying the number 
of nodes and pause time and keeping other values 
constant. Other twenty five scenario files have been 
generated by varying the number of nodes and maximum 
speed by keeping the pause value as 2 seconds. Pause 
time, Max speed and number of nodes are varied 
according to the table 2. 

The Tcl file generates different trace files according to 
different MANETs routing protocols. In order to test the 
behavior of different protocols, the trace files have been 
parsed with the help of programs written in Python 
language to extract the information needed to measure the 
performance metrics. After getting the values of different 
performance metrics according to different routing 
protocols, XGraph utility is used to plot the graphs. 
Network Animator (NAM) is used to graphically 
visualize the simulation [24, 25,26]. 
 
4.3 Results 
 
Simulation Results have been presented in the group of 
four figures where each figure is corresponding to one 
performance metric. The performance metrics considered 
are throughput, average delay, number of packets dropped 
and routing overhead. In all graphs, x-axis specifies the 
number of nodes and y-axis indicates the value of 
performance parameter.  

We have presented the analysis of results 
according to different performance metrics. With each 
performance metric, results are analyzed by changing the 
number of nodes, speed and pause time. The group of 
graphs numbered from 1 to 5 shows the simulation results 
by varying the pause values and number of nodes, 
however, the maximum speed is kept as constant that is 2 
m/s. Whereas, the next group of graphs numbered from 6 
to 10 shows the simulation results by keeping the pause 
value constant i.e., 2 seconds and varying the maximum 
speed and number of nodes. The minimum speed is taken 
as 1 m/s, so, that nodes will move with an average speed.  
 
Throughput:  It is evident from the results that 
throughput of AODV is better as compared to other 
protocols. Moreover, the change in the pause value does 
not have any effect on AODV performance. Generally, for 
all the protocols, by increasing the number of nodes, 
throughput also increases. In DSDV, initially (before the 
convergence of roots), some packets are sent and get 
dropped, therefore, it has low throughput as compared to 
AODV and DSR. With pause value 200 and number of 
nodes 10, the throughput of DSDV is zero. The throughput 
of ZRP does not change even on changing the pause value 
or speed or the number of nodes. The reason behind this 
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phenomenon may be the fixed zone radius. On changing 
the pause value, the throughput of DSR has an oscillating 
behavior. One possible reason is that DSR uses route 
cache and the routes stored in the cache might become 
stale after sometime. However, by increasing the speed, 
the throughput of DSR decreases. This can be due to the 
mobility of nodes which may increase the chances of path 
failure.  
 
Average Delay: From the graphs related to average delay, 
it can be seen that AODV and ZRP has higher average 
delay where as other two protocols experiences less delay. 
In DSR, due to the caching of routes, the average delay is 
reduced. However, as the number of nodes increases, DSR 
exhibits significantly higher delay then other three 
protocols. This may be due to the increasing node density 
because of which the number of data sessions increases 
which leads to increased end to end delay. Average delay 
of DSDV is less in comparison to other three protocols 
since it is a proactive protocol. The routes for all the 
destinations are maintained in routing tables. When speed 
increases, there is no effect on average delay. However, as 
the number of nodes increases, the delay increases due to 
time consumed in computation of routes, however, once 
routes have been created; the delay becomes less as 
evident from the graphs. Since, AODV is a reactive 
protocol, the routes are created on demand; therefore, it 
experiences a higher delay. As speed increases, spikes in 
AODV are higher; however, for higher mobility, AODV 
has less delay as compared to previous values. In case of 
ZRP, initially, when number of nodes is less, it has a 
higher delay because of the route creation and table 
maintenance, then the delay decreases and after that it 
gives a mediocre performance which is expected because 
of its hybrid nature. In ZRP, on increasing the speed and 
the number of nodes, the delay increases because of 
difficulty in setting routes due to contention and high 
mobility.  
 
Number of Droppe d Packets: In DSDV protocol, more 
number of packets gets dropped as compared to other 
protocols. Generally, the value is higher when the number 
of nodes is less. The reason may be sending the data 
packets before convergence of routes. DSR and AODV 
experience a similar behavior that dropped packets are 
less, which specifies their high reliability. However, in 
DSR the number of dropped packets is marginally less in 
comparison to AODV. This reduction may be due to the 
fact that DSR maintains route cache. Generally, by 
increasing the pause value, number of dropped packets 
also increases. Initially, ZRP has less number of dropped 
packets; however, as number of nodes increases, there is a 
sharp increase in the value. In every protocol, the number 
of dropped packets increases on increasing the speed due 
to difficulty in path creation. With an increase in speed, 

descending order of performance corresponding to number 
of dropped packets is ZRP, DSR, AODV, and DSDV. On 
increasing the speed, the number of dropped packets in 
DSDV protocol is high since it is a table-driven routing 
protocol. 
 
Routing Overhead: ZRP and AODV have more routing 
overhead in comparison to DSR and DSDV routing 
protocols. In DSR, the routes are maintained only between 
the nodes those want to communicate as well as a single 
route discovery may yield many routes to the destination, 
therefore, the routing overhead is less. Where as, in 
DSDV, the concept of table maintenance reduces the 
routing overhead. In ZRP, maintaining the zone radius as 
well as electing the border nodes and switching from 
proactive to reactive or vice-versa, more number of control 
packets are needed. As number of nodes increases, the 
routing overhead increases because of increasing node 
density. In ZRP and AODV, routing overhead increases by 
a large amount where as, in DSDV and DSR, it increases 
marginally. In DSDV and DSR, there is not a significant 
effect of pause value or speed value. Where as, in ZRP 
overhead is reduced by a small amount with respect to 
increase in pause value and speed. This scenario is 
reversed in AODV protocol, that is by increasing the speed 
and pause value, overhead also increases.  At the last, it 
can be concluded that the routing overhead increases with 
increasing number of nodes; however, a change in pause 
value or speed does not adversely affect the performance. 
 

 
Graph 1.1- Throughput, pause 10 and varying number of nodes 

 

 
Graph 1.2- Average Delay, pause 10 and varying number of nodes 
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Graph 1.3- Dropped Packets, pause 10 and varying number of nodes 

 

 
Graph 1.4- Routing Overhead, pause 10 and varying number of nodes 

 

 
Graph 2.1- Throughput, pause 50 and varying number of nodes 

 

 
Graph 2.2- Average Delay, pause 50 and varying number of nodes 

 

 
Graph 2.3- Dropped Packets, pause 50 and varying number of nodes 

 

 
Graph 2.4- routing Overhead, pause 50 and varying number of nodes 

 

 
Graph 3.1- Throughput, pause 100 and varying number of nodes 

 

 
Graph 3.2- Average Delay, pause 100 and varying number of nodes 

 

 
Graph 3.3- Dropped packets, pause 100 and varying number of nodes 

 

 
Graph 3.4- Routing Overhead, pause 100 and varying number of nodes 
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Graph 4.1: Throughput, pause 150 and varying no of nodes 

 

 
Graph 4.2: Average Delay, pause 150 and varying no of nodes 

 

 
Graph 4.3: Dropped Packets, pause 150 and varying no of nodes 

 

 
Graph 4.4: Routing Overhead, pause 150 and varying no of nodes 

 

 
Graph 5.1: Throughput: pause 200 and varying no of nodes 

 
Graph 5.2: Average Delay: pause 200 and varying no of nodes 

 

 
Graph 5.3: Dropped Packets: pause 200 and varying no of nodes 

 

 
Graph 5.4: Routing Overhead: pause 200 and varying no of nodes 

 

 
Graph 6.1: Throughput, speed 5 and varying number of nodes 

 

 
Graph 6.2: Average Delay, speed 5 and varying number of nodes 
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Graph 6.3: Dropped Packets, speed 5 and varying number of nodes 

 

 
Graph 6.4: Routing Overhead, speed 5 and varying number of nodes 

 

 
Graph 7.1: Throughput, speed 10 and varying number of nodes 

 

 
Graph 7.2: Average Delay, speed 10 and varying number of nodes 

 

 
Graph 7.3: Dropped Packets, speed 10 and varying number of nodes 

 
Graph 7.4: Routing Overhead, speed 10 and varying number of nodes 

 

 
Graph 8.1: Throughput, Speed 15 and varying number of nodes 

 

 
Graph 8.2: Average Delay, Speed 15 and varying number of nodes 

 

 
Graph 8.3: Dropped Packets, Speed 15 and varying number of nodes 

 

 
Graph 8.4: Routing Overhead, Speed 15 and varying number of nodes 
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Graph 9.1: Throughput, Speed 20 and varying number of nodes 

 

 
Graph 9.2: Average Delay, Speed 20 and varying number of nodes 

 

 
Graph 9.3: Dropped Packets, Speed 20 and varying number of nodes 

 

 
Graph 9.4: Routing Overhead, Speed 20 and varying number of nodes 

 

 
Graph 10.1: Throughput, Speed 25 and varying number of nodes 

 

 
Graph 10.2: Average Delay, Speed 25 and varying number of nodes 

 

 
Graph 10.3: Dropped Packets, Speed 25 and varying number of nodes 

 

 
Graph 10.4: Routing Overhead, Speed 25 and varying number of nodes 
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5. Conclusion 
In the present exposition, the performance of MANET 
routing protocols is examined with respect to following 
four performance metrics namely, throughput, average 
delay, number of packets dropped and routing overhead. 
DSDV is a proactive protocol, where as, AODV and DSR 
falls under the category of reactive protocol and ZRP is a 
hybrid protocol.  The simulation results suggest that each 
protocol performs well in some scenario yet has some 
drawbacks in other cases. In terms of throughput, AODV 
performance is better than others whereas, DSDV 
performance poorly sometimes. Another disadvantage of 
DSDV is that the number of dropped packets is also 
significantly higher. ZRP throughput does not change even 
with a change in mobility or pause time because of its 
hybrid nature. The performance of DSR is good in terms 
of routing overhead and number of packets dropped due to 
route cache. It can also be concluded from the simulation 
results that the reliability of AODV and DSR protocols is 
better than other two protocols. 
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