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Interference Channel With a Causal Relay Under
Strong and Very Strong Interference
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Abstract—1In this paper, we study a two-user interference
channel with a causal relay, where the relay’s transmit symbol
depends not only on its past received symbols, but also on
its present received symbol. This is an appropriate model for
studying amplify-and-forward type relaying when the bandwidth
delay-spread product is much smaller than one. For the discrete
memoryless interference channel with a causal relay, we derive a
genie-aided outer bound. For the Gaussian interference channel
with a causal relay, we define strong and very strong interference
conditions and propose an outer bound for each case. We also
propose an achievable scheme based on instantaneous amplify-
and-forward (AF) relaying for the Gaussian interference channel
with a causal relay and so it achieves capacity under some
conditions. Our result extends the previous result by El Gamal,
Hassanpour, and Mammen on the optimality of instantaneous
AF relaying for the Gaussian relay channel with a causal relay
to that of the Gaussian interference channel with a causal relay
under strong and very strong interference.

Index Terms—Interference channel, interference relay
channel, instantaneous relay, causal relay, and amplify-and-
forward relaying.

I. INTRODUCTION

HE performance of wireless communication systems is
significantly affected by interference since resources such
as time, frequency, and space are often shared. The two-user
interference channel (IC) is the simplest communication chan-
nel with multiple source-destination pairs interfering with each
other. Single-letter capacity characterization for discrete mem-
oryless and Gaussian interference channels is still unknown
in general and known only for some limited cases including
strong [1], [2] and very strong [3] interference conditions.
On the other hand, relays can be used to help commu-
nication for interference channels [4], [5]. Recently, various
interference relay channel models, relaying strategies, and
bounds have been studied in [6]-[16]. In Gaussian inter-
ference relay channel with an out-of-band reception/in-band
transmission relay, sum capacity result is shown for very
strong relay-interference regime [8]. For the interference relay
channel where the relay’s transmit signal can be heard from
only one source, the capacity was characterized under a
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certain condition using an interference forwarding scheme [9].
The achievable rate regions for amplify-and-forward, decode-
and-forward, and estimate-and-forward relaying schemes
applied to interference relay channels were analyzed in [10].
A generalized hash-and-forward scheme that is a combi-
nation of compress-and-forward and hash-and-forward was
studied in [11]. Rate splitting and decode-and-forward relaying
approach was considered in [12] showing that transmitting the
common message only at the relay achieves the maximum
achievable sum rate for symmetric Gaussian interference relay
channels. Improved compress-and-forward and compute-and-
forward relaying schemes were proposed in [13] and the
sum-rate capacity under weak and strong interference condi-
tions was studied. For a Gaussian interference channel with
a cognitive relay having access to the messages transmitted
by both sources, [14] proposed a new achievable scheme
by combining the Han-Kobayashi scheme and dirty paper
coding. Gaussian Z-interference channels with a relay with
a rate-limited digital link and out-of-band relay were studied
in [15] and [16], respectively.

In many results studying interference relay channels, it is
typically assumed that the relay’s operation is strictly causal,
i.e., the relay’s transmit symbol depends only on its past
received symbols. However, sometimes it makes more sense
to assume that the relay’s operation is causal, i.e., its transmit
symbol depends also on its present received symbol. This is
a better model for studying AF type relaying if the overall
delay spread including the path through the relay is much
smaller than the inverse of the bandwidth. Such a scenario
can easily happen when cell sizes are small, e.g., femto
cell environments. Such a channel has recently been studied
in [17], [18]. For the Gaussian relay channel with a causal
relay, instantaneous amplify-and-forward relaying achieves the
capacity if the relay’s transmit power is greater than a certain
threshold [17], [18].

For the cognitive interference channel where one of the
transmitters knows the message of the other user non-
causally, capacity results have been shown for some chan-
nel classes [19]. Cognitive Z-interference channel where
one transmitter and receiver pair is interference-free, an
achievable scheme was proposed using superposition and
Gel’fand-Pinsker encoding, which was shown to be optimal
when the channel for the non-cognitive transmitter-receiver
pair is noiseless [20]. For the broadcast channels with cogni-
tive relays, a new achievable scheme was proposed in [21].

In this paper, we consider an interference channel with
a causal relay where two source nodes want to transmit
messages to their respective destination nodes and a causal

0018-9448 © 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



860 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 60, NO. 2, FEBRUARY 2014

relay helps their communications. We study both discrete
memoryless and Gaussian memoryless channels. We present a
genie-aided outer bound for the discrete memoryless interfer-
ence channel with a causal relay. For the Gaussian interference
channel with a causal relay, we define strong and very strong
interference conditions motivated by strong and very interfer-
ence conditions for the Gaussian interference channel. For the
Gaussian interference channel with a causal relay under strong
and very strong interference, we show new genie-aided outer
bounds such that both receivers know the received sequence
at the relay. We also propose an achievable scheme using
instantaneous amplify-and-forward relaying. The complexity
of the proposed relaying is very low compared to other more
complicated relaying schemes including decode-and-forward
and compress-and-forward since it only performs symbolwise
operations. Despite its simplicity, we show that it can achieve
the capacity exactly when the relay’s transmit power is greater
than a certain threshold for the very strong interference case.
For the strong interference case, the same is true if some
additional conditions are satisfied. This is surprising since it
means that such a simple symbolwise relaying can be optimal
in a complicated communication scenarios with two source-
destination pairs interfering with each other.

This paper is organized as follows: In Section II, we
describe the discrete memoryless interference channel with a
causal relay and derive an outer bound. In Section III, we
define the Gaussian interference channel with a causal relay
under strong and very strong interference and propose an outer
bound for each case. We propose an achievable scheme based
on instantaneous amplify-and-forward relaying and show that
it achieves the capacity under certain conditions.

II. DISCRETE MEMORYLESS INTERFERENCE CHANNEL
WITH A CAUSAL RELAY

The discrete memoryless interference channel with a causal
relay has two senders transmitting X1 € X7 and X, € A, two
receivers receiving Y1 € ) and Y» € )k, a relay receiving
Yr € Vg and transmitting X € Xg. The channel is specified
by a set of conditional probability mass functions p(yg|x1, x2)
and p (y1, y21x1, X2, XR, Yr)- The channel is denoted by (X} x
X x Xg, p(yrIx1, x2) p(y1, y21X1, X2, XR, YR), Y1 X V2 X VR).

A (2R 2nR2 yy code for the discrete memoryless
interference channel with a causal relay consists of
two message sets [I : 2R £ (1,2 .. . 2"R1} and
[1 : 2"%2] two encoders that produce codewords x7(m1)
and x5 (m3) as functions of messages m; € [l 2nR1]
and my € [l : 2MR2), respectively. The messages M; and
M, are assumed to be independent of each other and
uniformly distributed in [I1 2"R1] and in [1 21k
respectively. The encoding function of the relay is defined
as xg; = f,-(yj'e), for 1 < i < n, where yj'e denotes
{Yr,1,.-.,YR,i}. For decoding, decoder i produces a
message estimate 71; as a function of the received sequence
yi' e Y, for i € {1,2}. We assume the channel is
memoryless, i.e., (lel,Xéfl, YI"(I) - (X1, X2,i) —
Yr; and (XL xS xSy vt vith —
(X1,i, X2,i, XR,i» YRi) = (Y1,i, Y2,;) form Markov chains.

Relay Encoder

Vi Xk

M, Xp Yy My
— Encoder 1 — Decoder 1 —

p(yrler. 22)p(yr, yolar, 22, 2R, yR)

My Xz Yy M,
—> Encoder 2 —> Decoder 2 —

Fig. 1.

Discrete Memoryless Interference Channel with a Causal Relay.

Zp ~ N(0,1)

Fig. 2. Gaussian Interference Channel with a Causal Relay.

The discrete memoryless interference channel with a causal
relay is depicted in Figure 1.

The average probability of error is defined to be Pe(") =
P ((Ml,Mz) * (Ml,Mz)). We say a rate pair (R, Rp) is

achievable if there exists a sequence of (2Rt 2"R2 n) codes
such that lim,_, s Pe(n = 0. The capacity region of the
discrete memoryless interference channel with a causal relay
is defined as the closure of the set of achievable rate pairs
(R1, R2).

For the discrete memoryless interference channel with a
causal relay, we get the following outer bound on the capacity
region whose proof is given in Appendix A.

Theorem 1: For the discrete memoryless interference chan-
nel with a causal relay, the capacity region is contained in the
set of rate pairs (Ry, Ry) such that

I(X1; YRIX2, Q) + I(X1; Y1|X2, YR, XR, Q), (12)
I(X2; YrIX1, Q) + 1(X2; Y21X1, YR, XRr, Q), (1b)

for some p(q)p(x1lg)p(x2lg) p(xrlx1, X2, YR, q)-

Ry
R

IA

A

III. GAUSSIAN INTERFERENCE CHANNEL WITH A
CAUSAL RELAY

We consider the Gaussian interference channel with a causal
relay depicted in Figure 2, which is a Gaussian version of
the discrete memoryless interference channel with a causal
relay considered in Section II. For simplicity, suppose the
relay node is equipped with 3 antennas, one for receiving
and two for transmitting signals. Our results can be easily
extended to more general cases with more antennas. Receiving
and transmitting antennas are assumed to be isolated so that
they do not interfere with each other. Then the relay’s received
signal Y can be expressed as follows:

Yr=hr X1 +hraXo+Zpg (2)
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where hg; is the channel gain from source j to the relay,
Zgr ~ N(0, 1) is a zero-mean unit-variance Gaussian noise at
the relay. Suppose an average power constraint P on source
nodes and Pgr on the relay node. The received signal Y; of
destination i can be expressed as follows:

Yi = huXi+hpXo +higXg + Z3
Yo = ho1 X1 +hpXo +horXg + 2>

(3a)

(3b)
where h;p = [hl[g,hl[?], hl[];e] is the channel gain from the
k-th antenna of the relay to destination i, h;; is the channel
gain from source k to destination i, for i,k € {1,2}, Xp =
[XRr1, Xr2]T is the transmitting signal of the relay, where
T means transpose, and Z; ~ N(0, 1) is the Gaussian noise
at destination i.

If the relay’s power exceeds a certain threshold, then the
capacity of the Gaussian interference channel with a causal
relay can be achieved by a simple instantaneous amplify-and-
forward relaying in some cases. We say the relay is potent if
the relay’s power exceeds the threshold.

Definition 1: We call the relay is potent if

(h[zllghzzhm —h[lllghllhkz)z-i-(h[zzlghzzhm —h[lzlghl 1hR2)?
[2], [1] [11,12] 2 12
(thhQR - thhZR)2h11h22
Pg
< .
(h%, + h%,)P + 1

“)

A. Gaussian Interference Channel With a Causal Relay
Under Very Strong Interference

Definition 2: A Gaussian interference channel with a causal
relay is said to have very strong interference if

(hathy + hgihga)? P

2 232 2 2
(h3y +hgy)” P+ h3y + hiy

(h11h12 + hrihg2)? P

2 2 \2 2 2
() +h%y)” P+ hiy + gy

(5a)

2 2
(% +13) P

(5b)

(32 + ko) P =

Remark 1: 1Tt is easy to check that the above condition falls
back to the very strong interference condition for the Gaussian
interference channel if there is no relay, i.e., if hig; = hgy = 0.

The capacity region of the Gaussian interference channel
with a causal relay under very strong interference can be
characterized under some conditions as shown in the following
theorem whose proof is in Appendix B.

Theorem 2: The capacity region of the Gaussian interfer-
ence channel with a causal potent relay under very strong
interference is given by the set of rate pairs (Ry, R2) such
that

R < %log (1 + (h%l +h%¢1) P) (6a)
Ry < %log (1 + (h§2 + h%n) P) . (6b)

Remark 2: The above result recovers the capacity result of
the Gaussian interference channel without relay, i.e., when
hri =hp2 =0.

For achievability, we use instantaneous amplify-and-
forward relaying. Unlike the conventional relay channel
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where the relay’s encoding function depends only on the past
received signals, in our channel the relay’s transmit symbol
depends also on the current received signal. This enables
coherent combining at the destination for each symbol,
which is why a simple relaying such as an instantaneous
amplify-and-forward scheme can be optimal. Similarly, such
a scheme can also be optimal in other cases including [17]
and its generalization in [18].

B. Gaussian Interference Channel With a Causal Relay
Under Strong Interference

Definition 3: A discrete memoryless interference channel

with a causal relay is said to have strong interference if
[(X1; Y11X2, YR, XR) < I(X1; Y2|X2, YR, XR),
1(X2; V2| X1, YR, XR) < 1(X2; Y11X1, YR, XR)

(7a)
(7b)

for all p(x1)p(x2) p(xrlyr)-

Lemma 1: For the Gaussian interference channel with a

causal relay, the strong interference condition is equivalent
to |h11] < |h21| and |h22| < |h12].
The proof of the above lemma is in Appendix C. Lemma 1
means the strong interference condition for the Gaussian
interference channel with a causal relay has the same form
as that for the conventional Gaussian interference channel.

Lemma 2: If the Gaussian interference channel with a
causal relay has strong interference, then

(8a)
(8b)

I(XT; YTIXS, YR) < T(XT; YIX5, YR),
I(X5, Y3 IX, YRy < I(X5: YPIXT, YR)

for all p(x!)p(xy) and xg j = f;(yy) forall j € {1,2,...n}
and n > 1.
The proof of the above lemma is in Appendix D.

Using Lemma 2, we get the following outer bound for the
capacity region of the Gaussian interference channel with a
causal relay under strong interference.

Theorem 3: For the Gaussian interference channel with a
causal relay under strong interference, the capacity region is
contained in the set of rate pairs (R, Ry) such that

R < %log (1 (12 + h%ﬂ)P) (9a)
Ry < %log (14 (3, + 13 P) (9b)
Ri+Ry < % log (1 + (h%1 R, 4Ry, +h§2) P
+ (hiihga — hizhgy)? Pz) (%)
R+ Ry < %log (1 + (hgl +h3y + h ‘Hﬁez) P
+ (hhwi = bk P) - (9)

The proof is in Appendix E.

Remark 3: Interestingly, if h11hgy = hi12hg1 and hoohpg =
ha1h 2, then the capacity region of the Gaussian interference
channel with a causal potent relay under strong interference
can be characterized and is given as the set of rate pairs
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(R1, R») such that

Ry

| /\

log 1+ (h (10a)

%QI)P>

(
log (1 4 (hd,+h Rz)P)
log (1-+

IA

R> (10b)

Ri+ R

IA
l\)l»—kl\.)l—‘l\)l»—k

( |+ h2, R +h§2) P) (10¢)

Ri+ Ry < S log (1+
It can be easily proved by combining the outer bound in
Theorem 3 and the achievable rate region of the instantaneous
amplify-and-forward relaying used in proving Theorem 2.

(32 + 13, + Wy + ) P) (100)

IV. CONCLUSION

In this paper, we studied the interference channel with a
causal relay and showed capacity results under some con-
ditions. The main difference between our channel and the
conventional interference relay channel is in that the relay’s
current transmit symbol depends on its current received sym-
bol as well as on the past received symbols. For this channel,
we defined very strong and strong interference conditions
motivated by the strong and very strong interference con-
ditions for the Gaussian interference channel. We presented
new genie-aided outer bounds where both receivers know
the received sequence of the relay. Using the characteristics
of the strong interference, we suggested a tighter outer bound
for the Gaussian interference channel with a causal relay
under strong interference. We also proposed an achievable
scheme based on instantaneous amplify-and-forward relaying.
Surprisingly, the proposed instantaneous amplify-and-forward
relaying scheme actually achieves the capacity exactly under
certain conditions.

APPENDIX A
PROOF OF THEOREM 1

An upper bound on nR; can be expressed as follows:

nRy = H(My) = H(M|M>) (11
(@)
% I(My; Y{, YRIM:) + ney, (12)
n
= D> I(My: Yi, Y1ilMo, Yt YY) + ey (13)
i=1
b i1 yie
o D I(My, X Yrin Y1 M, X0, Yo' YY) + ney
i=1
(14)
n .
< D IMy My, X, Y Ve Y1l Xon Y1) + nen
i=1
(15)

n
= > I(Mi, My, X1i, Y{ ' Yril Xai, Vi)
i=1

n
+ D I(My, My, X1, Y{71 Y101 Xai, YE) + ney (16)

i=1

© < A
< D IMy, My, X, Y] Y YRil X))
i=1

n
—i—zl(Ml,Mz, X, YL YR Vi1 X0, YRis X0
i=1

+e, (17
n n
2 D I(Xui YrilX2i) + > T(Xuis Y1l Xoi, Yeis X i)
e - (18)
= nl(X19;Yr,0lX20, Q)
+nl(X19; Y10lX20,Yro, XR0, O) + ney, (19)

= nl(X1; YR|X2, Q)+nl(Xy; Y1|1X2, YR, Xg, Q)+ne,
(20)

where (a) follows from Fano’s inequality, where €, tends to
zero as n — 00, (b) and (¢) follow since X j; is a function
of M; for j € {1,2}, respectively and Xg; = f;(Yy), and
(d) holds since (M1,M2,Yl ! Y’ Y > (X1, X2i) — Yri
and (M, Mp, Y{"' Vi) — (Xll,le,le,YRl) - Yy
In the above, Q is a time sharing random variable such
that Q@ ~  Unif[l : n] which is independent of
(X1, X5,Y1, V), YR, X%) and we define X = X9, Xo =
X20, Y1 =Yg, Y2 =120, Y = Yo, Xr = Xro.

Similarly, an upper bound on R; can be expressed as
follows:

Ry < I(X2; YR|X1, Q) + 1(X2; Y2| X1, YR, Xg, Q) (21)

APPENDIX B
PROOF OF THEOREM 2

Achievability: Achievability follows by instantaneous
amplify-and-forward scheme at the relay. In this case, the
transmit signal of the relay can be expressed as follows:

Xg = [ar1 ar2l’ Yr (22)

where op; is the amplification factor of the i-th antenna
of the relay. Let sources 1 and 2 transmit codewords using
independent Gaussian codebooks with power P. Then, the
received power of the relay becomes (h%e1 + h%ez)P + 1 and
the transmit power constraint for the relay can be expressed
as follows:

2 2 Pg
< __ IR
AR TR = G2 (23)

We set the amplification factors of the relay as follows:

hllhRZh[lzll - hZZthh[z]

ORl = (24a)
b= D
hzthlth - hllthh
i (WA ] hm 240
11h2a( 1R™2R 1R"2R)
It is easy to check ag; and ag, satisfy the following:
h
arihl) + agoh? = h—’:ll (25a)
h
arih] + agoh? = “F2. (25b)

2R — h22
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Using the above ag,i and agy, the received signal of
destination i can be expressed as follows:

Yi =huXi+hiXo +hgXg + 7

h?, + h> hithiy + hgih
_ 11 R1 X + 117112 RI1MR2 X,
hi1 hi1

h
+ (ﬂ) Zr + Zi
hii
Yo = hp Xy +hpnXo +horXg + 25

hathy + hgih h3, + h>
:( 21h2 + higi RZ)X1+ 2+ IR X5
h2 h2

h
+(h—’“) Zr+ 2

(26a)

(26b)

22

If the very strong interference condition (5) is satisfied,
then the resulting Gaussian interference channel given in (26)
has very strong interference and the capacity region is given
by (6a).

Converse: Applying Theorem 1 to the Gaussian interference
channel with a causal relay, the upper bound on R; in
Theorem 1 can be expressed as follows:

Ry < I(X1; Yr|X2, Q) + 1(X1; Y1|X2, YR, XR, Q) 27
(@)
< h(Yr|X2) — h(YR|X1, X2) + h(Y1|X2, YR, XR)
_h(Y1|X19X2, YR’XR) (28)

= h(hp1 X1+ hraXo + Zr|X2) — h(Zg)

+h(h11 X1+hpXo+hirRXR+Z1|X2, YR, XR)—h(Z1)
(29)

h(hr1 X1+ZRr)—h(ZR)+h(h11 X1+Z1|hr1 X1+ZR)

—h(Zy) (30)

= h(hn X1+ Z1, hri X1 + Zgr) — h(Zg) — h(Z1) (31)

1
= S log(1l+ (b + hi))P) (32)

INS

—
-

where (a) holds since conditioning reduces entropy
and Markovity of the channel, (b) holds since Zg
is independent of X; and X,, Z; is independent of
X1, X2, Yr,Xpg, (c) holds since conditioning reduces
entropy, and (d) holds since h(h11 X1 4+ Z1, hr1 X1 + Zg) <
%log(27re)2 (1 + h%lP + h%nP).

Similarly, an upper bound on R; can be expressed as
follows:

1
Ry < 5 log (14 (3 + k) P) (33)
APPENDIX C
PROOF OF LEMMA 1
I1(X1;Y11X2, YR, XR) can be expressed as follows:
I(Xy; Y1|X2, YR, XR) (34)
= h(Y1|X2, Yr, Xg) — h(Y11X1, X2, YR, XR) (35)

=hh X1+h12Xo+hirXr+Z1|1X2, hr1 X1+hro Xo+Zg
, XR) — h(Zy) (36)
=h(huX1+hXo+Z11X2, hpi X1+Zg, Xg)—h(Z1) (37)
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@ h(h11 X1 +hi2Xo + Z1| X2, hr1 X1 + ZR) — h(Zy)
b
(=)h(h11X1 + Zilhp1 X1 + Zg) — h(Z))

(33)
(39
where (a) holds since h11 X1 +hi2Xo +Z1 - (X2, hp1 X1 +
ZRr) — Xg and (b) holds since X, is independent of
(X1, Zr, Z1).

Similarly, I(X1;Y2|X2, YR, XR), I(X2;Y2|X1, YR, Xg),
and I(X»2; Y1|X1, Yg, XRr) can be expressed as follows:

I(X1; Y2|X2, YR, XR) = h(ha X1+ Za2lhri X1+ZR)—h(Z>)

(40a)
1(X2; Y2| X1, YR, XR) = h(hoXo+Zah o X2+ZR)—h(Z2)
(40b)
I1(X2; Y11X1, YR, XR) = h(h12X2+Z1|hpo Xo+ZR)—h(Z))
(40¢)

If |h11] < J|hat| and |h2z| < |hy2|, then the Gaussian
BC’s from X to [(ho1 X1 + Zo, hg1 X1 + Zg), (h11 X1 +
Z1,hg1 X1 + Zg)] and from X; to [(h12X2 + Z1, hpa X2 +
ZR), (hooXo2 + Zo,hgoX> + Zg)] are both degraded, and
therefore more capable. Thus, we get I(Xy;hnX; +
Zo,hri X1 + Zg) = I(Xy;huXy + Zi,hpi X1 + Zg)
and [ (X2;h12Xo + Z1,hgoXo + Zg) > 1(X2;hoXo +
Zy,hpoXo + Zpg) for all p(x;)p(x2)p(xgr|yg). From this,
it follows I(Xy; Y2|X2, YR, Xg) > I(X1;Y11X2, YR, XR)
and I1(X2; Y11X1, YR, XR) > I(X2; Y2|X1, YR, Xgr) for all
px1)p(x2)p(xglyr). To show the other direction, assume
h(hi X1+ Zi|lhgi X1 + ZR) < h(h21 X1 + Zalhr1 X1 + ZR),
h(hXa + Za|hpoXo + ZR) < h(h12X2 + Z1lhg2 X2 + ZR),
X1~ N, P), and X5 ~ N(0, P), then we get |h11]| < |h2y|
and |ha2| < |h12].

APPENDIX D
PROOF OF LEMMA 2

For the proof, we modify the induction steps done in [2].
For n = 1, Lemma 2 holds since

I(X1,15 Y2u1X2,1, YR1) — 1(X1,15 Yi,11X2,1, YR,1) (41)
@ I(X1,1;Y2,11X2,1, YR,1, XR,1)
—I(X1,1;Y1,11X2,1, YR,1, XR,1) (42)
®)
>0, (43)

where (a) holds since Xz 1 = f1(Yg,1) and (b) holds from the
strong interference condition.
Now assume that Lemma 2 holds for n =k, i.e.,

1(x5 vk X8, vEy < 1(xb; vk x%, vk (44)

for all p(x¥)p(x5) and xg ; = f;(y}) for all j € (1,2, ..n}.
Let Y;; = hanX1; + hpXo; + Z;j and Yik =
(Yi1,Yi2, ..., Yix) where i € {1,2}, j € {1,2,...,n}. Then,

the above condition is equivalent to the following:

1(x5; YR xE, vy < 1x%; v xk, vk (45)
for all p(x¥)p(x%) since X% = fF¥(Yk). This implies that

15 YRIXE, vk, Uy < 1(xh; vRIXS vk Uy @e)
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for all p(u)p(x1|u)p(x2|u)
1(Xk+1 Yk+1|X]2‘+1, Y,]§+1)—I(le+1;Ylk+1|X]2‘+l, Y,]§+1)
can be expressed as follows:

k+1. yk+1,yvk+1 yk+1 k+1. yk+1,yk+1 yk+1
ISyt xSt vt — 1oyt vt xSt veth

47)
@ (XK PR XLyl (xhHL phtl xhel phly
(48)
_ I(X’l‘“;)?2’<|X’2‘+1Y,’§+1)+I(X’1‘+1;?2,k+1|X’2‘+1Y1’§+1?2k)
(49)
—IXTH Y | X5 YRTY
—IXFH PRIXAT YR Vi) (50)
= T(XXTNY g PRIXATL YR
HIXYS Vo 15T YL 1) (51)
— I P8 Py | XA YR
_I(Xk+1 YAvlk|Xk+l Yk+1,YAvl,k+1) (52)
= 1(Vigpn; VXS YD +1 (X 5 IX5 T Y Y en)
(53)
HI(X1 s VRIXE, X5TL YR Vi)
FI(X 1 ger1s Vo 1 X5 YR V)
SNL0CIRCTRID CHURID CRAND S-ARN 7))
— (V% Vi 1X5T YR
I (X1 ges1s Vi | X5TL YR P
—I(X5; Vi | X s, X511, YR V)
— 1 (X5 PEXETL YR Yy k)
—I(Xyarrs YRIXE, X5PL Y™ Yk (54)
(b) I(Xk, YZIXkJrl Yk+1 f’l i)
HI(X 1t Yasn |X’5+‘, Yt 75
—I(X1arts Vi |1 X5 YT P5)
— 1 (X5 YRXETL YR Vi) (55)
(g I(X1gs1s Yot | XAPL YRHL, V5)
—I(X1arts Vi |1 X5 YT 75 (56)
Do (57)

where (a) holds s1nce Xk = fk( ) (b) holds since

(Xl,k+1,X%{,k+1,AYk Y k+1) - (Xk,Xz) - ¥,
(Xk,Xé,YRH,lf,k) = Xk Xopp1) = Yo,
(x%, x5, Y1]§+1, o = Xk Xopr) = Yiggs

and (X141, Xo 1, YR Vigs1) — (Xk,Xz) - Yk
(c) follows from (46) since (X2k+1, YR, k+1,Y1 k+1) —
(X5, X5 — (VF, Y5, Y5), XX — (Xoge1, YR 1, Y) 1) =
X’z‘, and the memoryless channel property, and (d) follows
fArom the strong interference condition, i.e., [ (XA Lk+1;
Yo uit11Xok+1 YR k41, XRA41, V) = T(X1 k415 Yikt1]
X2 k+1, YR k41, XR k1, V) for  all P(U)P(xl k+1|v)

P(x2,k+110) p(XR k+1|YR k+1,0), Where V = (Xza Y5,
which satisfies V = — (Xl,k+1,X2,k+1) - (Yl,k+1»
Y2541, YRi+1) and Xiiy1 — V — Xox41. Similarly,

we can prove that 1(X75; Y5'| XY, Yp) < I(X5; Y['|X], Yp).

APPENDIX E
PROOF OF THEOREM 3

An upper bound on nR| +nR> can be expressed as follows:

nRy +nRy = H(My) + H(M>) (58)
QO YY) 4 T(X YL YY) + 2ne, (59)
< I(X}; Y, YRIX5) + 1(X5; Yy, YR) + 2ne, (60)
= I(XT YRIXE) + LXT; YT YR, X3 + T(X5; Y

+ I1(X5; YYIYR) + 2ne, (61)
=I(X}, X5, YR) + I(XY; Y YR, X5) + (X5 YIYR)

+ 2ne, (62)
QX0 X8 V) + 1K VEIYE XE) + T(X3: Y2 1Y)

+ 2ne, (63)
=1(X], X5 Yp) + I(XY, X5; YJ|YR) + 2ne, (64)

n n
= > I(XT, X5: YRl Y )+ D I(XT, X5:Ya,1Y3 ™, YR)
i=1 i=1

+ 2ne, (65)

©) < :
<> I XS YY)
i=1

n
+ D I X5 YT YL YR s Yail YR, X R +2nen
i=1

(66)
(d) n n
= > I(Xui Xz Yi) + D1 (Xai, Xais Yol YR.is X&.i)
i=1 i=1
+ 2ne, (67)

=nl(X10X20:Yr,010)+nl(X10X20;Y20|YR,0, XR,0, O)
+ 2ne, (68)

=nl(X1, X2; YRIOQ) + nl (X1, X2; Y2|Yr, Xr, Q) + 2ne,
(69)

where (a) follows from Fano’s inequality, (b) follows from
Lemma 2, (c) holds since X ; = f,( [f) and (d) holds since

1 1 1
XL XY XL XS LY Yll Rit+1) o X,
X2i, YR, Xgi) — Y2 and (X7, X] z+1’Xl PEFINE

Yll€ 1) — (X1i, X2i) = Yr,i. In the above, Q is a time sharing
random variable such that Q ~ Unif[1 : n] and independent
of (X7, X5, Y{", Y}, Yg, X%) and we define X| = X9, Xz =
X20, Y1 = Y19, Yo = Y29, YR = YR, and Xg = Xggp.
Similarly, we get the following upper bound on R; + R;.

Ri+Ry<1(X1, X2; YRIQ)+1(X1, X2; Y1|YR, X, Q) (70)

Combining this result with Theorem 1, we get the following
outer bound for the Gaussian interference channel with a
causal relay under strong interference:

Ry < I(X1; YR|X2, Q) + I(X1; Y11X2, YR, XR, Q),
Ry < I(X2; YR|X1, Q) + I(X2; Y2| X1, YR, XR, Q),
Ry + Ry < I(X1, X2; YR|Q)

+min{l (X1, X2; Y2|YRr, Xk,

(71a)
(71b)

0), I1(X1,X2; Y1|YR, Xr,0)
(71¢)
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for all p(q) p(x1lq) p(x2lq) p(xr|x1, x2, Y&, q). Following the
same procedure as the converse proof for Theorem 2, we get
the following upper bounds on R; and R;

Ry

IA

1
5 log (1 (03 + h%n)P) (72a)

R

IA

1
S log (1 + (13, + h%n)P) . (72b)

The upper bound on R; + R; for the Gaussian case can be
expressed as follows:

Ri+Ry < I(X1,X2; YRIQ)+1(X1, X2; Y1|YR, X&, Q)(73)
< h(Yr) — h(Yr|X1, X2) + h(Y1|YR, XR)
—h(Y1|X1, X2, YR, XR) (74)
= h(hg1 X1 +hroXo 4+ Zg) — h(Zg)
+h(hi1 X1+h12Xo+hirRXr+Z1|1YR, XR)
—h(Zy) (75)

< h(hp1 X1+ hg2X2 + Zg) — h(ZR)
+h(h1 X1+h0Xo+Zilhgi X1 +hraXo+Zg)
—h(Zy) (76)
= h(hp1 X1 +hpoXo+ Zg, hi1 X1 + hi2 X2 + Zy)

—h(Zg) — h(Zy) 77
1

< 3 log(l+ (W) + iy + by +ho) P
+ (h11thga — hiahg1)? P?) (78)

where (a) holds since conditioning reduces entropy. Similarly,
we get,

1
Ri+ Ry < log (1 + (h%1 + h3, + h%, +h§n) P

+ (hazhr1 — ho1hga)? Pz) ,

which concludes the proof.
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