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This paper presents a new fuzzy time series model combined with ant colony optimization (ACO) and
auto-regression. The ACO is adopted to obtain a suitable partition of the universe of discourse to promote
the forecasting performance. Furthermore, the auto-regression method is adopted instead of the
traditional high-order method to make better use of historical information, which is proved to be more
practical. To calculate coefficients of different orders, autocorrelation is used to calculate the initial values
and then the Levenberg–Marquardt (LM) algorithm is employed to optimize these coefficients. Actual
trading data of Taiwan capitalization weighted stock index is used as benchmark data. Computational
results show that the proposed model outperforms other existing models.
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1. Introduction high-order fuzzy time series models for forecasting enrollments.
Relationships between sequential set of past data measured
over time to forecast future values, are investigated by time series
forecasting. Many statistical tools such as regression analysis,
moving average, exponential moving average and autoregressive
moving average have been used in traditional forecasting.
However, these analysis models highly rely on historical data,
and the data are required to follow normal distribution to get a
relatively good forecasting performance. Moreover, traditional
crisp time-series forecasting methods are normally not applicable
when the historical data are represented by linguistic values. In
order to deal with these kinds of problems, the fuzzy time-series
approach has been developed as an alternative forecasting method.
It has been proved that the fuzzy time-series can be appropriately
applied to datasets of linguistic values to generate forecasting rules
with high accuracy.

Past decades have witnessed the development of fuzzy time
series approach, since it was first introduced by Song and Chissom
[1] in 1993. Different fuzzy time-series models have been applied
to solve problems arising in various domains. For example, Song
and Chissom [1,2] and Chen [3] developed fuzzy time series
models to forecast enrollments of the University of Alabama. To
enhance the accuracy of forecast values, Chen [4] proposed
Song [5] introduced an autocorrelation function to measure the
dependency between the fuzzy data for selecting suitable order
for fuzzy time series. Yu [6] proposed a weighted fuzzy time series
model to forecast Taiwan capitalization weighted stock index (TAI-
EX). Own and Yu [7] presented a heuristic higher order model by
introducing a heuristic function to incorporate the heuristic knowl-
edge so as to improve TAIEX forecasting. Chen and Chang [8] pre-
sented a method for multivariable fuzzy forecasting based on fuzzy
clustering and fuzzy rule interpolation techniques. Huarng [9,10]
pointed out that the length of intervals affects forecast accuracy
in fuzzy time series and proposed a method with distribution-
based length and average-based length to reconcile this issue.
Keles et al. [11] proposed a model for forecasting the domestic debt
by adaptive neuro-fuzzy inference system. Chen et al. [12] pre-
sented a new method to forecast TAIEX using fuzzy time series
and automatically generated weights of multiple factors. Gangwar
and Kumar [13] proposed a computational method of forecasting
based on multiple partitioning and higher order fuzzy time series.
Chen and Tanuwijaya [14] adopted an automatic clustering tech-
nique to overcome the drawback of partition of the universe of dis-
course. Chen and Kao [15] proposed a new method for forecasting
the TAIEX, based on fuzzy time series, particle swarm optimization
techniques and support vector machines. Pritpal and Bhogeswar
[16] presented a new model based on hybridization of fuzzy time
series theory with artificial neural network (ANN). Cheng and Li
[17] proposed an enhanced HMM-based forecasting model by
developing a novel fuzzy smoothing method to overcome the
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Fig. 1. Structure of the proposed model.
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problem of rule redundancy and achieve better results. Recently,
Wei et al. [18] developed A hybrid ANFIS based on n-period moving
average model to forecast TAIEX stock. Chen and Chen [19]
presented a hybrid fuzzy time series model based on granular
computing for stock price forecasting.

While adopting the fuzzy time series model, a reasonable parti-
tion of the universe of discourse can significantly enhance the
accuracy of the forecasts. Cai et al. [20] presented a genetic algo-
rithm to partition the universe of discourse. According to our
review of literature, models [6–15] proposed in recent years also
attached great importance to this issue. From another perspective,
high-order fuzzy logical relationship methods [4,7] and multiple-
factor forecasting methods [8,12,13] are widely employed in
hybrid models. However, these two methods have their own draw-
backs. On one hand, the high-order method, according to the shape
proposed by Chen [4], cannot achieve the expected coverage of the
high-order fuzzy logical relationships when the training data do
not reach the desired size. On the other hand, the multiple-factor
forecasting method is highly limited by the selection of the second-
ary factor. In addition, such a multiple-factor method also intro-
duces extra noise when more factors are considered. To the best
of our knowledge, compared with several univariate models
[6,21], the multiple-factor forecasting method can hardly achieve
significant improvement in accuracy of forecasting results.

Taking into account the discussion above, this paper focuses on
two issues: (1) searching a suitable partition of universe of dis-
course and (2) taking better advantage of the high-order data.
We propose a hybrid model to address these two issues in order
to improve forecasting accuracy. For partitioning the universe of
discourse, although many statistical methods have been used to
achieve efficient results, we believe there still remains a plenty
of space for improvement by adopting the Meta-heuristic optimi-
zation algorithms, such as the ant colony optimization (ACO) algo-
rithm. ACO is a well-known probabilistic technique for solving
computational problems [22,23]. Since finding partition can be
defined as a graph search problem, and ACO is commonly thought
to be good at solving this type of problem, we adopt ACO in this
paper, where the ants are employed to search boundary of each
interval and finally obtain a better partition in the research. In
order to enhance the application of the historical high-order data,
we propose a fuzzy time series model combined with the auto-
regression method. The proposed model uses the percentage
change as the universe of discourse, the same as that proposed
by Stevenson and Porter in [24]. To verify the performance of the
proposed model, the TAIEX is used as the experimental dataset
and several fuzzy time series models [3,6,8,12,25–27] are used as
competitors. The experimental results show that the proposed
model gets higher average forecasting accuracy rates than other
existing models.

The rest of this paper is organized as follows. Section 2 briefly
reviews the definitions of fuzzy time series, ACO algorithm and
Levenberg–Marquardt (LM) algorithm. Section 3 presents a novel
high-order fuzzy time series model which adopts the classic con-
cept of the auto-regression model. Section 4 presents how ACO is
employed to search the suitable partition of fuzzy time series
model. Section 5 compares and discusses the forecast results of
the proposed model with those of existing models and shows the
details of forecast results. The conclusion is provided in Section 6.

2. Brief review of basic concepts

As shown in Fig. 1, the proposed model employs ACO algorithm
to search the best partition for high-order fuzzy time series model.
Then the LM algorithm is adopted to optimize the coefficients of the
fuzzy time series model. In this section, the underlying concepts of
fuzzy time series, ACO, and the LM algorithm are introduced.
2.1. Fuzzy time series

In the past few decades, research on time series has made
progress in dealing with precise figures. However, in real world,
people tend to encounter a lot of random fuzzy sequences contain-
ing noise. Prediction based on traditional time series appears to be
powerless in such situations. Fortunately, it was realized that fuzzy
mathematics has a great advantage in solving such problems. As a
result, Song and Chissom [1,2] introduced the concept of fuzzy
mathematics into time series and proposed the concept of fuzzy
time series. We briefly introduce the concepts and notations
related to fuzzy time series as follows.

Let U be the universe of discourse, where U = {u1, u2, . . . , un}. A
fuzzy set defined in the universe of discourse U can be represented
as:

A ¼ f Aðu1Þ=u1 þ f Aðu2Þ=u2 þ � � � þ f AðunÞ=un ð1Þ

where fA denotes the membership function of the fuzzy set A, fA:
U ? [0, 1], fA(ui) denotes the degree of membership of ui belonging
to the fuzzy set A, fA(ui) 2 [0, 1], and 1 6 i 6 n.

Definition 1. Let Y(t) (t = 0, 1, 2, . . .) be the universe of discourse,
which is a subset of real numbers. Assume fi (t) (i = 0, 1, 2, . . .) are
defined on Y(t), and F(t) is a collection of f1(t), f2(t), . . ., then F(t) is
called a fuzzy time-series definition on Y(t).
Definition 2. Assume that F(t) is caused by F(t � 1) only, denoted
as F(t � 1) ? F(t), then this relationship can be expressed as
F(t) = F(t � 1) o R(t, t � 1), where F(t) = F(t � 1) o R(t, t � 1) is called
the first-order model of F(t), R(t, t � 1) is the fuzzy relationship
between F(t � 1) and F(t), and ‘‘o’’ is the Max–Min composition
operator.
Definition 3. Let R(t, t � 1) be a first-order model of F(t). If for any
t, R(t, t � 1) = R(t � 1, t � 2), then F(t) is called a time-invariant
fuzzy time-series. Otherwise, it is called a time-variant fuzzy
time-series.
Definition 4. If F(t) is caused by F(t � 1), F(t � 2), . . . , F(t � k), then
the fuzzy logical relationship between them can be represented by
a high-order fuzzy logical relationship. For example, a k-order
fuzzy logical relationship can be expressed as follows:

Fðt � kÞ; . . . ; Fðt � 2Þ; Fðt � 1Þ ! FðtÞ ð2Þ
Definition 5. If F(t) is caused by F(t � 1), F(t � 2), . . . , F(t � k) and
G(t � 1), G(t � 2), . . . , G(t � j), where G(t) is another fuzzy time ser-
ies. Then the fuzzy logical relationship between them is defined as
a multivariable high-order fuzzy logical relationship.

Song and Chissom [1,2] established a four-step framework to
manipulate the forecasting problem: (1) determine and partition
the universe of discourse into intervals; (2) define fuzzy sets on
the universe of discourse and fuzzify the time series; (3) derive
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the fuzzy relationships existing in the fuzzified time series; and (4)
forecast and defuzzify the forecasting outputs. In the literature,
fuzzy relationship Rij(t, t � 1) is usually represented by a fuzzy log-
ical relationship rule, i.e., IF-THEN rule in the sense that forecasting
is facilitated by grouping fuzzy logical relationships into rules and
then applying a ‘‘table-look-up’’ method when forecasting.

2.2. Ant colony optimization algorithm

Meta-heuristic optimization algorithm is a relatively new
approach for problem solving. Such algorithms usually take inspi-
ration from social behaviors of insects or other animals. Use of ACO
for solving combinatorial optimization problems was first pro-
posed by Dorigo and Stützle [22], where it was used to solve the
traveling salesman problem (TSP): given that a set of n cities must
be visited by one single traveling salesman, how to minimize the
total distance length, which is a well-known NP-hard problem.

The ACO algorithm is inspired by and based on the way ants
search for food and find their way back to the nest. During their
trips ants leave a chemical trail called pheromone on the ground.
The role of pheromone is to guide other ants toward the target
point. An ant chooses the path according to the quantity of
pheromone.

The ACO algorithm manages scheduling of three activities
[23,28], as shown in Fig. 2. The first step consists mainly of initial-
ization of the pheromone trail. In the iteration (second) step, each
ant constructs a complete solution to the problem, according to a
probabilistic state transition rule. The state transition rule depends
mainly on the state of the pheromone. The third step updates the
quantity of pheromone. A global pheromone updating rule is
applied in two phases: in the first phase, a fraction of the phero-
mone evaporates; and in the second phase each ant deposits an
amount of pheromone which is proportional to the fitness of its
solution. This process is iterated until a stopping criterion is met.

More details of each step are described in the next section, com-
bined with the specific problem characteristics.

2.3. Levenberg–Marquardt algorithm

Levenberg–Marquardt (LM) algorithm [29] is a popular alterna-
tive to the Gauss–Newton method of finding the minimum of
a function F(x, b) that is a sum of squares of nonlinear functions
fi(x, b), such as

Fðx;bÞ ¼
Xm

i¼1

½f iðx;bÞ�
2 ð3Þ

To start the minimization process, the user has to provide an
initial guess for the parameter vector b. In cases with only one min-
imum, an uninformed standard guess like bT = (1, 1, . . . , 1) will
Step 1: Initialization. 

Initialize the pheromone trail. 

Step 2: Iteration. 

For each ant repeat: 

 - Solution construction using the pheromone trail. 

 -  Update the pheromone trail. 

Until stopping criteria is met. 

Fig. 2. A generic ant algorithm.
work fine; in cases with multiple minima, the algorithm converges
only if the initial guess is already somewhat close to the final solu-
tion. Let the Jacobian of fi(x, b) be denoted by Ji, where Ji ¼

@f iðx;bÞ
@b .

Then the LM method searches in the direction given by solution
p to the equation

JT
k Jk þ kkl

� �
qk ¼ �JT

k f k ð4Þ

where kk are nonnegative scalars, l is the identity matrix, giving as
the increment qk, to the estimated parameter vector b. It is worth
mentioning that this method has a nice property: for some scalar -
e related to kk, the vector qk is the solution of the constrained sub-
problem of minimizing

kJkqþ f kk
2
=2 ð5Þ

subject to

kqk2
2 6 e ð6Þ

The reduction of sum of squares from the latest parameter vec-
tor b + d, falls below predefined limits, iteration stops and the last
parameter vector, b is considered to be the best parameter. LM
algorithm is recognized as more robust than the Gauss–Newton
method and needs fewer iterations in general, for finding an opti-
mum [29].

3. The high-order AR fuzzy time series model

In this section, details of the novel high-order fuzzy time series
model are described and compared with the traditional high-order
model. The workflow of experiment is depicted in Fig. 3. The
details of each step are demonstrated as follows.

Step 1:
Firstly, the daily change (%) in stock market closing price of

training data is calculated and used as the universe of discourse.
The daily percentage is calculated as follows:

Percentage Changet ¼
closet � closet�1

closet�1
ð7Þ

Then the scope of the universe is determined by calculating the
maximum and minimum values of the universe. Let Dmax and Dmin

be the maximum and minimum values of percentage change
respectively, then the scope of universe U = [Dmin, Dmax].

Step 2:
ACO is employed to generate a suitable partition of universe.

Details of how ACO works are described in the next subsection.
Here, it is assumed that a partition of universe has been obtained,
n is the number of intervals and each interval is denoted as u1, u2,
u3, . . . , un.

It is worthy to notice that we define two intervals u0 and un+1

while applying the model for the test data set if some testing data
exceed the boundaries Dmin and Dmax, where u0 is defined as (�1,
Dmin) and un+1 is defined as (Dmax, +1). And the values of those
fuzzy terms belonged to these two intervals, m0 and mn+1, are Dmin

and Dmax respectively.
Step 3:
Then linguistic terms A1, A2, A3, . . . , An of the time series repre-

sented by fuzzy sets, are defined as follows:

A1 ¼ 1=u1 þ 0:5=u2 þ 0=u3 þ 0=u4 þ � � � þ 0=un�1 þ 0=un

A2 ¼ 0:5=u1 þ 1=u2 þ 0:5=u3 þ 0=u4 þ � � � þ 0=un�1 þ 0=un

A3 ¼ 0=u1 þ 0:5=u2 þ 1=u3 þ 0:5=u4 þ � � � þ 0=un�1 þ 0=un

� � �
An ¼ 0=u1 þ 0=u2 þ 0=u3 þ 0=u4 þ � � � þ 0:5=un�1 þ 1=un

Each historical datum is fuzzified into a fuzzy set. If a datum
belongs to ui, then this datum is fuzzified into Ai, where 1 6 i 6 n.
For instance, when a partition of discourse is given as follows:



Initialize / search partition

Fuzzify dataset

Extract fuzzy relationship

Calculate initial values of AR coefficients
& optimize by using LM algorithm

Apply model &calculate BIC

Output best partition

Training data

ACO iterations

Fuzzify dataset

Extract fuzzy relationship

Apply model for testing data 

Output results
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Fig. 3. The flowchart of the presented algorithm.
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U¼ ½�1:93%;�1%�[ ð�1%;0%�[ ð0%;1%�[ ð1%;2%�[ ð2%;2:91%�;

then the Taiwan’s weighted index in January 2000 is fuzzified as in
Table 1.

Step 4:
The previous steps are similar to traditional fuzzifying methods

used on fuzzy time series. Next the novel high-order fuzzy time
series method is presented and explained. According to the brief
review of the fuzzy time series method, traditional high-order
methods are then used to build the high-order fuzzy logical rela-
tionship and forecast as follows.

If k-th order fuzzy time series is used, fuzzified values at time
t � k, . . . , t � 2 and t � 1 are Ai,k, . . . , Ai,2 and Ai,1, respectively,
and there is only one fuzzy logical relationship in the fuzzy logical
relationship groups, shown as follows:

Ai;k; . . . ;Ai;2;Ai;1 ! Aj;1ðx1Þ;Aj;2ðx2Þ;Aj;3ðx3Þ; . . . ;Aj;pðxpÞ

where xl denotes the weight of the fuzzy logical relationship Ai,k, . . . ,
Ai,2, Ai,1 ? Aj,l generated by number of occurrences. Then the fore-
casted value at time t is calculated as:
Table 1
Taiwan’s weighted index in January 2000.

Datet Indext Closet Percentage change (%) Fuzzy value

2000-1-4 1 8756.55 – –
2000-1-5 2 8849.87 1.07 A4

2000-1-6 3 8922.03 0.82 A3

2000-1-7 4 8845.47 �0.86 A2

2000-1-10 5 9102.6 2.91 A5

2000-1-11 6 8927.03 �1.93 A1

2000-1-12 7 9144.65 2.44 A5

2000-1-13 8 9107.19 �0.41 A2

2000-1-14 9 9023.24 �0.92 A2

2000-1-15 10 9191.37 1.86 A4

2000-1-17 11 9315.43 1.35 A4

2000-1-18 12 9250.19 �0.70 A2

2000-1-19 13 9151.44 �1.07 A1

2000-1-20 14 9136.95 �0.16 A2

2000-1-21 15 9255.94 1.30 A4

2000-1-24 16 9387.07 1.42 A4

2000-1-25 17 9372.37 �0.16 A2

2000-1-26 18 9581.96 2.24 A5

2000-1-27 19 9628.98 0.49 A3

2000-1-28 20 9696.91 0.71 A3

2000-1-29 21 9636.38 �0.62 A2

2000-1-31 22 9744.89 1.13 A4
x1 �mj;1 þ x2 �mj;2 þ � � � þ xp �mj;p

x1 þ x2 þ � � � þ xp
ð8Þ

where mj,1, mj,2, . . . , mj,p denotes middle values of intervals uj1, uj2,
. . . , ujp respectively.

Assume that there are n fuzzy sets, and then there will be n2

possible fuzzy logical relationships and n possible left side rules
(the formula in the left of ? in the fuzzy relationship) in the
first-order fuzzy time series model. To ensure that every possible
left side rule occurs at least not less than once, the times series is
required to be of at least n + 1 length. The second-order fuzzy time
series model, it requires at least n2 + 2 length and in k-th order
model it requires nk + k length. Even if a dataset can cover every left
side rule, it is essential to generate more accuracy weight of the
logical relationship to get better forecasting results, which requires
a bigger dataset. As a result, it is hard to employ a traditional third
or higher order fuzzy time series model to achieve reasonable fore-
casting results.

To address the drawback of the traditional high-order fuzzy
time series model discussed above and take advantage of using his-
torical information, the concept of auto-regression model is intro-
duced: this model is named as high-order AR fuzzy time series
model.

The high-order AR fuzzy time series model is described as
follows.

According to the traditional first-order fuzzy time series model,
we can generate the fuzzy logical relationships as F(t � 1) ? F(t) at
each time t and calculate their respective weights. Then we can cal-
culate the forecasted value ŷt;1 according to the formula (7). If we
consider the relationship between F(t � 2) and F(t), it is similar to
generating the fuzzy logical relationships as F(t � 2) ? F(t) and
obtaining another forecast value ŷt;2. Considering the k-th order
relationship F(t � k) ? F(t), we can get forecast value ŷt;k likewise.

While using k-th order AR fuzzy time series ŷt;1; ŷt;2; . . . ; ŷt;k, are
calculated; and then the final forecast value of the proposed model
is calculated as follows:

predictedt ¼ /1ŷt;1 þ /2ŷt;2 þ � � � þ /kŷt;k ð9Þ

where /i denotes the coefficient of ŷt;k and /1 + /2 + � � � + /k = 1. The
l-th lag coefficient represents l-th lag historical data’s contributing
to the forecast. In order to obtain the opportune coefficient, the
autocorrelations are calculated as follows:

q̂l ¼
Pn�1

t¼1 ðyt � �yÞðytþ1 � �yÞPn
t¼1ðyt � �yÞ2

ð10Þ
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where q̂l denotes the l-th lag autocorrelation, yt denotes value of
time series and �y denotes the mean of the time series. After
q̂1; q̂2; . . . ; q̂k are calculated, the initial value of the coefficient /i is
calculated as follows:

/i ¼
q̂i

q̂1 þ q̂2 þ � � � þ q̂k
ð11Þ

After obtaining the initial value of the coefficient, the proposed
model employs LM algorithm on a few iterations to optimize these
coefficients as in Fig. 3. For details about how the LM algorithm
works, please refer to the literature [29].
4. ACO for searching suitable partition

This section explains how the ACO algorithm works when
searching a suitable partition of the universe of discourse.

As mentioned in the previous section, the universe of discourse
can be represented as U = [Dmin, Dmax], where Dmax and Dmin are the
maximum and minimum values of percent change, respectively.
Assume the universe of discourse can be partitioned into n inter-
vals: u1, u2, u3, . . . , un, which can be denoted as:

U ¼ ½Dmin;v1� [ ðv1; v2� [ � � � [ ðvn�2;vn�1� [ ðvn�1;Dmax� ð12Þ

To encode the partition of the universe of discourse, we have
used a representation, which is based on an ascending permutation
of n float values:

s ¼ ðv1;v2; . . . ; vn�1Þ ð13Þ

where vi denotes the boundary of the interval.
In order to apply the ACO algorithm, a searching graph is built

by partitioning the universe of discourse into m intervals of equal
length and then m � 1 split points are obtained:

M ¼ ðp1;p2; . . . ; pm�1Þ ð14Þ

where pi denotes i-th split point and m� n. Hence, every solution of
the partition s can be a subset of M. In the ant system, as shown in
Fig. 4, the solution can be constructed as: every ant starts from Dmin

point, through n � 1 spilt points, reach the Dmax point, where n is
not a fixed value.

Details of the procedure of the ACO algorithm will be described
as follows:

4.1. Initialization

The discussion above, shows that there are m + 1 points
(include Dmin and Dmax) in the searching graph so that a
(m + 1) � (m + 1) matrix of pheromones can be built. Before the
iteration the matrix of pheromones F is initialized as follows:

s0
i;j ¼ s0 i; j 2 f1; . . . ;mþ 1g ð15Þ

where s0 denotes a constant term.

4.2. Solution construction

Assume that an ant (solution) has passed j points, Dmin, v1, v2, . . .

, vj�1, which are in an ascending order, and then the ant selects the
next point in two ways: (1) select the next point randomly or (2)
Fig. 4. How an ant constructs a partition.
select the next point with a probability proportional to the associ-
ated pheromone:

qv j�1 ;l
¼

sk
v j�1 ;lP

r–v j�1
sk

v j�1 ;r
l 2 f1; . . . ;mþ 1g ð16Þ

An ant will select the first way with probability 0.1 and the sec-
ond way with probability 0.9. It is worth noting that, in the selec-
tion process, an ant is allowed to select a point with a value lower
than the points it has passed. Nevertheless, when an ant has
selected a point with less value, the construction process will
end, and then the Dmax will be added to the solution automatically.
Through these considerations, the solution can be constructed
evenly and meaningfully.

4.3. Update of the pheromone matrix

Firstly, we update the pheromone matrix to simulate the evap-
oration process, which consists of reducing the matrix values F
with the following formula:

skþ1
i;j ¼ ð1� aÞsk

i;j i; j 2 f1; . . . ;mþ 1g ð17Þ

where 0 < a < 1 (a = 0.1 in our experiments, it is noted that the
experimental results show that it is not an important factor.) and
k denotes the number of iteration. If a is close to 0, influence of
the pheromone will last for a long time. Otherwise its action will
be short-lived.

Secondly, the pheromone is reinforced function of the solution
found. The fitness of the solution found needs to be calculated.
The solution (a kind of partition of universe of discourse) is applied
to the high-order AR fuzzy time series model to forecast the train-
ing data. After forecasting, the MSE (Mean Squared Error) is calcu-
lated as follows:

MSE ¼
PN

t¼1ðactualt � predictedtÞ
2

N
ð18Þ

where actualt denotes the actual value, predictedt denotes the fore-
cast value and N denotes the length of training data. Instead of tak-
ing into account the goodness of fit, the generalization capability is
considered. It is obvious that a fuzzy time series model with more
intervals is easier to get over fitting while a model with fewer inter-
vals has stronger generalizability. So the BIC (Bayesian Information
Criterion) is adopted and calculated as follows:

BIC ¼ lnðMSEÞ þ n
lnðNÞ

N
ð19Þ

where n denotes the number of intervals of the solution (partition).
As is well known, the smaller the BIC is, the better is the solution. So
far, the update formula of pheromones matrix F is:

skþ1
i;j ¼ ð1� aÞsk

i;j þ
s0

BIC
i; j 2 f1; . . . ;mþ 1g ð20Þ
4.4. Stopping criterion

The iteration process ends when the best solution is not
updated or the process reaches the maximum number of iterations.
Then the solution (partition) with the smallest BIC ever found is
adopted to the high-order AR fuzzy time series model.

5. Experiment results

5.1. Data description and setup

To demonstrate the effectiveness of the proposed models, large
amounts of data are needed. For this reason, the daily TAIEX
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closing prices covering the period from 1990 to 2004 are used as
the verification dataset, which can be downloaded from http://
finance.yahoo.com/. Then the proposed model’s performance is
compared with that of existing conventional fuzzy time series
models. The data from January to October for each year are used
for estimation while those for November and December are used
for forecasting. To inspect forecasting performance of the proposed
model, the indicator root of mean squared error (RMSE) is
employed as the evaluation metric that is used by the comparison
models, which is defined as follows:
RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
t¼1ðactualt � predictedtÞ

2

N

s
ð21Þ
where N denotes the number of dates needed to be forecast,
‘‘predictedt’’ denotes the forecast value of day t, ‘‘actualt’’ denotes
the actual value of day t and 1 6 t 6 N.

To determine the max order of the high-order AR time series
model, we have made a comparison of the performance of different
order. The universe of discourse was divided into 7 intervals with
equal length, and then the average RMSE of TAIEX forecast result
was calculated. From Fig. 5, one can see that, with the increasing
of the order from 1 to 4, the average RMSE decreases. However,
for the models with the order higher than 4, we cannot achieve
the promising results because they cause overfitting. Moreover,
the higher the order is, the easier the overfitting. Consequently,
89.5

90

90.5

91

91.5

92

92.5

93

order=1 order=2 order=3 order=4 order=5 order=6

Average RMSE from 1990 to 2004

Fig. 5. The comparison of average RMSE of different orders.

Table 2
Comparison of the RMSEs and the average RMSE for different methods (from 1990 to 199

1990 1991 1992 1993 199

Conventional models [6] 220 80 60 110 112
Weighted models [6] 227 61 67 105 135
Chen and Chen [27] 172.89 72.87 43.44 103.21 78.6
Chen et al. [12] 174.62 43.22 42.66 104.17 94.6
Chen and Kao [15] 156.47 56.50 36.45 126.45 62.5
The proposed model 187.10 39.58 39.37 101.80 76.3

Table 3
Comparison of the RMSEs and the average RMSE for different methods (from 1999 to 200

1999 2

Yu and Huarng [26] (use U_FTS) 120 1
Huarng et al. [25] (use NASDAQ and DOW Jones and MIB) N/A 1
Yu et al. [30] (use B_NN_FTS_S) 112 1
Chen and Chang [8] (use NASDAQ and DOW Jones and MIB) 111.70 1
Chen and Chen [27] (use NASDAQ and DOW Jones) 116.64 1
Chen et al. [12] (use NASDAQ and DOW Jones) 101.33 1
Chen and Kao [15] (use PSO and SVM) 87.63 1
The proposed model 102.22 1
the fourth-order AR fuzzy time series model is adopted to forecast
the TAIEX.

5.2. Overall performance

The proposed model is applied for forecasting the TAIEX from
1990 to 1999 and the forecasted results of the proposed model
are compared with conventional models [6], weighted models
[6], Chen and Chen’s model [27], Chen et al.’s model [12] and Chen
and Kao’s model [15], as shown in Table 2. Where, the smallest
RMSE obtained by different models is in bold. All the RMSEs in
Table 2 are taken from [12,15]. Comparison of these models shows
that the proposed model bears the smallest RMSE in all four testing
periods. With regard to the average RMSE, the proposed model
obtains the smallest value of 89.44 and far exceeds any of the other
compared models.

In Table 3, a comparison of the RMSE and the average RMSE of
the proposed model with Yu’s model [26], Huarng’s model [25],
Yu’s model [30], Chen and Chang’s model [8] and Chen and Chen’s
models [27] is made. It is worth noting that the model with the
specific secondary factors which can achieve the smallest average
RMSE are selected while comparing with the multiple factors fuzzy
time models [8,25,27]. All the RMSEs in Table 3 are taken from
[12,15]. Similarly, the smallest RMSE is in bold. From Table 3,
one can see that the proposed model outperforms the existing
models for forecasting the TAIEX from 1999 to 2004.

To further reveal the advantage of proposed model, we carried
out a t-test experiment to see if our improvement is significant.
Let dj denote the improvement rate:

dj ¼
dRMSEj � RMSEjdRMSEj

where RMSEj denotes the RMSE of year j of the proposed model anddRMSEj denotes the RMSE of year j of the model to be compared.
Then the overall variance in the observed improvement rates is esti-
mated using the following formula:

r2
d ¼

Pk
j¼1ðdj � �dtÞ
kðk� 1Þ

where �dt denotes the average improvement rate. For this approach,
we need to use a t-distribution to compute the confidence interval
of dt:
9).

4 1995 1996 1997 1998 1999 Average

79 54 148 167 149 117.9
70 54 133 151 142 114.5

3 66.66 59.75 139.68 124.44 115.47 97.70
54.24 50.5 138.51 117.87 101.33 92.17

7 105.52 51.50 125.33 104.12 87.63 91.25
2 56.05 49.45 123.98 118.41 102.34 89.44

4).

000 2001 2002 2003 2004 Average

76 148 101 74 84 117.4
54.42 124.02 95.73 70.76 72.35 103.46
31 130 80 58 67 96.4
29.42 113.67 66.82 56.10 64.76 90.41
23.62 123.85 71.98 58.06 57.73 91.98
21.27 114.48 67.18 52.72 52.27 84.88
25.34 114.57 76.86 54.29 58.17 86.14
31.53 112.59 60.33 51.54 50.33 84.75

http://finance.yahoo.com/
http://finance.yahoo.com/
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dt ¼ �dt � t1�a;k�1 � rd

The coefficient t1�a,k�1 is obtained from the t-distribution prob-
ability table with (1 � a) confidence level and k � 1 degrees of
freedom.

According to above formulas, at a 95% confidence level, the con-
fidence interval of dt can be calculated as:

d1990�1999 ¼ 0:038� 2:262 � 0:005
d1999�2004 ¼ 0:017� 2:571 � 0:006

Notes that, for the years from 1990 to 1999, the compared
model is set as Chen and Kao [15] which is the best among the
compared models, and for the years from 1999 to 2004, the com-
pared model is Chen et al. [12] which is the best among the com-
pared models. Since two confidence intervals are both above zero,
the improvement of the proposed model is statistically significant.

5.3. Forecasting details

After knowing the overall performance, the details of the fore-
casting were explored further. The TAIEX close prices from January
to October on year 2012 are used as the training data and then the
forecasting on the three month price from November 2012 to Jan-
uary 2013 is performed. The RMSEs of these 3 months obtained are
64.11, 47.48 and 48.94 respectively. And the average of three
months’ RMSE is 53.51. In Fig. 6, one can see that the predicted val-
ues and the actual values (the detailed results can be obtained
from the authors) are very close and the trends of stock prices
are well predicted.

6. Conclusions

In this paper, a new model for forecasting the TAIEX based on
fuzzy time series has been presented. To address the drawback of
the conventional high-order fuzzy time series model, an AR high-
order fuzzy time series model is proposed in this paper. While
adopting the concept of the classical AR model, the novel high-
order model makes a more effective use of the historical data
and has been proved to be more suitable for practical use. The
paper also proposes a new heuristic method based on ACO algo-
rithm to partition the universe of discourse, which has been the
main issue of fuzzy time series models. Compared with multiple
factors model, the proposed model, as an univariate model,
achieved better results by combining with ACO and AR. The exper-
imental results show that the proposed model gets higher average
forecasting accuracy rates than other existing models.
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