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Abstract

As the Internet and network technologies evolve, R over WDM solution has
been envisioned as the most promising solutiontlier next generation Internet
architecture. So survivability in IP/WDM networkgcomes critical for the success
of the next generation Internet architecture. @®rable research efforts have been
dedicated to studying the survivability in IP/GMPL&81d WDM network
respectively, but still remains the need for a dretinderstanding of the inter-
working, coordination and functionality partitiogjrin survivability between IP and
WDM. In this paper, we explore the necessity, mdth and advantages to
coordinate multi-layer survivability in IP/WDM nebrk. We especially focus on
the study of the escalation method, multi-layenvoek spare capacity design and
function partitioning. We study the use of diffietiated survivability policies
combined with a multi-layer survivability scheme f&/WDM networks.
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1. Introduction

As the Internet and transport network technologesh as WDM develop, the
integration of IP and WDM by GMPLS [39] (a furthgeneralization of MPLS [3]
and MR\S [4]) offers the most promising solution to thergasing demand for
network bandwidth, intelligence as well as manadialjl, 2]. In particular,
GMPLS offers a powerful instrument for traffic engering, constraint-based
routing and many other advanced services such & Y&juired by future Internet
applications.

With the upcoming of e-business, wide-area videgi@@ncing and many other
Internet applications, it is expected that manyilmrss-critical transactions will take
place over the Internet, which entails high avaliityb reliability and QoS guarantees
from the network. So survivability of the IP/WDMetworks is essential to the
foundation and success of the next generationreter

In designing survivability options, there are mdagtors involved [16, 17]. The
most important ones are: resource utilization, esfu blocking ratio,



restoration/switching time, recovery ratio, recovgranularity, control complexity,
tolerance of single or multiple faults and scaiahil The ideal goal is to achieve
maximum survivability with minimum recovery time,hile maintaining maximum
resource utilization. It is difficult to achievdl ghese goals at the same time and
trade-offs between different solutions are needeaor example, dedicated protection
schemes usually offer faster recovery than restraschemes, but they are less
resource-efficient on the other hand.

Considerable research efforts have been dedicatéidet study of survivability
mechanisms in WDM and IP/GMPLS network respectiyght5]. But still remains
the need for research focused on the inter-workaagprdination and functionality
partitioning of survivability mechanisms in IP/GMBLand WDM. In order to
provide a comprehensive and globally efficient swalle network service, an
optimal integration between the survivability megisms at these two different
layers is required. The survivability mechanism3N\DM layer are faster, coarser-
grained (per wavelength or fiber) and more scalaléa those in IP/GMPLS layer,
but they cannot handle faults occurring at IP/GMP&&r, such as router fault and
service degradation in IP layer. On the other hanel survivability mechanisms at
IP/IGMPLS layer besides handling errors at this ddiey offer finer-grained service
to different traffics, but they are usually slowand less scalable than their
counterparts in WDM layer. For example a single M/Ink failure might result in
failure of thousands of IP layer traffic. Also kniedge of WDM layer topology is
needed to guarantee WDM layer diversity for backwgth in IP layer [18].
Therefore, it is natural to integrate the survili@pimechanisms in both IP/GMPLS
and WDM layers.

As the Internet is becoming the global communicatidrastructure, there are a
wide variety of applications with different requinents for network reliability
running over Internet. It would be desirable toypde 100% resilience guarantee to
all the traffic over Internet, but this is both eafistic and unnecessary. For example
some applications, such as email, do not needahe $igh reliability as real-time
medical or banking information. Also it is not tadficient to provide equal
resilience to all different type of traffics rungimver the Internet. Thus, it would be
more realistic to provide different level of netwosurvivability to different traffic
types in accordance with the respective ServiceeLé&greement (SLA) and try to
maximize the network utilization.

A better trade-off between survivability and netatilization can be reached
by adapting the survivability mechanisms to thengjireag state of network resource,
such as bandwidth. For example, when network messuare scarce, the
survivability of lower priority traffic might be texed to accommodate more higher
priority traffic. This is justifiable since networfaults, such as fiber cut, in general
are not very frequent event.

The rest of this paper is organized as follows.séttion 2 we analyze the
network architecture, IP/WDM network model and WDMansport network
topology adopted here. In Section 3, we analyze pheperties of different
survivability schemes in both IP/GMPLS and WDM leyeThen in Section 4, we
analyze in detail the differentiated resiliencevams required and the association of
different survivability mechanisms with differentaffic under different network



state. We discuss the multi-layer survivabilitguss in Section 5. The conclusion
and future work plan is drawn in Section 6.

2. IP/IWDM Network Architecture

The integration of IP and WDM is facilitated by thevelopment of GMPLS[39] as
a generalization of MPLS [3] and its lambda varisRAS [4]. By using lambda as
the label for Label Switched Path (LSP), GMPLS wffan effective control plane
alternative to optical network and provides the aymity of seamless integration of
IP and WDM. The lightpath created by GMPLS in optidomain works as a LSP
tunnel for end-to-end LSP in IP domain [4].

There are basically three models for integratingMBM networks: overlay
model, peer model and integrated model [1, 2, 98, The overlay model is likely
to be adopted in the near-term rapid deploymentV[P¥! networks. Due to their
overall simplified management and control structutbe peer and integrated models
are likely to be adopted in the long run for higbignamic IP/WDM networks, when
supporting vendor hardware and software will beilaigée [18]. In this paper, we
only consider the overlay model. The schemes foltifayer survivability in peer
and integrated models are for further study.

The topology of WDM networks is another importamthatectural issue that
needs careful attention when designing survivabitiechanisms. There are mainly
three different WDM topologies: point-to-point, agatl ring and optical mesh [18,
20]. The mesh configuration is more flexible ththe other options. It is shown in
[20] that the cost reduction in 10 Gb/s optics wouhake the optical mesh
architecture even more attractive. So, the neregion Internet backbone would
be a flexible, reconfigurable and reliable meshagbptnetwork with OXCs connected
to one another. Consequently we only considecapthesh network in this paper.

3. Survivability Mechanismsin I[P/ WDM M esh Networks

Before exploring the differentiated and multi-layarrvivability issues in IP/WDM
network, we first summarize the different protenfrestoration schemes in
IP/IGMPLS and WDM layers respectively

3.1 Survivability Schemesin WDM Mesh Networks

Extensive research work has been dedicated tovalmity options for WDM mesh
networks [5-10, 21-23]. Here we first present areruiew of those survivability
options, and then analyze their respective propemtith respect to some evaluation
criteria, such as protection switching/restoratiome and capacity utilization.

Generally speaking, there are two basic paradigm&fDM mesh network [5-
7], illustrated in figure 1: (a) path protectiorgteration and (b) link
protection/restoration.

Path protection/restoration

In path protection, the source and destination sadezach connection statically
reserve backup paths on an end-to-end basis daalgetup. In path restoration,
the source and destination nodes of each conneti@dnraverses a failed link
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Figure 1: Protection schemes in WDM mesh network
dynamically discover a backup route on an end-tb-kasis (such a backup path
could be on a different wavelength channel) afterlink failure.

* In Dedicated-path protection (1+1 or 1:1 protection), at the time of call sefap
each primary path, a link-disjoint backup path avalelength are reserved, and
dedicated to that call. In 1:1 protection, thekagcpath could be used to carry
other preemptible traffic, but when there is linkldire in the corresponding
primary path, the backup path will be used to caraffic in the primary path
again.

* In Shared-path protection, at the time of call setup for a primary path,ir&k
disjoint backup path and wavelength are also reskrvHowever, the backup
wavelength reserved on the links of the backup pedly be shared with other
backup paths, which make this solution more coigicé¥e than dedicated-path
protection.

* In Path restoration, the source and destination nodes of each cowmecti
traversing the failed link discover a backup roatel wavelength on an end-to-
end basis; such a backup path could be on a ditfevavelength channel. The
backup route is discovered either by some disteitbialgorithm using flooding
[6] or by computation at the source node if it I@sS routing information about
the WDM network.

Link protection/restoration

In link protection/restoration, all the connectighat traverse the failed link are
rerouted around that link. The link switch-overtiansparent to the source and
destination nodes. In link protection, during cadtup, backup paths and wavelength
are reserved around each link of the primary pathlink restoration, the end-nodes
of the failed link dynamically discover a route ana the link, for each wavelength
that traverses the linkShared-link protection andink restoration mechanisms work
similarly as their path counterpart®edicated-link protection is not considered in
this paper, because in general, it may not be plesg allocate a dedicated backup
path around each link of the primary call, and loe $ame wavelength as the primary
path [5].

Different survivability schemes mentioned above éhaifferent characteristics.
Generally, link-level schemes provide faster recgwehile path-level mechanisms
provide better resource (such as bandwidth) utibmaand higher restoration ratio.
The protection schemes offer shorter recovery tinhdle the restoration options
offer better resource utilization. Usually, thestagration time is hundreds of
milliseconds (200 ms or so), while the protectionitching time is less than a
hundred milliseconds (50ms or so). Also it is Ulsuass complex to control



Table 1: Comparison of survivability schemes in Wbish network

WDM Survivability Resource  Protection Recovery Ease of
Mechanisms Utilization  Switching / Ratio Control
Restoration  (Efficiency)
Soeed
Dedlcated path ** *kkk *kkk *kkk
Protection
Path Shared Path *kk *kk *kkk *%
Level  protection
Path Restoration ok * ik *
S‘]ared Llnk * *kkk *kkk *kk
Link  Protection
Level | ink Restoration ook ok ox *

(Note: the more star in a block, the better the corresponding mechanism.)

protection that to control restoration. The detilualitative comparison result is
shown in Table 1.

In protection schemes (path/link level, dedicatiegisd), there are spare
resources reserved for each protected part whidsethiesources are not used under
normal conditions. So restoration usually has dvetesource utilization than
protection. Shared protection means multiple mteid parts share the same spare
resource, while dedicated protection means eacteqts part has dedicated spare
resource. So shared protection schemes usually etter resource utilization than
dedicated resource utilization.

As for recovery time, protection usually takes sbortime to recover from
failure than restoration does. This is becausepttmection path has been found
before failure, while in restoration it is neededdynamically search for the alternate
path. Link restoration tries to find the alterngt@th locally while path restoration
tries to find the alternate path globally, so li@storation usually takes less time to
find the alternate path. Path protection usualfo @akes longer time than link
protection does.

During network failure, it is possible that not &tle affected traffic could be
restored. We refer recovery ratio (efficiency)ths ratio of the recovered traffic to
the total of affected traffic. In protection schenthe affected traffic is usually
guaranteed to be recovered from failure because tisededicated spare network
resource for it, while in restoration scheme thiereo such guarantee. So, protection
schemes usually have higher restoration ratio thatoration schemes.

In view of control complexity, it is usually easi&r control failure-recovery
operation in protection schemes because the pimtepath has already been fixed
beforehand while in restoration schemes, the aiterpath is found on the fly, which
means more coordination of network and more control



3.2 Survivability Schemesin IPIGMPLS

In traditional IP networks, survivability is achew by rerouting, which is flexible
but slow due to the slow routing information corgesmce after failure. The
introduction of MPLS/GMPLS into IP domain has offdrchances of fast rerouting
in IP networks, which does not necessarily reqaioeplete routing information
convergence, especially in the case of single bnknode failure. So, we only
consider survivability schemes in GMPLS domaintirs tpaper. Actually, the idea
of traditional IP rerouting is also reflected in ®MS path restoration.

A Label Switched Path (LSP) is a connection betwe@ningress Label
Switching Router (LSR) and an egress LSR, congjsth a sequence of LSRs.
Every packet going from the ingress LSR to the &gteSR has a label that uniquely
identifies the path this packet should take. Upaiving at each LSR in the LSP,
the packet is switched according to the label ities as well as the ingress port it
arrives and it will be assigned a new label andt $enan appropriate outgoing
channel along the LSP [3]. It behaves just likightpath in WDM network. So
most survivability ideas or schemes in WDM netweoduld be adapted to fit into
GMPLS domain. But there are still some differenbesveen GMPLS and WDM
layer that need to be handled in survivability sobes. One major difference
between a lightpath and a LSP is that a LSP coeldeberved with zero resource,
such as bandwidth, consumption, but whenever atpah is reserved, the
corresponding wavelengths along the lightpath hevee reserved at the same time.
Another difference is that a LSP is much finer-geal than a lightpath, which means
more flexibility and complexity at the same time.

In [11-15] is presented extensive research aboahads and possible options
for survivability in GMPLS layer and they have posed many survivability
schemes for GMPLS. Similar to survivability scherme8VDM mesh network, there
are basically two levels of resilience scheme in RIS, illustrated in figure 2: (a)
Global protection/ restoration and (b) local préi@w/restoration.

The characteristics of different survivability sofes in IP/GMPLS are similar
to those in WDM mesh networks. Generally, locddesnes are simpler and provide
faster recovery (protection-switching or restorajiowhile global mechanisms
provide better resource (such as bandwidth) utibmaand higher restoration ratio;
and protection schemes offer shorter recovery tivhde restoration options offer
better resource utilization. Usually, the protentswitching time is under a hundred
milliseconds (50ms or so), while the restorationetis much longer (hundreds of

Global Protection Global Protection

T Local Protection ) ana'
e o i o) (Ey M ==

Upstream Downstream
Upstream Downstream s

MPLS domainifode failure)

a
Figure 2: Protection schemes in IP/=GMPLS

MPLS  domain (ink failure)



Table 2: Comparison of survivability schemes inrARIPLS

WDM Survivability Resource  Protection Recovery Ease of
Mechanisms Utilization  Switching / Ratio Control
Restoration  (Efficiency)
Speed
1+1 Protectlon * % *kk %k *kk*k *kk %k
11& 1N *k*k *k*k *kk*% * %
Gl Ob.al Protection
repair
ReStOI’aUOﬂ *kk%k * * k% *
Local Protection * il *x ok i
repair Restoration kK *x *x *

seconds), which are outstanding improvement upenréistoration time of tens of
seconds in traditional IP rerouting [25]. The dethqualitative comparison result is
illustrated in Table 2.

4. Differentiated Survivability Servicein IP/WDM M esh Network

It would be desirable to provide 100% resiliencangmtee to all the traffic over
Internet, but this is both unrealistic and ineffiti. Also it would be unreasonable to
provide more than 100% capacity overbuild to gurari00% network availability
for example to email traffic. On the other handsibess-critical online transactions
might require very high network availability andliagility, because the cost of
traffic losses in this case would be very high., Bothe new global and business
oriented Internet an important requirement will be provide differentiated
survivability services to different types of traffiwith higher priority traffic enjoying
higher network availability for the appropriate pagnt.

According to analysis in [16, 17, 26-29], the apation traffic might be divided
into four different categories requiring differdatels of network survivability:

¢ High-resilience-requirement traffic. This type of traffic includes mission-critical
VolP or multimedia services, remote database t&imes, critical control
terminals and E-commerce applications.

* Mediumresilience-requirement traffic. Application traffic of this class includes
Application Service Provisioning (ASP), standard IRoand multimedia
applications, etc.

* Low-resilience-requirement traffic. Traffic in this category includes e-mail, FTP
or standard WWW, etc.

Besides providing differentiated survivability sie by traffic type, the
survivability policies might also be adapted ac@ogdto different states of network
resources, such as bandwidth, to make even beiteofuexisting network resources.
When network resource is abundant, higher avaitgljuarantee might be provided



to all the traffic; when network resources at adovevel, relatively high network
availability might be provided to mission-criticdtaffic, while reducing the
availability guarantee to the less critical traffi@his solution can lead to a better
trade off between network utilization and protectiof high priority traffic. Thus,
the respective survivability schemes adopted in Waxd IP/GMPLS layers would
depend both on the importance, priority of thefitdfself and on the network state.

Based on the idea of differentiated survivabiligrndéce according to different
traffic type and network state, together with thledent characteristics of different
survivability schemes in WDM and IP/IGMPLS layer® have developed a strategy
about how to choose differentiated survivabilityviges under different conditions
(network state and traffic types) to maximize tlework resource utilization. The
differentiated-survivability-service policy in IPNMEPLS layer is illustrated in Table
3.

Under conditions of abundant spare network res@rtds reasonable as well
as feasible to provide 1+1 or 1:1 global protectanocal protection to traffic of
high-resilience requirement to guarantee high nekvewailability. For traffic with
medium-resilience requirement, it would be providédN global protection to
guarantee relatively high network availability véhitlo not waste network resource
too much, enabling more traffic supported by théwoek. For traffic of low-
resilience requirement, it is needed just to prevdgnamic local restoration, because
of its tolerance of network interruption and ourgse to use the network resources
efficiently.

Under conditions of medium spare network resourieis, feasible to provide
1:N global protection for traffic with high-resiliee requirement to conserve some
network spare resource while still maintaining gommbugh network availability.
For traffic of medium-resilience requirement, it jgstifiable to provide local
restoration with pre-computed backup path, thusvidinog fast recovery while
minimizing spare network resource consumption. Faffic with low-resilience
requirement, we only need to provide dynamic globedtoration to maximize
network resource usage while maintaining some sgabiiity to the low-resilience-
requirement traffic.

Table 3: Differentiated Survivability Services 8 GMPLS layer

Requirement  No (scarce) Medium Network Abundant Network
Network Resource  Resource Resource
Low Traffic Dropped Global Restoration  Local Restoration
Resilience (no recovery) (dynamic backup (dynamic backup
path discovery) path discovery)
Medium Global Restoration  Local Restoration 1:N Global
Resilience (dynamic backup (pre-computed Protection
path discovery) backup path)
High Local Restoration ~ 1:N Global 1+1or 1:1 Global
Resilience (pre-computed Protection or Local Protection

backup LSP)



Table 4: Differentiated Survivability Services inDM layer

Requirement No(scarce) Scarce Network  Abundant Network
Network Resource  Resource Resource

Low Resilience  Traffic Dropped Path Restoration  Link Restoration

(no recovery) (dynamic backup
path discovery)

Medium Path Restoration Link Restoration  1:N Shared Path
Resilience (dynamic backup Protection

path discovery)
High Path Restoration 1:N Shared Path  1+1 or 1:1 Dedicated
Resilience (with pre-computed  Protection Path Protection or

backup path) Shared Link Protection

Under conditions of no or scarce spare network uess, it is reasonable to
provide local restoration with pre-computed backogth for traffic with high-
resilience requirement to maintain relatively festovery. For traffic of medium-
resilience requirement, it might be provided dynawgiobal restoration to optimize
usage of network resource while maintaining a @ertdegree of network
survivability. The low-resilience requirement tiiaffmight just be dropped to free
some spare network resources for traffic requitiigh network availability.

The differentiated-survivability-service policy WDM layer is illustrated in Table
4. The analysis is similar to that for Table 3ysoleave it out here for brevity.

5. Multi-layer coordination for differentiated survivability
servicesin IP/AWDM mesh networks

When designing survivability schemes at both IP/@&&EFRand WDM layers, it is
required to coordinate carefully recovery actioristfeese two layers, otherwise
unexpected results might come up due to the fundiglication at both layers. For
example, when a fiber cut happens in the netwdrkret might be multiple fault
notification information occurring at both layemshich results in parallel recovery
actions at both layers. In this case, it mightubeecessary for IP/GMPLS layer to
do any recovery action if the fault could be takane of completely by WDM layer.
But recovery actions at IPIGMPLS layer do happemdf coordinated properly,
which means waste of network resources. Even wihsaecovery actions at both
layers might take place at the same time, whenar&tvesource is rather scarce. In
this case there is resource (such as bandwidthpetition between IP/GMPLS and
WDM and no recovery action at both layers might thet necessary resource to
proceed. This can lead to failure to recover fribra network fault, which might
have been possible if there was no resource cotigpetietween the two layers.

In the next sections we will focus (a) recovenyatgy in IP/WDM network:
where to start recovery after failure, at IP/GMR&ger or WDM layer? (b) what are
the escalation mechanisms between WDM and IP/GMRY&rs? (c) multi-layer
spare capacity design: how to design multi-layersgapacity in the network?



5.1 Multi-layer recovery approach in |P/WDM networ k

There are two possible ways to recover from a netwilure: recovery at
IP/IGMPLS layer or at WDM layer [30, 35, 36].

Recovery at IP/GMPLS layer has several advanta@gsf a failure (either in
IP/GMPLS layer or in WDM) in network could be reewed in any way, then it
could be recovered in IP/IGMPLS layer; (b) sincevisability schemes in
IP/IGMPLS layer is finer-grained that those in WD&ér (a IP/GMPLS-layer single
flow vs. a whole wavelength or optical fiber), ibuld be easier and more efficient to
offer differentiated survivability in IP/GMPLS lay€as discussed in Section 4). On
the other hand, recovery only at IP/GMPLS layer kBame disadvantages: (a)
recovery time at IP/TGMPLS layer (above the ordehofdreds of milliseconds) is
usually higher than that in WDM layer (under the@rof hundreds of milliseconds);
(b) when a single fiber cut or other failure occatsWDM layer, there might be
thousands of IP/IGMPLS traffic flows that are infieed by this failure. If it is
adopted a recovery schemes at GMPLS layer to hahide&ind of network failure,
there would be thousands of recovery process @NIPLS layer; however, if it is
recovered this WDM-layer failure at WDM layer, onlgne recovery process
involved. So recovery at IPIGMPLS layer is lesslaole than that at WDM layer.

On the other hand, recovery at WDM layer has thength that IP/GMPLS-
layer survivability schemes lack. WDM-layer recoyas faster and more scalable
than that at IP#GMPLS layer. But it has some diaathges too, which coincide
with the advantages of IP/GMPLS-layer survivabilisgchemes. WDM-layer
recovery cannot handle component failures at IP/G&Rayer (such as IP router
failure). It is coarser-grained than that at IP/B layer, thus less efficient at
providing differentiated survivability service.

Based upon the analysis above, we could see thaw¥ery at the lowest possible
layer is better suited to IP/WDM networks. That() if a failure occurs at WDM
layer, first it should be tried to recover it at WDlayer using corresponding
survivability schemes at this layer; if this attanfgils, then it should be initiated
recovery at IP/GMPLS layer; (b) if a failure happeat IP/GMPLS layer, it should
be tried to recover it at IP/GMPLS layer only.

5.2 Interworking strategy between IPiGMPLS and WDM layers

Generally, two options were identified concernimg tactivation: starting the
recovery schemes at different layers in parallektarting them sequentially [30].
According to analysis in section 5.1, we will dissuthe sequential escalation
strategy in IP/WDM networks, because it has lesstrob complexity. So, if a
WDM-layer failure occurs, recovery actions at WDIslyér and IP/GMPLS layer
will be initiated sequentially, with WDM-layer aotis initiated first. So the major
problem is how and when to escalate the fault detdein WDM layer to IP/IGMPLS
layer.

References [35-38] suggested usingha@d-off timer properly managed in
IP/IGMPLS layer to solve the escalation issue. Hodd-off timer' is the interval
between the detection of a failure at a LSR, ara gbneration of the first Fault
Indication Signal (FIS) message, to allow time fower layer protection to take
effect. So, in order to avoid parallel recoventi@ts in IP/GMPLS and WDM



layers, the hold-off timer should be long enough ¢rder of hundreds of
milliseconds for WDM-layer restoration) to accomratel the time needed for
WDM-layer recovery actions to finish, either suatear fail. If it succeeds, no
recovery action in IPIGMPLS layer is needed; fhits, IPFGMPLS FIS is generated
and recovery action in IP/GMPLS layer is initiatellore intelligently, the hold-off

timer at IP/GMPLS layer might be adaptive to thadfic it carries, because different
traffic with different resilience requirement ispported by different survivability

schemes at WDM layer, which means different recptieres at WDM layer.

5.3 Spare capacity design in IPPGMPLS and WDM layers

Since transmission and switching resources are exgognsive, optimization of spare
resources is very important for both operators asdrs [30, 31]. Multi-layer
survivability implies providing multiple spare cagly pools, each dedicated to a
particular network layer. Since capacity of IP/GMPlayer is carried by WDM
layer, this results in a reservation of resourcesall layers. Such redundant
protection could be avoided by treating working datkup IP/GMPLS layer path
(capacity) differently in WDM layers. In [30, 31fhere are proposed the ideas of
‘protection selectivity’ and ‘common pool’ for ATMDH network, which could be
introduced into IP/WDM networks little modificatien

‘Protection selectivity’ means that in the servaydr, so WDM layer, the paths
carrying client layer, IP#GMPLS layer, spare capacian be left unprotected [30].
In this case, network resource requirements in WB¥ér is reduced because not all
IPIGMPLS capacity requires protection. But WDM daystill needs to dedicate
some resources to carry the IP/GMPLS layer spapaaity. The utilization of the
WDM layer resources can be further improved by islgaspare capacity across
layers through the idea of ‘common pool survivapili{30]. In common pool
survivability, the spare capacity of the IP/IGMPIl&ydr is treated as extra traffic in
the WDM layer, thus is carried on unprotected pretinle paths. The spare capacity
at the WDM layer is planned to protect the IP/GMR&ger paths carrying the actual
traffic. With common pool survivability, the WDMyer spare capacity is reused by
a higher-layer recovery scheme. Little or not #iddal WDM layer resources are
thus required to support the IP/GMPLS spare capawitich is now carried in the
reserve capacity provisioned for WDM layer surviip[30].

So, ‘common pool survivability’ enables better netiwresource utilization than
both ‘protection selectivity’ and traditional schesn It is appropriate for most traffic
of medium or low network-resilience-requirementsBut it might not provide
adequate guarantee of network availability forficabf high-resilience-requirement.
For example, it is possible that some failures @hdP/GMPLS and WDM layers
occur. Suppose the failure happens to ‘primary 'L&PIP/GMPLS layer and to
‘backup lightpath’ at WDM layer. Both layers wildapt some form of recovery
action. In the case of common pool survivabilihe IP/IGMPLS protection traffic is
treated as extra preemptible traffic in WDM layelSo when IP/GMPLS layer
initiates protection switching, there might be n®W layer lightpath to support it,
which leads to failing to recover the high-resiierrequirement traffic from network
failure.



So, for traffic with medium or low network-resiliee requirement, ‘common
pool survivability’ should be used with the IP/GM®&layer protected traffic
(capacity) treated as traffic with low-resilien@quirement (see Section 4) in WDM
layer. For traffic with high network-resilienceqrement, ‘protection selectivity’
scheme should be used with IP/IGMPLS-layer protetttic treated as traffic with
high or medium network-resilience-requirement in Wayer (see Section 4).

6. Conclusion

Based upon WDM mesh network and overlay IP/WDM nhode first analyzed the
properties of different survivability schemes if@MPLS and WDM layers from
the perspectives of network resource utilizatiompt@ction-switching time or
restoration time, recovery ratio and control cormjtie

Then we proposed and analyzed a differentiated orktwesilience service
scheme for both IP/GMPLS and WDM layers by intdgatthese three factors:
network resilience requirement, spare network resoustate and different
survivability schemes in IP/GMPLS and WDM layers.

Finally, we analyzed critical issues in multi-layeoordination for providing
differentiated survivability services in IP/WDM nmeirks, such as function
partitioning, multi-layer recovery approach, intgorking strategy between
IPIGMPLS and WDM layers and the spare capacitygesi IP/WDM networks.
The proposed solutions are based on differentiategtivability service in multi-
layer IP/WDM architecture.

The ideas in this paper are mainly based on gtiaétanalysis. The next step
we are going to take is to combine these diffeat@ti multi-layer survivability ideas
into underlying routing schemes and quantitatiaetglyze different schemes.
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