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Use of Linear Models
to Analyze Physicians’ Decisions

ROBERT S. WIGTON, MD

Linear models of judgment are powerful tools for studying medical decision making. The
recent increase in applications of these models to medicine reflects more available computing
resources and the parallel development of clinical prediction rules derived from multivariate
analysis of patient data. Psychological research into expert and novice decision making
shows that linear models derived from judges’ decisions usually predict future decisions
more accurately than either the judge or a mechanical application of the judge’s stated
policies. Studies of medical decision making have shown similar results, as well as marked
variation among experts in how they appear to use clinical information. Cognitive feedback,
which is feedback to the learner of the judgment model derived from previous decisions, is
highly effective for teaching complex judgment tasks. Many technical problems remain to
be mastered in constructing linear models of medical judgment. These include how to select
the correct variables, how to provide a selection of variables broad enough to accommodate
individual variations in strategy, how to model intercorrelated variables, and how to char-
acterize and aggregate individual strategies. Despite the methodologic challenges, linear
models remain a powerful method for studying how physicians combine multiple items of
imperfect information to make a judgment. These techniques may provide important insights
into variation in physician judgments. In addition, they hold promise in teaching the appro-
priate integration of complex data in the day-to-day practice of medicine. Key words: linear
models; medical judgment; diagnosis; prognosis. (Med Decis Making 8:241-252, 1988)

Linear models are particularly well suited to study-
ing the complex judgments involved in medical di-
agnosis and treatment. Their computational intensity
limited early development and application, but the
widespread availability of computing resources has
stimulated an increasing interest in linear models.

Linear models portray judgment as the sum of im-
portant factors either for or against a decision or di-
agnosis multiplied by the relative importance (weight)
of each factor. A judge’s strategy can be inferred from
decisions made over a series of cases where the status

of these important factors (cues) is known. For ex-

ample, one can calculate the weight a physician places
on the presence or absence of chest pain in diagnosing
myocardial infarction by observing how his or her di-
agnosis changes as the presence of chest pain varies
over a large sample of patients (while controlling for
other important diagnostic features). This method of-
ten is called &dquo;policy capturing&dquo; or, more recently,
&dquo;judgment analysis.&dquo;

Linear models are well suited to investigating med-
ical judgment because their structure matches the way
these tasks have been viewed from within medicine:
the combining of clinical findings of uncertain pre-

dictive power to arrive at a diagnosis or management
plan. Clinical prediction rules, linear models derived
from multivariate analysis of clinical data, are becom-
ing more prevalent in clinical medicine.60 In addition,
less than optimal judgment or wide variation in judg-
ments is of great importance in medicine because of
the effects on patient welfare and the cost of care.

After describing some early studies in the devel-
opment of judgment analysis, I focus on how these

techniques have been used to study decisions regard-
ing medical diagnosis and therapy. I then describe

specific methods that have evolved to construct and
analyze simulated clinical cases, with comments on
the advantages and disadvantages of each. Last, I dis-

cuss future directions and challenges. This review fo-
cuses on the use of linear models for capturing
judgment strategies, and I do not review research us-
ing linear models to determine utilities and values for
decision making. Readers interested in this area are
referred to Von Winterfeldt and Edwards. 58

Early Use of Linear Models in Decision Making
The idea of using an additive linear rule to aid in

decision making is not new. Dawes and Corrigan,’ in
their review of linear models, cite Benjamin Franklin’s

recommending the use of such a model in a letter to
Joseph Priestly in 1772. Thomdike, 55 in a 1918 article
entitled &dquo;Fundamental Theorems in Judging Men,&dquo;
proposed a weighted linear model to judge applicants
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Table 1 9 Wallace’s Comparison of the Weights Used by the
Corn Judges with the Weights Derived from the Actual
Yield59

for any position where the desired characteristics are
known. In a study that anticipated some of the later
research, Henry Wallace, an agronomist and later Sec-
retary of Agriculture and Vice President under Roo-
sevelt, studied the weights that experienced com judges
used to predict future yield after inspecting individual
ears of corn.59 First, Wallace calculated the correlations
between the characteristics of over 1,500 ears of corn
and the yield the corn judges predicted for each ear.
Next, he determined the correlation between the char-
acteristics of each ear and the yield, which he knew
from actual measurement. He found that the weights
the corn judges gave the individual characteristics dif-
fered from the way those characteristics related to
actual yield (table 1). In addition, the judges were not
at all accurate in predicting yield. Wallace concluded

that the judges’ lack of accuracy in predicting yield
related to inappropriate weighting of the character-
istics of the ears of corn. The low correlation he found
between the judges’ weights and the optimal weights
would be a prominent finding in later research.

Bpunswik’s Lens Model

Egon Brunswik gave the linear model of judgment
its most elegant conceptual form.19 Brunswik used the
analogy of rays of light passing through a convex lens
to describe his concept of the relationship between
the interpretation of information (cues) and the actual
relationship of those cues to the real world.
Hammond and others have developed and en-

hanced Brunwik’s &dquo;lens model&dquo; into a general method
for studying intuitive judgments17,18,ZZ,Z3,Z7,56(fig.l). This
method uses multiple linear regression to calculate
the weight for each cue and uses the percentage of
variance explained by the regression model of the judge
as a measure of the judge’s consistency. The corre-
lation between judgments made and the true out-
come, when known, provides a measure of accuracy.

Studies using this model have repeatedly shown
considerable variation among expert decision makers
in how they used the available information to reach a
judgment. In addition, when trying to predict future
decisions, investigators found that the weights derived
from the judges’ answers often outperformed the
weights each judge thought he or she was using. 6,13

FIGURE 1. The lens model. A linear model of the judge is calculated from the repeated judgments on the right side of the lens while a model
of the environment is calculated from repeated observations of actual outcomes, on the left side. X, .... X, represent the cues. r, , .... r,, ~ are
the correlations between the individual cues and the judgments made and r, .... rll.e are the correlations between the individual cues and
the actual outcomes (ecology). r!<I!<] represents the interactions between cues. Accuracy is represented by the correlation between the judgments
and the actual outcomes.
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Table 2 . Use of Linear Models of Judgment in Medicine

’PC = &dquo;paper&dquo; (simulated) cases; PCA = &dquo;paper&dquo; cases from actual cases; AC = actual cases.

Application of Linear Models of Judgment to Medicine
In the following sections I review specific applica-

tions of judgment analysis to medical problems. These
studies (Table 2) illustrate applications to problems in
medical diagnosis, patient management, trainee as-
sessment, and ethical decisions. Most studies have
used &dquo;paper&dquo; cases with limited numbers of variables
to model physicians’ strategies, but in a few cases, the
strategies have been modeled from observation of cli-
nicians dealing with actual cases.

In these studies, the findings of most practical im-
portance to medicine have confirmed findings from
judgment analysis in other areas. The medical studies
have found wide variation among medical experts in
how they use available information to reach decisions.
In predicting future decisions, linear models of med-
ical experts’ strategies often outperform the experts’
self-reported strategies. In addition, several medical
studies have found variables given considerable weight
by physicians in making judgments about &dquo;paper&dquo; cases,
but not considered important by the physicians them-
selves.

Some early investigations of clinical judgment fea-
tured medical problems, such as Hammond’s and Her-
ring’s 1955 studies of anesthesiologists’ policies for
predicting patient responses to anesthesia, 17 but the
earliest report in a medical journal appeared many
years later. 49 In this study, published in 1971, Slovic
and colleagues modeled radiologists’ diagnosis of gas-
tric cancer by asking expert radiologists to judge
whether 24 simulated cases represented benign or ma-

lignant gastric ulcers based on the presence or ab-
sence of seven radiologic signs.&dquo; As in previous studies
of non-medical tasks, the authors found great diversity
among expert radiologists in the weights they gave
each finding in making a judgment. At about the same
time, Einhorn was studying the strategies of four phy-
sicians as they used nine biopsy characteristics to fore-
cast the outcomes of 200 patients with Hodgkins’
disease 8 Although physicians’ overall rating of severity
did not correlate with survival time, the accuracy of

predictions could be enhanced by incorporating the
physicians’ observations in a linear equation.

MODELING MEDICAL DIAGNOSIS OR PROGNOSIS

Despite these early studies’ success in using linear
models to study diagnosis, they and linear modeling
research in particular have only recently become known
within the medical community. Studies of medical di-
agnosis have continued to find a surprising diversity
of judgment among medical experts.

Fisch and colleagues investigated how physicians
diagnose and manage depressed patients by asking 15
general physicians to judge the severity of depression
in 80 case simulations.’ They found, as had Slovic,49
poor agreement among physicians in how to use the
clinical information to make such judgments.
We found similar variation in diagnostic strategies

when we examined how experienced physicians and
students diagnose pulmonary embolism from simu-
lated cases.6z Although we had predicted that diag-
nostic strategies would become more similar as clinical
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experience increased, we found instead that the strat-
egies of experienced faculty were as diverse as those
of junior medical students and house officers. Fur-
thermore, diagnostic weighting differed in several re-
spects from optimal weights derived from actual cases.
Kirwan and colleagues studied how rheumatolo-

gists weighted patients’ clinical signs and symptoms
to judge disease activity in rheumatoid arthritis. 30-32
They, too, found great variation in physicians’ diag-
nostic strategies as determined from their decisions
about &dquo;paper&dquo; cases .31 Although inconsistency in judg-
ment played some role, much of the variation among
physicians in this and the studies cited above reflected
differences in the judgment policies (weights) them-
selves.31 In a subsequent study, Kirwan found that
physicians’ weights, derived from their responses to
&dquo;paper&dquo; cases, predicted their responses to new cases
better than either a strategy of equal weighting or the
strategy the physicians thought they were following.33
Ullman and Doherty found similar variation in experts’
strategies. They investigated how physicians diagnose
hyperactivity in children by asking them to review &dquo;pa-
per&dquo; cases derived from clinical records .57 They con-
cluded that a major determinant of whether a child
was diagnosed as hyperactive was who was making
the diagnosis.

Rather than use paper cases, Poses and colleagues
studied how student health physicians diagnosed
streptococcal pharyngitis by calculating their weight-
ings of clinical signs and symptoms from diagnostic
estimates made on actual patients presenting with
sore throat. 38 They not only found poor agreement
among the physicians but also found that their prob-
ability estimates were inaccurate 31 (also, Poses RM,
personal communication).

In the 1970s, Joyce, Stewart, and colleagues began
a series of studies that modeled physicians’ strategies
judging a patient’s clinical response to therapy in re-
search trials.53 By applying a model of the physicians’
judgment policy to the various indicators of the pa-
tients’ clinical states, they were able to reduce exper-
imental variation due to differences in judgment and
thus reduce the number of cases needed to achieve

significance in the drug trials. This line of research
has resulted in recent proposals for improving the
efficiency and power of clinical trials.29,54

. MODELING CLINICAL DECISIONS

Several investigators have used simulated clinical
cases to model physician management decisions. Gil-
lis et al. studied psychiatrists’ decisions to use psy-
choactive drugs in 40 &dquo;paper&dquo; cases 12 and found little
agreement among physicians in their decisions, or in
how they weighted the eight clinical variables in reach-
ing a decision. Fisch et al. also investigated the pre-
scribing of psychoactive drugs.10 In a study of American

and Swiss psychiatrists, he found that the level of
agreement among the physicians generally was not
above chance.

Rothert used a linear model to assess how physi-
cians and patients make decisions about compliance
with antihypertensive regimens. 14 Later, she and her
colleagues modeled the weighting used by physicians
in deciding whether to refer obese patients for further
medical workup.45,46 In the latter study, the rate of
referral differed by medical specialty, and the most
important factor was non-medical: the patient’s desire
for further consultation.

Richardson and colleagues also investigated phy-
sician referral policies. They analyzed 211 obstetri-

cians’ decisions about whether to refer high-risk
obstetrical patients based on &dquo;paper&dquo; cases with ten
medical and social risk factors .4’ They found consid-
erable variation among physicians. Although medical
factors were weighted the most heavily, other factors
such as distance to the referral center and socioeco-

nomic status were important for some.
Using a computer feedback model, Smith and I stud-

ied how physicians use factors such as patient wishes,
family wishes, and prognosis in deciding whether to
begin tube feeding in seriously ill patients .51 Finding
a great diversity of strategies, we used cluster analysis
to define three groups of physicians with similar strat-
egies.
Rovner and colleagues, studying how physicians de-

cide which test to order in working up hypertension,
also found considerable variation from one physician
to the next. 47 Like Kirwan, they demonstrated that the
judgments made in response to simulated cases closely
resembled those made with actual patients. 48

EDUCATIONAL EVALUATION

Linear models have proved useful, as in Thorndike’s s
proposal, for determining what qualities evaluators
consider important in judging trainees or applicants.
Orkin and colleagues studied the weights faculty eval-
uators gave to different characteristics of anesthesiol-

ogy residents,36 and Clarke and I modeled how faculty
judge applicants for surgical residency positions (see
fig. 7). We later used the derived weighting scheme to
screen subsequent applicants.~ Recently, Young and
colleagues determined the weights faculty members
used to rate 441 applicants for an internal medicine
residency program. They were able to explain a high

- percentage of the variation (r2 = 0.69) on the basis of

applicant characteristics. 64

COGNITIVE FEEDBACK

In a further application of the lens model, Ham-
mond showed that feedback of the cue weights, which
he called &dquo;cognitive feedback,&dquo; produced better results
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than simple outcome feedback in learning complex
judgmental tasks .2’ He developed a computer program
that calculated students’ weighting of cues from their
decisions and then provided the students with a graphic
display of their weights compared with the optimal
weights. Students given cognitive feedback outper-
formed other students who received only outcome
feedback (i.e., merely the correct answer to each prob-
lem). Moreover, other studies have suggested that when
complex judgment tasks are needed, outcome feed-
back can even retard learning.21
To determine whether Hammond’s findings regard-

ing the superiority of cognitive feedback applied to
medical diagnosis, I wrote a microcomputer program,
titled FEEDBACK, to present simulated cases of uri-

nary tract infection and to provide cognitive feedback.
The program first analyzed students’ responses over
a series of cases and then displayed a comparison of
weights calculated from their responses with the

weights derived from a large series of clinical cases
where the true diagnosis was known. 61 Our studies
showed that cognitive feedback was highly effective
for teaching diagnostic accuracy, and that it was su-
perior to outcome feedback alone. We found also that
the greater accuracy resulting from cognitive feedback
was accompanied by the students’ convergence on the
correct weights and by a greater similarity of strategies
among group members.

Recently, we adapted the program FEEDBACK to
improve the diagnostic estimates of the student health
physicians studied by Poses and colleagues.&dquo; Cogni-
tive feedback improved their calibration on simulated
cases, i.e., it dramatically improved the correspon-
dence between predicted and actual frequencies of
occurrence.63 Moreover, cognitive feedback improved
both diagnostic calibration and discrimination when
these physicians diagnosed actual cases of patients
seen in the student health clinic.&dquo;

OBSERVATIONS AND CONCLUSIONS FROM THE

EXPERIMENTAL STUDIES

These medical applications have consistently found
wide variations among physicians in how they use
information to make diagnoses or treatment decisions.
Differences in weighting explain much of this varia-
tion. In general, derived models of judgment have been
more accurate in predicting later decisions than phy-
sicians’ self-reported strategies.

Thus, a linear model calculated from actual clinical
cases often differed from the physician’s stated model
and from the model derived from physicians’ diag-
nostic estimates for &dquo;paper&dquo; cases. Further, the model
calculated from clinical cases usually outperformed
both the model calculated from the judge’s decisions
and the judge’s stated model. Similarly, the model
calculated from the judge’s decisions usually outper-

formed his or her stated model when applied to the
same cases. Simple models with unit weights and no
interactions often do equally well. Feedback of cue
weights (cognitive feedback) improved teaching of
complex diagnostic or decision strategies and sur-
passed outcome feedback in such situations.2° Finally,
the judgments made in response to &dquo;paper&dquo; cases have
in several studies resembled those made with actual

patients.30A8

Methods-Construction and Analysis of Simulated Cases
One can construct a linear model of a judge’s de-

cision either by observing real-life decisions or by re-
cording decisions made about simulated cases.
Calculating the model from actual cases may require
a large number of cases and it may be hard to control
for the large number of potential cues present. Sim-
ulated or &dquo;paper&dquo; cases allow control of the infor-
mation presented, but provide no assurance that the
judgments will be the same as in actual practice. As
discussed earlier, several studies have found high cor-
relations between judgments regarding &dquo;paper&dquo; cases
and real-life judgments,30A8 but this has not been tested
over a wide range of situations.
The basic tasks in constructing simulated cases in-

volve choosing an appropriate outcome, selecting the
salient variables, deciding how to present them,
choosing the range and levels of values for each vari-
able, planning the underlying design for setting the
value of each variable in each case, and selecting the
method of analysis. Each of these steps can have a
major influence on the results and the conclusions.

DESIGN OF THE CASES

Three approaches have been taken in creating sim-
ulated medical cases. Studies growing out of the tra-
dition of the lens model&dquo; have been concerned with

presenting realistic cases, representative of those or-
dinarily encountered (&dquo;representative&dquo; design). They
often use continuous variables and may select realistic

cases from randomly generated combinations of cue
values. Random variation of cue levels is used in Ham-
mond’s computer program POLICy22 and the later mi-

crocomputer version POLICY-PC by Rohrbaugh.43
Advantages of this approach are realism of cases and
flexibility of design. Disadvantages are the large num-
ber of cases required, increasing with the number of
variables. The design may not be balanced, and inter-
actions among the variables may not be measurable
and may interfere with estimation of main effects.

Interactions occur when the weighting of one cue
depends on the status of another. For example, a phy-
sician might ignore white blood cells in the urine when
epithelial cells are present but consider them of great
importance when epithelial cells are absent. It is not
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clear whether it is important to look for and measure
such interactions in most diagnostic settings.
A second approach is to use a full factorial design

where all possible combinations of all variables are
represented.45,46 Advantages of this approach are that
investigators can measure all interactions among vari-
ables and calculate weights precisely. Disadvantages
include the large number of cases needed, the poten-
tial for creating unrealistic cases, and the inability to
portray intercorrelated cues. For example, a full design
with four variables at each of three levels requires 81
cases (3X3X3X3). Such designs are most useful
where the important cues are few and when precise
measurement of weights and interactions is consid-
ered important.
A third approach is to employ fractional factorial

designs. 1,14,37 These designs use a fraction of the cases
in the full design but are devised so that each level of
each variable is combined an equal number of times
with each level of all other variables; however, not all
the possible combinations are represented. These de-
signs came into medical applications largely through
the use of conjoint analysis, a nonparametric linear
modeling technique widely used in marketing.15,36A2,62

Several early medical applications used fractional
factorial designs.41A2A7,61,62,63 The advantages of these
designs are that they permit a smaller number of cases

with more variables per case. Further, increasing the
number of variables may not require more cases, cal-
culating weighting is simpler, and, in some types of
designs, first-order interactions can be estimated. 17 The
disadvantages are that there is an even greater need
to have uncorrelated cues, the design may generate
unrealistic cases, and the smaller number of cases may
lead to less accurate estimates of weighting. Fractional
factorial designs are most useful when one wishes to
portray a large number of generally unrelated vari-
ables. For examples of designs, see the articles by
Plackett and BurTnan 3~ and Addelman.1

SELECTION OF VARIABLES

The task in choosing variables is to cull the most
important cues from those available to the decision
maker. One may select cues by several methods. One
may simply choose those cues that are of greatest
interest. For medical decisions, one may review the
literature to find the cues accepted as essential to
diagnosis or treatment. One may employ consensus
techniques such as nominative group process or the
Delphi method to avoid missing important variables.
The cues that people say are important to them, how-
ever, may not be those they actually use in making
judgments, and textbooks may not yield the optimal

FIGURE 2. Differences in weighting of medical specialty characteristics by two students. The factors important to student 2 are of lesser
importance for student 4, who gives the most weight to the presence or absence of patient contact. Averaging of weighting may disguise
high variation among decision makers. Bars represent one standard error of the estimate.
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FIGURE 3. Illustration of the difficulty of knowing whether important or unimportant variables have been selected for paper cases. The figure
shows the average weights calculated for six students in rating medical specialties. The first set of cases (left) used the four least important
attributes (r’ = 0.89) and the second set of cases used the four most important attributes Ir2 = 0.94). There was no indication from the
results that the first study used relatively unimportant cues and that the second used the most important cues.

multivariate clinical predictors. One solution is to con-
duct pilot studies using simulated cases or paired
comparisons to help reduce the number of cues. 16
Another approach is to select the cues by analyzing
large numbers of actual cases to determine the optimal
clinical predictors,61 although this strategy may cause
the modeler to omit variables that are considered im-

portant by the physicians but are weak predictors in
the actual cases.

EFFECT OF CHANGES IN CUE SELECTION AND

REPRESENTATION-AN ILLUSTRATION

Because little is known about the effect of differ-
ences in how cues are selected and presented, I asked
six medical students to rate the desirability of several
sets of descriptions of medical specialties to determine
the effect of changes in cue selection and presentation
on the students’ weighting of many medical specialty
attributes. After calculating the weight each student
initially gave each variable, I then presented cases with
different numbers of variables, with important vari-
ables missing, and with variation in the range of values
for the variable. The results of these trials are discussed
in the following four sections.

REASONS IMPORTANT VARIABLES MAY BE OMITTED. When

a few variables must be selected from many to create

simulated cases, there is always concern that one or
more of the variables used by a judge may be omitted.
These variables may have been overlooked, may have
been considered but ruled unimportant, or may have
been hard to portray in a &dquo;paper&dquo; case (e.g., &dquo;the pa-
tient appears toxic,&dquo; &dquo;the patient seemed depressed&dquo;).
A related problem is when one or more judges em-

ploy cues entirely different from those used by the
majority. Here, consensus methods for selecting the
best cues may exclude cues highly important to some
of the subjects. For example, in considering medical

specialty attributes, I asked the students to rate each

specialty based on 14 characteristics such as salary
level, job availability, amount of stress, peer esteem,
and intellectual challenge. It was not difficult to find
pairs of students where one gave the greatest weight
to cues that were not at all important for the other
(fig. 2). In attempting to reduce this array to three or
four cues, one could falsely’conclude that student’s
strategy employed particular cues, when, in truth, he
would not use them at all when given a larger selec-
tion.

DIFFICULTY IN RECOGNIZING WHEN IMPORTANT VARIABLES

ARE MISSING. Can we determine when important cues
are left out of the simulation? I examined this question
with the same six medical students by creating two
different sets of hypothetical specialty descriptions.
One set described the 16 specialties using the four
variables that had received the most weight from these
students (job availability, patient contact, salary, and
prestige). The second set of 16 descriptions used the
four variables that had received the least weight (pri-
mary care vs. referral practice, performance of pro-
cedures, availability of residencies, and length of
residencies). The results revealed no clear marker that
the one set of four variables had been less important
that the other (fig. 3). The ranges and means of the
ratings of the hypothetical specialties were similar, as
was the variance explained (r~ = 0.94 for the four most
important and r2 z- 0.89 for the four least important).
This example suggests we cannot rely on the way judges
employ cues in simulated cases to indicate whether
the cues presented were those they would weight most
heavily given a larger selection. Furthermore, there is
good evidence that irrelevant cues may affect deci-
sions,ll so a simulation including only relevant vari-
ables may not be an adequate model of the decision
task.
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FIGURE 4. Effect of changing the number of variables. Weights of the same four variables for student 4 calculated from cases using different
numbers of two-level variables: seven, four and 14 (in fig. 2, right). The order of importance of the variables is preserved but both relative and
absolute weights differ. Bars represent the standard error of the estimate

One must take great care in choosing variables be-
cause it may be difficult or impossible to tell whether
crucial variables have been left out of the case simu-

lations. In clinical medical studies the process of se-

lecting variables should be reproducible so that it can
be confirmed by other investigators. Reliable proce-
dures for assuring that important cues have not been
excluded need to be developed.

EFFECTS OF CHANGES IN THE NUMBER OF VARIABLES.

Another problem is that the number of variables used
can affect their weighting. Student 4, whose weighting
of specialty characteristics is shown on the right side
of figure 2, was given two new sets of simulated spe-
cialties that differed in the numbers of variables pre-
sented. One set had seven of the original 14 variables
at two levels in 16 cases; another had four of these

seven variables at two levels (fig. 4). Thus, weights for

the same four variables were calculated under three

different conditions; first, as four of 14 variables; sec-

ond, as four of seven variables; and third, as the only
four variables presented. The results showed that al-
though the relative orders of weighting of the four
variables were similar in these three sets, the relative

and absolute weights for each of the four variables
differed considerably. Salary, for example, represented
an important factor with over 20% of total weight in
the four-variable example (fig. 4), while in the 14-vari-
able example it was of lesser importance and ac-
counted for only 6% of total weight.

REPRESENTATION OF VARIABLES

There is a great deal of latitude in choosing how to
describe and present cues within each case descrip-

FIGURE 5. Effect on weighting of changing the range of a variable. in rating medical specialties, students gave the least weight to salary when
the three levels were $70,000, $90,000 and $115,000. When the range was broadened to $35,000, $90,000, and $240,000, salary became the most

heavily weighted both on the average and for each of the six students.
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FIl.lIR~. 6. Utilities of clinical

variables as determined by
conjoint measurement.
Mean likelihood of pul-
monary embolus shown for

each of three levels for eight
cues. This type of display
shows not only the weight
given the cue (the differ-

ence between the highest
and lowest value is equal to
the (3 coefficient in regres-
sion) but also the linearity
of the response.

tion, and these choices may affect the results. For ex-

ample, the range of values over which the cue is varied
can affect weighting. In the study of students’ specialty
choices, salary received little weight from students.
Figure 5 shows what happened when I varied the range
of possible _ salaries in two different sets of 18 cases
with all variables at three levels. In the first sets of 18

cases with all variables at three levels. In the first set

of 18 cases, salary was set at either $70,000, $90,000,
or $115,000, representing the low, middle, and high
levels. Students gave salary the lowest weight of all
four variables in this set of cases. When the salary levels
were set at $35,000, $90,000, and $240,000, salary be-
came the most important variable for all six students,
whether analyzed individually or as a group. Thus, the
range over which a cue varies can affect the conclu-

sions reached about its importance.
It is important to have reproducible techniques for

determining what levels or ranges to use. There is no
problem when clearly defined levels occur in the real-
life decision setting, such as when the cue is naturally
dichotomous (as with many laboratory tests) or when

standard cut-off values are widely used and accepted.
If the natural distribution of the variable is known,
levels can be set using percentiles or other measures
of distribution. Levels can also be determined empir-
ically through a study of actual cases. Finally, one can
experimentally measure the sensitivity of the conclu-
sions to changes in variable levels. If it is the purpose
of a study to measure the relative importances of sev-
eral cues, then attention to the range and distribution
of cue values is critical.
An advantage of using factorial designs with three

or more levels is that one can use the mean values for

each of the cue levels to determine whether response
is linear over the range. It may be useful to study some
variables in detail with multiple levels to detect whether
there are important thresholds or other nonlinear as-
pects to the way the variable is used. Figure 6 shows
the mean likelihood of each cue level as used by phy-
sicians in diagnosing simulated cases of possible pul-
monary embolus.62 It is clear, for example, that the
intermediate level for the lung scan variable (selected
to represent a true 50% likelihood) was interpreted as

FIGURE 7. Mean rating of candidates for surgery
residency programs according to the level of
evaluation received for each of five dimensions.

The five-level design permits examination of the

linearity of response over a variety of values.
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FIGURL 8. Effect of variable order on weighting. When the first four
variables shown were presented in the first paragraph of each writ-
ten vignette (39 respondents, 27 cases each), they received greater
weight than when presented in the second paragraph (46 respon-
dents). The same was true for the bottom three variables.

being much closer to the positive end. Designs with
more levels can provide even more detailed informa-
tion, as in the study of factors influencing the selection
of surgical residents (fig. 7), but require fractional fac-
torial designs because of the large number of cases
that would be generated in a full design.
Another feature of case design that can affect

weighting is the order in which variables are pre-
sented. This effect becomes more pronounced as the
vignette gets long or complicated. Smith and I ex-

amined the effect on weighting of changing the order
in which variables are presented. In a study of how
physicians decide whether to begin tube feeding,&dquo; we
presented seven variables in cases two paragraphs in
length. We randomized the 85 participants into two
groups. One group responded to cases with one par-
agraph printed first (39 respondents); the other re-
sponded to cases with the order reversed (46
respondents). As shown in figure 8, the same variables
received greater weight when presented in the para-
graph that appeared first in the written case (DG Smith,
RS Wigton, unpublished data).

Other influences on variable weighting are the length
of the description of the variable, the wording, and the
format of the case itself. Also, subjects may not always
interpret variables the way the experimenter intends.

Ravitch and associates examined physicians’ inter-

pretations of cues describing cancer risk, symptom
severity, and osteoporosis risk. The authors found that
the cues were not interpreted in the same way by all
participants.41

METHOD OF ANALYSIS

The design of the study and the outcome measure
used largely determine the method of analysis. Mul-
tiple linear regression is used where the outcome is
a continuous variable with a linear relationship to the
case variables. Analysis of variance and dummy vari-
able regression provide the most information when
the variables are expressed in discrete levels, as in a
factorial designYA2,60 Logistic regression is preferred
for dichotomous outcomes. 3,60 Cox regression might
be the best technique if the outcome is the time to an
event (although I am not aware of any policy capturing
studies that have used it). Logit transformation of the
outcome before performing regression analysis may
be required if the outcome is a probability estimate.63
Conjoint analysis (analysis of variance incorporating a
monotone transformation based on a goodness-of-fit
measure) can be used to determine weighting when
the cases are to be ranked. 15,36,42

INDIVIDUAL VS. GROUP LEVEL OF ANALYSIS

Should strategies be analyzed at the level of the

individual or at the level of the group? Some feel that
aggregate or group strategies are meaningless, regard-
less of how they are calculated 23 because they may
combine strategies that are inconsistent with one an-
other (i.e., a strong positive weight for a factor averaged
with a strong negative weight would lead to the con-
clusion that the factor was not important).
On the other hand, group weighting appears to be

reproducible and predictive and has been used ex-
tensively in marketing research 15 and in several med-
ical studies.45,46,64 Two methods that have been used
to describe group strategies are analyzing the pooled
data of all judges, and analyzing each judge’s data
separately and then averaging the weights. Alterna-
tively, one can analyze each judge’s data separately
and characterize the distribution of strategies either
in terms of simple descriptive statistics (median, per-
centiles) or through more sophisticated methods such
as cluster analysis. 32,41,50 In view of the marked het-
erogeneity of physician strategies found in many of
the studies, this is an important methodologic con-
sideration.

Problems and Challenges in the Application of Linear Models
Despite many innovative designs and applications,

there remain major limitations to how well judgment
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analysis can model real-life decisions. The constraints
imposed by the analytic methods make the simulated
cases unlike real-life decision settings in several ways.
The simulated cases contain only a fraction of the
variables present in the real-life decision setting. The
information available in real-life decisions usually in-
cludes many redundant and intercorrelated cues, a
feature not often included in the simulated cases. De-

sign constraints, particularly with factorial designs, may
cause variables to be presented in the simulated cases
as dichotomous, while in the actual decision setting
they are continuous. Finally, acquisition of informa-
tion in the medical setting often is sequential and
incomplete, whereas simulations present all cue val-
ues simultaneously whether or not they are requested.

Future Directions

There is a growing body of research in medicine
using clinical prediction rules derived from multivar-
iate analysis of patient data. A recent review described
16 such rules derived by multivariate analysis that were
found in review of four clinical journals from 1981
through 1984.60 These studies are providing much-
needed data on the actual relationship of cues to the
clinical diagnoses and decisions. It is not clear what
is the best way to apply these multivariate rules to
clinical medicine. Should they be taught to physi-
cianS,24 incorporated into computer prediction aids ’41
or incorporated into the test ordering procedures?
Studies of how physicians best learn and utilize linear
rules will be of great importance in applying the results
of these studies. Initial results with cognitive feedback
are very encouraging.33,61
Another area in medical education is the develop-

ment of simulations of diagnostic and therapeutic de-
cisions. Such simulations have potential not only in
teaching appropriate weighting but also in increasing
the accuracy of probability estimates. 39,63

Several limitations of current designs will need to
be addressed to improve the usefulness and realism
of simulations. Cluster analysis and clustering of vari-
ables in simulations may allow models to portray mul-

tiple cues with redundant information, a feature
common in medical decisions. Methods for increasing
the number of variables in the simulation or for in-

teractively reducing the number from an initially large
field may help avoid missing important variables. Mi-
crocomputer programs will be important in incor-
porating these features in simulations.
There are reasons to believe linear models will be

the most productive route for studying medical de-
cisions. ’I’hey consistently match or outperform ex-
perts in prediction in their own areas. The insights
gained from this type of analysis, unlike those gained
from other models, have been shown to enhance

learning of judgment tasks. The basic design of the

task is very similar to one of the most common judg-
ment tasks encountered in medical practice: a deci-
sion or prediction based on a combination of many
known factors where the physicians must select and
weight the factors to arrive at a judgment.

Linear models will be valuable in studying why there
is such variation in physician judgments and in teach-
ing physicians to be better diagnosticians and prog-
nosticators. The growing use of multivariate models
in medicine and the ready availability of computers
should further increase the usefulness of linear mod-
els in studying and aiding medical diagnosis.

The author is grateful to Drs. Randall Cebul, Roy Poses, Robert
Centor, Kenneth Hammond, Thomas Tape, Marilyn Rothert, David
Rovner, and David Smith for their helpful comments and suggestions,
to JoAnna Nicolas for assistance with data analysis, to Kashinath
Patil, PhD, for statistical advice, and to Vicki Hamm for preparing
the manuscript.
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