PSYCHOLOGICAL SCIENCE

Research Article

LINGUISTICALLY MEDIATED VISUAL SEARCH

Michael J. Spivey,' Melinda J. Tyler,' Kathleen M. Eberhard,’
and Michael K. Tanenhaus’

'Department of Psychology, Cornell University, *Department of Psychology, University of Notre Dame; and’Department of Brain &
Cognitive Sciences, University of Rochester

Abstract—During an individual’s normal interaction with the envi-
ronment and other humans, visual and linguistic signals often coin-
cide and can be integrated very quickly. This has been clearly
demonstrated in recent eyetracking studies showing that visual per-
ception constrains on-line comprehension of spoken language. In a
modified visual search task, we found the inverse, that real-time lan-
guage comprehension can also constrain visual perception. In stan-
dard visual search tasks, the number of distractors in the display
strongly affects search time for a target defined by a conjunction of
features, but not for a target defined by a single feature. However, we
found that when a conjunction target was identified by a spoken in-
struction presented concurrently with the visual display, the incremen-
tal processing of spoken language allowed the search process to
proceed in a manner considerably less affected by the number of dis-
tractors. These results suggest that perceptual systems specialized for
language and for vision interact more fluidly than previously thought.

Prominent theories of visual perception and attention posit that the
visual system is functionally independent of other cognitive processes
(Pylyshyn, 1999; Zeki, 1993), a modularity thesis that has also been
applied to accounts of language processing (Chomsky, 1965; Fodor,
1983). However, a frequently cited counterexample is the fact that vi-
sual information regarding a speaker’s mouth shape has a powerful in-
fluence on speech perception (Massaro, 1997; McGurk & MacDonald,
1976). Moreover, recent eyetracking studies have provided evidence
that visual scene perception can constrain real-time comprehension of
spoken sentences. For example, temporary ambiguities in spoken
word recognition and in syntactic parsing are quickly resolved by in-
formation in the visual context (Allopenna, Magnuson, & Tanenhaus,
1998; Spivey, Tanenhaus, Eberhard, & Sedivy, in press; Tanenhaus,
Spivey-Knowlton, Eberhard, & Sedivy, 1995). The present experi-
ments demonstrate the inverse: that language processing can constrain
visual perception. In a standard visual search task in which the target
object is defined by a conjunction of features, reaction time increases
linearly with the number of distractors, often in the range of 15 to
25 ms per item (e.g., Duncan & Humphreys, 1989; Treisman & Ge-
lade, 1980; Wolfe, 1994). However, when we presented the visual dis-
play first, and then provided the target features incrementally via a
natural spoken query, we found that reaction time was considerably
less sensitive to the total number of distractors.

The steep reaction-time-by-set-size function obtained with conjunc-
tion search displays was originally interpreted as evidence for serial pro-
cessing of the objects in a display, and contrasted with the near-flat
function relating reaction time to set size in the case of feature search dis-
plays—in which a single feature is sufficient to identify the target object.
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It was argued that the early stages of the visual system process individual
features independently and in parallel (Livingstone & Hubel, 1988), al-
lowing the target object to “pop out” in the display if it is discriminable by
a single feature, but requiring application of an attentional window to the
individual objects, one at a time, if the target object is discriminable only
by a conjunction of features (Treisman & Gelade, 1980). This categorical
distinction between parallel search of single-feature displays and serial
search of conjunction displays has been supported by research using
positron emission tomography (PET). PET scans have provided evidence
for a region in the superior parietal cortex that is active during conjunction
search for motion and color, but not during single-feature search for mo-
tion or for color (Corbetta, Shulman, Miezin, & Petersen, 1995).
However, several studies have discovered particular conjunctions of
features that do not produce steeply sloped reaction-time-by-set-size
functions (McLeod, Driver, & Crisp, 1988; Nakayama & Silverman,
1986; Theeuwes & Kooi, 1994). Additionally, it is possible to observe
the phenomenology of pop-out while still obtaining a significant (albeit
small) effect of set size on reaction time (Bridgeman & Aiken, 1994).
Moreover, it has been argued that steeply sloped reaction time functions
may not reflect serial processing of objects in the display, but rather
noise in the human visual system (e.g., Eckstein, 1998; Palmer, Vergh-
ese, & Pavel, 2000). Overall, a wide range of studies have suggested that
the distinction between putatively serial and parallel search functions is
continuous rather than discrete, and that such labels should be consid-
ered extremes on a continuum of search difficulty (e.g., Duncan &
Humphreys, 1989; Nakayama & Joseph, 1998; Olds, Cowan, & Joli-
coeur, 2000; Wolfe, 1994, 1998; see also McElree & Carrasco, 1999).
The purpose of the present study was to examine whether incre-
mental processing of natural linguistic input can convert a difficult con-
junction search into a pair of easier searches. That is, if a spoken noun
phrase such as “the red vertical” is processed incrementally (cf. Alt-
mann & Kamide, 1999; Eberhard, Spivey-Knowlton, Sedivy, & Tanen-
haus, 1995; Marslen-Wilson, 1973, 1975), and there is extremely rapid
integration between partial linguistic and visual representations, then
the listener should be able to search items with the first-mentioned fea-
ture before even hearing the second one. If the observer can immedi-
ately attend to the subset of objects sharing that first-mentioned feature,
such as the target color (cf. Egeth, Virzi, & Garbart, 1984; Friedman-
Hill & Wolfe, 1995; Kaptein, Theeuwes, & van der Heijden, 1995;
Motter & Holsapple, 2000), and subsequently search for the target ob-
ject in that subset upon hearing the second-mentioned feature, then this
initial immediate group selection should reduce the effective set size to
only those objects in the display that share the first-mentioned feature.

EXPERIMENT 1

Method

In our first experiment, exactly the same visual displays and prere-
corded speech cues were used in two subtly different conditions. In
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one block of trials, the participants were informed of the target’s iden-
tity before the visual display was presented (auditory-first control con-
dition), and in another block of trials, they heard the critical feature
words just after onset of the visual display (audiovisual-concurrent, or
A/V-concurrent, condition; see Fig. 1).

Participants were instructed to respond to each display as quickly
and accurately as possible by pressing the “yes” button if the queried
object was present in the display and the “no” button if it was absent.
An initial fixation cross preceded the onset of the visual display in or-
der to direct participants’ gaze to the central region of the display.
Each stimulus bar subtended 2.8° X 0.4° of visual angle, and neigh-
boring bars were separated from one another by an average of 2° of vi-
sual angle. Trials with red vertical bars as targets and trials with green
vertical bars as targets, as well as red and green horizontal bars as tar-
gets, were equally and randomly distributed throughout each session.
All participants had normal or corrected-to-normal vision, and all had
normal color perception. The same female speaker recorded all speech
files, with the identical 1-s preamble recording, “Is there a . . . ,” being
spliced onto the beginning of each of the four target queries (in which
the two adjectives averaged 1.5 s). (In an early pilot study, the objects
were presented in a circle so that each object was equidistant from an

a Auditory First Control Condition
2.5 sec.

Onset

Display -
speech"ls there a red vertical?"[offset

b A/V Concurrent Condition
1 sec.

Display 1
SpeechJ"Is there a red vertical?"Lofset

Onset

C Set Size 5, Target Present d Set Size 20, Target Present

H Red
[ Green [I_
I I
- |:| L
| - =

Fig. 1. Examples of the auditory and visual stimuli. In the auditory-
first control condition (a), which was similar to standard visual search
tasks, the onset of the visual display coincided with the offset of the
spoken target query. In the audiovisual-concurrent (A/V-concurrent)
condition (b), the onset of the visual display coincided with the onset of
the first target-feature word in the spoken query. The example displays
show target-present trials with a set size of 5 (c) and 10 (d). In these
displays, the target is a vertical red target bar, which is accompanied by
vertical green distractor bars and horizontal red distractor bars.
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initial fixation cross. However, participants reported using an overtly
serial strategy of selecting a location on the circle and fixating each
object in a clockwise fashion until they found the target object. There-
fore, the present studies used the more typical scattered visual search
displays, as shown in Fig. 1.)

In Experiment 1, each of 20 participants was tested in both an audi-
tory-first control session and an A/V-concurrent session, with order
counterbalanced across subjects to compensate for practice effects.
The target queries were “Is there a red vertical?” “Is there a green ver-
tical?” “Is there a red horizontal?” and “Is there a green horizontal?”
Each session had 96 trials in random order, half with target present
and half with target absent; set sizes of 5, 10, 15, and 20 were used.

Results and Discussion

Figure 2 shows the reaction-time-by-set-size functions for target-
present trials (filled symbols) and target-absent trials (open symbols)
in the A/V-concurrent condition and the auditory-first control condi-
tion. Next to each graphed line is the best-fit linear equation, accom-
panied by its * value, which indicates the percentage of variance
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Fig. 2. Results from Experiment 1. The spoken target queries in this
experiment had the form “Is there a [color] [orientation]?”” Results are
shown separately for target-present and target-absent trials for both
the auditory-first control condition and the audiovisual-concurrent
(A/V-concurrent) condition. Each line is accompanied by the best-fit
linear equation and the percentage of variance accounted for (+*). Er-
ror bars indicate =1 pooled standard error of the mean.
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accounted for by the linear regression. In the auditory-first control
condition, the reaction-time-by-set-size function was highly linear in
both target-present and target-absent trials, as typically observed in
standard conjunction search tasks. In contrast, the reaction-time-by-
set-size functions for the A/V-concurrent condition were notably less
linear. Overall mean reaction time was slower in the A/V-concurrent
condition because complete notification of target identity was delayed
by approximately 1.5 s relative to the auditory-first control condition.
However, because spoken word recognition is highly incremental (Al-
lopenna et al., 1998; Spivey & Marian, 1999), participants were able
to begin processing before both target-feature words had been pre-
sented, and overall reaction time was delayed by only about 600 ms in
the A/V-concurrent condition. Mean accuracy was 96% and did not
differ significantly across conditions.

The crucial finding is in the slopes of the reaction-time-by-set-
size functions. Despite the fact that the visual displays were identical,
results indicated significantly shallower slopes for these functions
in the A/V-concurrent condition compared with the auditory-first con-
trol condition (see Fig. 2). Repeated measures analyses of variance
revealed significant interactions of set size by condition in both
target-present trials, F(3, 57) = 3.51, p = .021, and target-absent
trials, F(3, 57) = 4.51, p = .007, showing that the effect of set size
was significantly different in the auditory-first and A/V-concurrent
conditions. To specifically test whether the mean slope was shal-
lower in the A/V-concurrent condition, we compared participants’
individual set-size slopes from the two conditions via paired ¢ tests.
These tests revealed significantly shallower slopes for the A/V-con-
current condition than the auditory-first condition in target-present
trials, #(19) = 2.95, p = .008, and even in target-absent trials, #(19) =
2.21,p = .04.

Although the difference in slopes for target-present trials is striking
(7.7 ms/item vs. 19.8 ms/item), the difference in slopes for target-
absent trials is more subtle (22.7 ms/item vs. 31.4 ms/item). More-
over, even the slope for the target-present trials of the A/V-concurrent
condition was still significantly greater than zero, #(19) = 3.27, p =
.004. In the A/V-concurrent condition, it is quite possible that observ-
ers were extracting the appropriate colored bars and, before the second
feature was even spoken, immediately locating the odd-one-out in that
subset—particularly when the set size was only 5. Such a strategy may
have made reaction times with the set size of 5 unusually fast. When
the data for set sizes 10 through 20 only were analyzed, the target-
present trials in the A/V-concurrent condition exhibited an even shal-
lower mean slope of 3.3 ms/item, which was not significantly greater
than zero, #(19) = 0.75, p = .46.

Overall, the results indicate that simply adjusting the timing of the
spoken question (e.g., “Is there a red vertical?”) so that the two target-
feature words were presented while the visual display was visible al-
lowed participants to find the target object in a manner that was sub-
stantially less affected by the total number of distractors. Thus, it
appears that in the auditory-first condition, the search process may
employ a conjunction template to find the target, thus forcing a serial-
like process akin to sequentially comparing each object with the target
template. However, in the A/V-concurrent condition, it appears that
the incremental nature of the speech input allows the search process to
begin when only a single feature of the target identity has been heard.
This initial single-feature search proceeds in a more parallel fashion
(with the second-mentioned target feature being used to find the target
amidst an attended subset), thus dramatically improving the efficiency
of search.
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EXPERIMENT 2

Method

To further rule out practice and order effects, we replicated the first
experiment in a between-subjects design with 10 independent partici-
pants in each condition. Additionally, to further test the generality of
the results, we reversed the order of the feature words in the spoken
query. Each of 20 participants was tested in either the auditory-first
control session or the A/V-concurrent session. The target queries were
“Is there a vertical red?” “Is there a vertical green?” “Is there a hori-
zontal red?” and “Is there a horizontal green?” This experiment used
the same search displays and timing of stimuli as in Experiment 1. Ei-
ther session had 96 trials in random order, half with target present and
half with target absent; set sizes of 5, 10, 15, and 20 were used.

Results and Discussion

Although the spoken queries provided information in the reverse or-
der compared with Experiment 1 (i.e., orientation information came be-
fore color information, as in “Is there a vertical red?”), results were
essentially the same as before. As expected, the A/V-concurrent condi-
tion elicited reaction times that were about 900 ms slower than those in
the auditory-first control condition, because of participants having to
wait until the orientation adjective was spoken before hearing the onset
of the color word. (Note that in Experiment 1, participants had a shorter
delay in the A/V-concurrent condition because the first-mentioned target
feature was a short, one-syllable color word.) Crucially, the A/V-concur-
rent condition produced shallower reaction time functions than the audi-
tory-first control condition, particularly in the target-present trials (see
Fig. 3). In two-group ¢ tests, participants’ individual set-size slopes were
significantly shallower for the A/V-concurrent condition than for the au-
ditory-first control condition (8.9 ms/item vs. 18.6 ms/item) in target-
present trials, #(18) = 3.55, p = .002, but in target-absent trials, set-size
slopes were only marginally shallower for the A/V-concurrent condition
than for the auditory-first control condition (21.6 ms/item vs. 30.6 ms/
item), #(18) = 1.9, p = .073. Mean accuracy in this experiment was
94% and did not differ significantly across conditions.

EXPERIMENT 3

Method

In an additional silent control experiment, participants were visually
informed of the target’s identity at the beginning of each trial. This exper-
iment provides a baseline of performance for these particular displays in
a purely visual format, as is typical of the standard visual search para-
digm. Ten independent participants were tested in this visual-only con-
trol condition. Instead of a speech file informing the participant of the
target’s identity, an image of the target object (i.e., a red vertical bar, a red
horizontal bar, a green vertical bar, or a green horizontal bar) was pre-
sented in the center of the screen for 1 s prior to onset of the search dis-
play. This experiment used the same search displays as in Experiments 1
and 2. The session had 96 trials in random order, half with target present
and half with target absent; set sizes of 5, 10, 15, and 20 were used.

Results and Discussion

This visual-only control condition produced results that were al-
most identical to those observed in the auditory-first control condi-
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Fig. 3. Results from Experiment 2. The spoken target queries in this
experiment had the form “Is there a [orientation] [color]?”” Results are
shown separately for target-present and target-absent trials for both
the auditory-first control condition and the audiovisual-concurrent
(A/V-concurrent) condition. Each line is accompanied by the best-fit
linear equation and the percentage of variance accounted for (+*). Er-
ror bars indicate *1 pooled standard error of the mean.

tions of the previous experiments (see Fig. 4). The reaction time
functions from the A/V-concurrent conditions of the previous experi-
ments were significantly shallower than the functions from this visual-
only control condition. In two-group ¢ tests, the target-present slopes
and the target-absent slopes were shallower in the A/V-concurrent
condition in Experiment 1 than in this visual-only control experiment,
#(28) = 2.45, p = .021, and #28) = 2.36, p = .025, respectively. Sim-
ilarly, the target-present and target-absent slopes were shallower in the
A/V-concurrent condition in Experiment 2 than in this visual-only
control experiment, #(18) = 2.99, p = .008, and #(18) = 2.61, p =
.017, respectively. Mean accuracy in this experiment was 95% and did
not differ significantly across conditions.

GENERAL DISCUSSION

It appears that because of the incremental nature of spoken lan-
guage comprehension (Allopenna et al., 1998; Altmann & Kamide,
1999; Cooper, 1974; Eberhard et al., 1995; Marslen-Wilson, 1973,
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Fig. 4. Results with the visual-only control condition (Experiment 3).
Results are shown separately for target-present and target-absent tri-
als. Each line is accompanied by the best-fit linear equation and the
percentage of variance accounted for (+*). Error bars indicate *1
pooled standard error of the mean.

1975; Spivey et al., in press; Spivey & Marian, 1999; Tanenhaus et al.,
1995), the observer-listeners in the A/V-concurrent condition of Ex-
periments 1 and 2 could selectively attend to the subset of objects that
exhibited the target feature that was mentioned first in the speech
stream. Upon hearing even just a portion of the second-mentioned tar-
get feature a few hundred milliseconds later, the observer-listeners
could then locate the conjunction target amidst this attended (spatially
noncontiguous) subset. Thus, the incremental nature of the auditorily
provided target identity in the A/V-concurrent condition caused the
relevant set size to be effectively halved. That is, if the reaction time
functions from the A/V-concurrent target-present trials were plotted
against the number of objects sharing the first-mentioned feature (half
the entire set size, on average), their slopes of 7.7 and 8.9 ms/item
would be exactly doubled and thus in the same range as those from the
auditory-first and visual-only control conditions (15-20 ms/item).
Previous studies of conjunction search have found that when target
identity is held constant throughout an experiment, subjects can essen-
tially ignore distractors that do not exhibit the target color (Egeth et
al., 1984; Kaptein et al., 1995). However, this kind of automatic fea-
ture selectivity had not yet been shown for orientation until the present
study (Experiment 2). Additionally, Olds et al. (2000) have demon-
strated that when the conjunction search array itself is presented incre-
mentally, with objects of only one feature type being presented alone
for the first 50 ms before full display presentation, reaction times are
considerably decreased (see also Watson & Humphreys, 1997, for a
study using greater asynchronies in the incremental display presenta-
tion). Olds et al. suggested that even though pop-out does not occur in
these cases, some partial processing of the target object’s identity is
carried out during those initial 50 ms and assists the search process
overall. Complementing these previous studies, the present findings
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show that even when the target’s identity is unpredictable at the begin-
ning of each trial, and the incrementality of the input comes from nat-
ural comprehension of spoken language, observers-listeners can map
in real time the incoming linguistic constraints onto the visual array—
treating a difficult conjunction search more like a nested pair of easier
feature searches. The present results further highlight the incremental
processing of spoken language comprehension in general, and specifi-
cally demonstrate the human brain’s ability to seamlessly cross-index
partial linguistic representations (of a noun phrase) with partial visual
representations (of a cluttered visual display).

A number of studies have demonstrated facile interaction between
functional subsystems of the brain. For example, in contrast to claims of
visual modularity (Pylyshyn, 1999; Zeki, 1993), voluntary attention ap-
pears to influence early stages of visual processing (Artim & Bridgeman,
1989; Brefczynski & DeYoe, 1999; Gandhi, Heeger, & Boynton, 1998;
Motter, 1993; Roelfsema, Lamme, & Spekreijse, 1998; Spivey & Spirn,
2000). Similarly, in contrast to claims of linguistic modularity (Chomsky,
1965; Fodor, 1983), visual context appears to immediately influence spo-
ken word recognition and syntactic parsing (Allopenna et al., 1998;
Spivey et al., in press; Tanenhaus et al., 1995). Indeed, much recent work
has highlighted the functional interconnectivity between various cortices
in vision and in language (e.g., Churchland, Ramachandran, & Sej-
nowski, 1994; Desimone & Duncan, 1995; Douglas, Koch, Mahowald,
Martin, & Suarez, 1995; Pulvermiiller, 1999; see also Sekuler, Sekuler,
& Lau, 1997, and Vroomen & de Gelder, 2000, for influences of audition
on visual perception). The present results show that attentional processes
driven by spoken language affect the way people immediately process
features in a visual scene, providing further evidence for rapid interaction
between linguistic processing and visual perception.
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