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Abstract—We propose a novel probabilistic topic model that topic modeling is that it provides us a flexible and exteresibl
jointly models authors, documents, cited authors, and veres framework to exploit the underlying latent structures ot
simultaneously in one integrated framework, as compared 10 §ata a5 well as their mutual connections. In the academic
previous work which embeds fewer components. This model . . L
is designed for three typical applications in academic netark network_, we have multiple kinds of sc[entmc factors ‘_"md
analysis: the problems of expert ranking, cited author predction ~connections; however, most of the previous work considers
and venue prediction. Experiments based on two real world d one aspect of several factors while ignoring some others.
sets demonstrate the modell to bg effective, and .it outperfars In this paper, we provide a framework that can jointly
several state-of-the-art algorithms in all three applicaions. model authors, papers, cited authors, and venues in onedinifi
Keywords: Topic Models, Expert Ranking, Prediction, Evalmodel. We name the model as the Author-Citation-Venue
uation topic model (abbreviated as ACVT model), in which we
link authors to observed words, cited authors and venues
via latent topics. We hypothesize that such a joint modeling

Social network research has attracted the interests of mdras multiple advantages. First of all, this model provides a
researchers, not only in analyzing online social mediaiegpl more comprehensive framework to fully utilize the content
tions, such as Facebook and Twitter, but also in providimg-co words of documents and combines them with other useful
prehensive services in the domain of scientific research. \wentextual information: authors, cited authors and venues
define anacademic network as a kind of social network which It therefore directly models documents’ content relevance
integrates scientific factors, such as authors, paperéshifiy authors’ interests, authors’ influence, and venues’ infleen
venues, and their relationships. With the rapid develograEn in one model, all of which are important instructive evidenc
online digital libraries, the proliferation of large qudigs of in supporting academic network based applications, such as
scientific literature provides us abundant opportunitydivaet expert ranking, cited author prediction, and venue prautict
the textual content of scientific factors (i.e., publishpapers) Missing the integration of one sort of contextual inforroati
as well as their mutual relationships (citation, coauthiws some certain kind of application would become impossible,
and therefore stimulates the emergence of many applicatidar example, if the topic-venue association is not explored
that are particularly important in academic domain (in mgni we cannot make valid venue predictions. Our model therefore
and analyzing academic networks), such as expert rankiegn be applied in a wider range of applications than previ-
citation prediction, cited author prediction, venue petidn, ous work. Moreover, incorporating additional contextuatla
etc. linkage information can help to identify more coherent and

Generative topic modeling has emerged as a popular unsamplete latent structures over multiple facets. In the ACV
pervised learning technique for content representatidariie  model, we assume that we can achieve better topic-related
document collections. This kind of generative model wag firassociations for authors, cited authors and venues when we
envisioned for pure contextual analysis while ignoring the&imultaneously model them together, and such associations
linkage structure among text data. Representative modelswoth greater coherency are believed to be able to further
this type of analysis (e.qg., [10], [2]) exploit the co-ocmmce improve the performance of multiple applications.
patterns of words in documents and unearth the semantiin summary, we make the following contributions in this
cally meaningful clusters of words (as topics). Reseaghgraper:
have since added extensions to model authors’ interests [23
providing a framework for answering questions and making « We propose a generative model that incorporates multiple
predictions at the level of authors rather than documents, facets of academic network: authors, papers, venues and
and in a variety of other aspects, such as incorporating link cited authors in an integrated fashion.

I. INTRODUCTION

structures and integrating additional context infornatio « We apply our model, and provided solutions to three
Despite such recent developments (which we review in tasks in the academic domain: expert ranking, cited author
Section 2), limitations are still present. It is widely aokvi- prediction and venue prediction.

edged that one of most prominent advantages of generative Experiments based on two real world data sets demon-



strate our model to be effective on all three tasks, signiintly model both the venue and the cited authors inforomati
icantly outperforming several state-of-the-art algorith as compared to ACT which only considers venues, and CAT
The rest of the paper is organized as follows. We overvieand the Context Sensitive model that only consider citation
related work in section two. In section three, we introduce There are also other topic models which emphasize dif-
the ACVT model as well as the parameter estimation methdérent aspects of contribution. Liu et al. [15] proposed a
We address three applications of this model in section fouwnodel that can jointly model topics, author communities and
In section five, we introduce experimental setup and providigk information for author community detection. Johri ét a
analysis on experimental results. We conclude and outlifi2] introduced a model that can relax the ‘bag-of-words’
possible future work in section six. assumption and can automatically identify multi-word fses
into modeling; Mei et al. [18] conducted temporal author
] ] topic analysis, and Song et al. [24] built topic models to
A. Author Topic Modeling disambiguate names. Mei et al. [17] incorporated network
Generative topic modeling is a popular unsupervised leamegularization technique into an extended version of PLSA.
ing technique for topic-related content representatioitially, Our ACVT model distinguishes itself from all the work
this kind of generative modeling was utilized in pure contexnentioned above by its model design focus and applications.
tual analysis. Two representative models of this kind, Prob o ) )
abilistic Latent Semantic Analysis (PLSA) [10] and Latenp: APPlications: Expert Ranking, Cited Author and Venue
Dirichlet Allocation (LDA) [2], exploit co-occurrence parns  Frediction
of words in documents and unearth the semantic cluster€Expert ranking has blossomed since the advent of the TREC
(topics) of words. In those proposed models, each documémterprise Track initiated in 2005, and the rapid developme
would be regarded as a mixture over multiple latent topics.of online academic search engines, such as ArnetMiner and
The original PLSA and LDA idea of document topicMicrosoft Academic Search. Given a user query, the task
modeling has been extended to include modeling of authod’ expert ranking basically involves identifying and ramdyi
interests. The very first work in this direction is that of Bos a list of researchers based on their expertise in that query-
Zvi et al. [23], which simultaneously models the content a$pecific domain. Two categories of approaches have been the
documents and the interests of authors, such that the rmaixttesearch focus in the past years: the pure content analysis
weights for different topics would be determined by théased approach [1], [16], [5], which emphasizes evaluating
authors of the documents. authors’ expertise by measuring the relevance between thei
Most recently, a number of models that extend the originaksociated documents and the query, and the social network
idea of LDA and ATM have been proposed, most of whichased approach [3], [26], [30], [6], [11], which evaluates a
contribute in the direction of incorporating additionalneo thors’ expertise by exploiting the social interaction othaars
textual information and integrating linkage structuresk: and other scientific facets, such as their co-authorshiesy, t
LDA [4], Pairwise-LDA and Link-PLSA-LDA [20] are three citations to other papers/authors, etc. Few prior worksadly
representative topic models that extend PLSA and LDA byake use of topic modeling results for expert ranking. The
integrating citation linkages among papers into topic niade CAT, ACT and ACTC models are the three most representative
However, in these three efforts, no author information leenb works we have identified.
considered, and the citation prediction is made based uporCitation prediction has long been a research topic as a
pairs of papers, which is quite different from the model wepecific application in link prediction (e.g., [9], [8]). M@ver,
propose in this paper that particularly emphasizes thegate most of them predict citations among papers, and few use
and influence of authors. topic modeling results. In our paper, we focus on predicting
Several representative works have been proposed to the potential cited authors given a new document, which has
tend ATM. The Author-Conference-Topic (ACT) [25] modekeldom been explored by previous work except the work of
adds contextual information, the publishing venues of pdu et al. [27].
pers, to represent venues’ influence over topics. The Author In venue recommendation, a ranked list of venues is gener-
Conference-Topic-Connection [28] model extends [25] bgted to which a given paper could be submitted. Three prior
introducing an additional latent variable ‘subject’, frammich works [14], [22], [29] particularly address such a problem,
the confereneces (venues) and topics can be respectively gowever, none of them makes use of a topic modeling ap-
erated. The Citation-Author-Topic (CAT) [27] model dirlyct proach.
models the cited authors’ information, such that authors’
influence over other authors can be considered. As a further
extension to the CAT model, the Context Sensitive Topic Mod- Before presenting the model, we first introduce some no-
els [13] introduces a learning mechanism that can dynaiyicatation. SupposéV, D, A, V indicate the size of the word
determine the citation context windows, and to associatege vocabulary, the number of papers, the number of authoe(cit
within citation context windows to cited authors. Our prepd authors), and the size of venues in the corpus respectivgly.
model, the ACVT model, can be regarded as a further extery; and N; denote the set of authors, the set of cited authors,
sion and combination of the ACT and CAT model, in that wand the number of position-based words in papef denotes

II. RELATED WORK
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e TABLE |
\EP @ NOTATION
>

Symbol  Size Description
w scalar size of word vocabulary
D scalar number of papers
A scalar number authors (cited authors)
i: C % scalar number of venues
= T @ T scalar number of latent topics
5 Ny scalar the number of words in papér
& = Ag scalar the number of authors of papér
Cq scalar the number of cited authors of pager
N scalar the number of words in corpus
Fig. 1. Graphical Model for the original Author-Topic Model Observed Data
ad laq] the set of authors of paper
@ cd lcdl the set of cited authors of papér
d |waq| the words lists of paped

1 the publishing venue of paper
A the set of authors (cited author) in corpus
N the set of word tokens in corpus

Vv the set of venues in corpus

e |
S
<& xgE

@
2 )]l Hyper-Parameters
®:O_ « 1xT Dirichlet prior for 6
Y i ¢ 1xT Dirichlet prior for ¢
D y 1xT Dirichlet prior for
A 1xT Dirichlet prior for
#y T Random Variables
0 AxT distribution of authors over topics
10) TxV distribution of topics over words
%) Tx A distribution of topics over cited authors
Fig. 2. Graphical Model for the Author-Citation-Venue-TogModel v rxc distribution of topics over venues
g P Zdi 1xT topic assignments foi’” word in paper

the number of latent topics predefined. We further suppose
that there exists & x T author-topic distribution matri@

8
&

1 x |aq| author assignments faf™ word in paper
d

indicating the distribution of authors over topics,7ax W Mai 1x |ea|  cited author assignments féf* word in
topic-word distribution matrix¢ indicating the probability paperd

distribution of topics over words, df x A distribution matrix | sa; scalar venue assignments feh word in paper
 indicating the distribution of topics over cited authonsda d

T x V distribution matrix¢ indicating the distribution of topics _ .. . _ . e
glbunon over cited authorg, and a multinomial distribution

over venuesz, x, m, s are random variables, representing th <. M P 49 foll Dirichlet
topic assignment, author assignment, cited author assighmgy(ir.ginue "th oreoveir,t ’tﬁ’ %'anhl i oflow a birnc di
and venue assignment for each woud.3, v, and A are the istribution with respect to the Dirichlet priar, 3, v, an

o . , tively.
Dirichlet prior hyper-parameters that determtes, ¢, and respectively N
respectively. We list the detailed notation in Table 1. The design of the ACVT model captures the intuition of

people writing a paper. Normally, when authors start to evrit

a paper, they should have known what they are going to

write about, namely, the topics of their paper. Based upon
We depict the graphical model of ACVT in Figure 2 ashe chosen topics, they will then choose the exact words to

compared to the original Author-Topic Model shown in Figurgse to represent their intended topics, figure out othetetla

1. As indicated, the graphical model is composed of s{yorks and their corresponding authors to cite, and determin

plates. Besides the four plates representing Topics, Asithayhere to submit this paper. We assume that one paper may

Documents and words in each document, ACVT introducggdress multiple topics, and can be co-authored by more than

two additional plates, representing the topic-cited auti® one author, and that each of the co-authors may have differen

sociation and topic-venue association respectively. Acare weights of contributions to a specific topic.

see, authors, words, cited authors and venues are all degnec The generative process of the ACVT model can be described

via the latent topics. Note that even though the author ligk follows. We first sample the author-topic, topic-worgjte

and cited author list for any given papérare assumed to be cited author and topic-venue distributions based on the fou

known, the exact author and cited author assignment for egsfichlet prior hyper-parameters. Suppose we know theauth

particular word in paped are unknown. lists of papers; then for each word in a given paper, we would
Within ACVT, each author is associated with a multinomiairst draw an author from its author list, then conditioned on

distribution over topicg, and each topic is associated withnis drawn author and his associated author-topic distdby
a multinomial distribution over wordg, a multinomial dis-

A. Model Description / Generative Process



we sample one topic, based upon which, we further sample the
cited author, venue and word according to their topic-eglat

distributions independently. p(za; = a, ZdAT: t,Mai = ¢, Sdi :Té)V'Uk"m"")
Under this generative process, the likelihood of the corpus ~ Cat,—ai + @ Chw,—ai + 8
w, conditioned or¥, ¢, ¢, andd is: Y Ol gt Tay, CLYV 5+ NB
y Cw’tl;,c;di + C;{J‘,Cdi +A

Zc’ Ctz;/c,vfdi + Afy ZU’ th;‘//:fdi + VA
(w0, ¢, 0,9, A,V)

D
= Hp(wd|97¢7 907197ad7cd7vd) Uknown
d;l N . = {wai =w,zZ_di,T_di, M_di, S—di, W—_di, Cd, Vd, ¥, 3,77, A}
d d
1
= H H A, Z ZZ‘Pmﬂtvd@wdieat where CAT represents the author-topic count matrix, and
d=11i=1 a€ag t=1 c=1

CAT ,; is the number of words assigned to topior authora

o excluding the topic assignment to woug;. Similarly, CTW
B. Parameter Inference and Estimation represents the topic-word count matrix, a6V . is the

The primary inference goal of our ACVT model is tonumber of words from theuvth entry in word vocabulary

estimate the posterior distribution of two sets of unknowfflwSSIgneOI to topia excluding the topic assignment to word

) o ., CTC represents the topic-cited author count matrix, and
random variables: (1) the distribution éf ¢, ¢ andd, and wifﬁc _fep b : )
. ; : - 4 1s the number of cited authors assigned to topic
(2) the topic, author, cited author and venue assignments P ¢,—ar ) . : g,
) excluding the topic assignment to woug;, and finally,C
each WOfdwdi. Zdiy Tdiy Mdiy Sdi- . . % .
represents the topic-venue count matrix, atfl" ,; is the
number of venues assigned to topicexcluding the topic
(0, 6, (p7197z7x’m7s|Dtrain’a’B,,y’)\) 1) assignment to word; . Moreover,z_di_,m_di,m_d_i, S_dis
and w_g4; stand for the vector of topic, author, cited author
and venue assignment and the vector of word observations
where, z, z, m, s indicate the topic, author, cited author angh the corpus except for thé” word in the d** document
venue assignments for all word tokens in corpus. respectively.

Even though calculating these posterior distributions is |n implementing this Gibbs Sampling, we simply need to
intractable for exact inference, various approximatergriee keep track of the four matrice€¢'”, CTW, ¢T¢, CcTV). By
models have been employed to estimate these posteriar disfiitially assigning words to randomly chosen topic, author
butions in hierarchical Bayesian models, including vaoigl cited authors and venues, we repeatedly apply this equetion

inference [2], expectation propagation[19], and Markoaioh each word in corpus, until finally converged.
Monte Carlo (MCMC) schemes. In this paper, we use Gibbs

Sampling [7], a special case of the MCMC approximatioR): The Posterior ond, ¢, ¢, J o
scheme, which is not necessarily as computationally efficie After we obtain the approximated estimationfe, m, s,

as variational inference and expectation propagation,isutthe posterior distribution of, ¢, ¢, 9 can be directly computed
unbiased and simple to implement. by exploiting the fact that the Dirichlet distribution is rga-

Firstly, we obtain an empirical sample-based estimate

) train ~ . g AT
of p(z,x,m,s|D"*" o, 3 ~, )\) using Gibbs Sampling, blz, 2, D7, & Dirichlet(C™" +a)  (2)

(

and then secondly, we infer the posterior distributiondof ¢|z, D" " 3~ Dirichlet(C"™" +3)  (3)
¢, ¢, and Y based uponz,x,m, s, by exploiting the fact ©lz,m, D" ~ ~  Dirichlet(CTC + ) (4)
that .the.D|r|chIet distribution is conjugate to the multmial 0|z, 8, D™ X~ Dirichlet(CTY + ) (5)
distribution.

) ) We can then estimate the posterior meardob, ¢, by
1). Gibbs Sampling for z,x, m, s following:

Using Gibbs Sampling, we construct a Markov chain, in o CAT | ¢

which the transition between two successive states refsaits Elfat|z,z, D", 0] = m (6)
repeatedly drawing the four-tuple z,z,m,s >, i.e., the . th‘fév + 8
assignment of topic, author, cited author, and venue foh eac Elpuu|z, D™, 5] = m )
word as a block from its distribution, conditioned on all @th Ry
variables. Such a sampling process would be repeated until Elpic|z,m, D" ™" A] = ETJFVC (8)
it finally converges to the posterior distribution 8fx, m, s. 2o Tt‘g +oy
The corresponding updating equation for this blocked Gibbs E[ds|z, 8, D™ ] = Civ +A ©)

Sampler can be defined as: > CEV + VA



IV. APPLICATION approach and a random walk based approach, the two other
éepresentative approaches in evaluating researchersttese

We introduce in this section three main applications relat !
To evaluate the relevance between an authowith a

with academic network analysis that can be solved by apglyin

our ACVT model query, we can construct a virtual documeht of author
' a by concatenating all the publishing papers of author
A. Expert Ranking and thus the relevance between authaand queryg would

The problem of expert ranking is equivalent to the problerl%e equivalent to the relevance of documént with query

of finding experts. The ultimate goal of an expert finding task Under the standard language model with Jenilek-Mercer

is to identify people who have relevant expertise to a Spgl:noothmg, the probability can be computed by:

cific topic of interest. In the academic research envirortinen

estimating a researcher’s reputation (contribution) amthér prm(alg) = prm(Falq)

ranking academic researchers is of great importance as it ca = H{(l _ ,\)”(U”Fa) +

offer support when making decisions about researchers’ job weq n(Fa)

promotion, project funding approval, paper review assignin \ ZFQ, n(w, Fyr) 15

as well as scientific award assignment.

1) Rank experts by Topic Models. Based on the learning
results from the ACVT model, we obtain four distributiods:
¢, v andd. Suppose we are given a querycomposed of a
set of wordsw, then for any given authar in the corpus, the
probability of having authos being relevant with the quey,
i.e, the expertise of the authaiin domaing, can be computed
under our ACVT model as:

ZFQ/ n(Fyr)
A random-walk based algorithm directly models the in-
teraction among network nodes. In this paper, we construct
a heterogeneous academic network (as shown in Figure 3,
which follows the network design mentioned in paper [25])
which is composed of three kinds of academic factors: asthor
papers and venues, and their mutual relationshi@s:=
(Vo UVa UV, EgqUEqqUE). Vo, Vi andV, represents the
pra(alg) o< pru(qla) (10) collection of authors, papers and venues respectivelyedas
H p(w|a) our definition, (d;, d;) € Eqq if paperd; cites paperd;. We
further represent each undirected edge into two directgdsd

wea in bipartite graphs, and therefore we have bthd;) € Eqq
= HPWW)P(WWC) Z p(w|v) and (d;j,a;) € E.q if paperd; is written by authora,.
weq vEV(a) Similarly, (vi,d;) € E,q and (d;,v;) € E,q if paperd; is

wherep(w|a,) represents the probability of authergenerat- Published in venue;. _

ing word w as an authorp(w|a.) represents the probability The transition pl’.ObabIhW between any two nodes in the
of authora being cited by wordw; p(w|v) represents the netwc_)rk is determined by two parameters: the type-_b.ased
probability of venuey generating wordo. We consider all the transition parameteh;,,, which determines the probability
publishing venue¥ () of a to evaluate the relevance betweeM’hen the random surfer transfers from node of typeto

authora with respect to words from the venue aspect of view, Node of typet,. The second parametg(n,|n) determines
Based upon the learning results from ACVT, we can furth&ne transition probability between any two specific nodes, n
have: matter what type of the nodes they are. Under this definitfon,

the random surfer transfers from nodgof typet; to nodens

p(wlaa) = Xt:p(tl)lZ)p(Zlaa) = zt:@wa“at A o type t2, the transition probability would by, ¢, p(nz|n1).
ol = S ptwlanian (2 111 propagation algorithm over 110 achieve e rankingres.
ST, Sh i rods Slppose s Fagan v of o
p(wlv) = Xt:p(wIZ)p(ﬂv) 13 vy = %' +(A=d)x D Ny p(njlng) (16)
~ (nin;)eE

S pwl2)p(v]z) = 3 drude

where|V| is the total number of nodes in the network, and
t(n;) indicates the type of node;.
We adopted two methods to combine the ranking perfor-
prar(alg) < [L( ¢ruban)(Y brwpra)( S S éruds,)  Mance of topic modeling, language model and random-walk
weq ¢ : vevia) t based PageRank. To linearly combine them, the final ranking

(14)  score of an autha for a given queryy can be computed as:
2) Combining with Language Model and Random-walk: (17)

We are also interested in examining whether we can achieve prinal(alq) = apru(a, q) + Bpru(a, ¢) +yr(a)
better performance when combining the results obtaineu fravhere,«, 3 and~y, satisfyinga+ 3+~ = 1, are the parameters
Topic Modeling with that of using a language model basdtiat need to be tuned.

As a result, we can compugeras(a, g) by:



We can also multiply the results obtained from the thregv|wg). The derivation process is similar to that of the cited
methods, which results in the final ranking score preserged author prediction, and therefore we have:

Z/p(v,z,mwd)de = z/%da

E\ raa x Z/p(v,z,@,Wd)da
Ao AN :
ad S Ave
e S = X [ Walotelpi0as

Fig. 3. Heterogeneous Academic Network

Prinai(alq) = pra(alg) x pra(alg) x r(a)  (18)

p(v|Wa)

= ZP(Wd|Z)P(U|Z)/p(z|9)d9
= JID> p(wIZ)p(vIz)/p(zw)de]

weWqg 2z a€agqg

B. Cited Author Prediction

1 K
We examine in this task the capability of our model in ~ H [@Z Z Ok Prew Vo] (20)
predicting the authors that a given paper might cite in the weWa h=tacaa
future. Instead of predicting the cited papers directly, w&here,a € aq.
predict the cited authors. This has applications in red, lif
since we sometimes follow some authors, especially some _
authors who are of high reputation in a certain field, and théh Experimental Setup
by going through their publications, an author can locate th In order to demonstrate the effectiveness of our model, we
most recent and relevant papers to cite. carried out a set of experiments on two real world data sets.
Suppose we are now given a new document, representduk first data set is a subset of €M Digital Library , from
by W4, and suppose we know its author lisig. In order which we crawled one descriptive web page for each 172,890
to predict the potentially cited authors, we need to computéstinct papers having both title and abstract information
the probability of p(c|wg), the probability of generating For each published paper, we extracted the information
given wordsWy and author listsag. This probability can about its publishing venue and references. Due to possible
be computed by making use of the distributions we learnsgnue name ambiguity, we first converted all upper-case
from the training set. We have: characters into lower-case, and removed all non-alphabeti
symbols. We further removed all digits as well as the ordinal
e, 2,0, W, numbers, such as the 1st, the 2nd, and applied the Jaccard
Z/p(c"z’9|w‘i)d9 - Z/I)(;,Td)d)dg Similarity match to merge duplicate venue n%?nes. We finally
- : obtained 2,197 distinct venues. To remove author names’

V. EXPERIMENTAL EVALUATION

p(c|Wa)

o Z/p(c7z797Wd)d9 ambiguity, we represent each candidate author name by a
z concatenation of the first name and last name, while removing
= Z/p(Wd|z)p(c|z)p(z|9)d9 all the middle names. We then use exact match to merge
z candidate author names. Finally, we obtain 170,897 distinc
= p(Wa|z)p(c|z /pz0d0 authors. - )
XZ: (Wal)p(clz) (=16) The second data set we utilized is the data set 'DBLP-
B Citation-network V5’ provided by Tsinghua University for
- wgv [zz: a; p(w|z)p(c|z)/p(z|9)d9] their ArnetMiner academic search engine [26]. This is data
¢ Kd set is the crawling result from the ArnetMiner search engine
~ H [L Z Z Oak PrwPrc] (19) on Feb 21st, 2011 and further combined with the citationrinfo
wewy 1% 2 S, mation from DBLP. We name this data set as thmetMiner

dataset After carrying out the same data processing method
as we did for the ACM data set, we find 1,572,277 papers,
C. Venue Prediction 795,385 authors gnd 6,010 p_uin_shing venues.
. , ) We further carried out a filtering process to remove data
In the task_ OT venue prgdlctlon, we aim to pr_edlct thﬁoise, and to obtain a smaller subset of both data sets for
potential publ_lshlng VENnue given a paper with k_)Oth Its Cm“eexperiments. We collect for two data sets the papers tha hav
and author lists provided. This task is of importance 10, jete information, i.e, title, abstract and venue. Nvee,

Zome_ reseharchers, f_esdp_ec(;z_alflfly rleseagch%rs t?‘at are net\)/v WeFapers we collect should have at least one availableauth
omain. They may find it difficult to decide where to submif ' o+ jeast one citation. This results in a collection o708,
after they finish their work. Similarly, in order to predict

the potential venue, we need to compute the probability ofthttp:/ivww.informatik.uni-trier.de/ ley/db/

where,a € agq.



TABLE II : I .
STATISTICS OVERACM AND ARNETMINER DATA SET researchers in an open and objective way. They are widely

acknowledged in their community to have made outstanding
Data Set [ Paper | Author | Venue \I?\;;:i(;]ct \l:\é%rsd To- | contributions in their research fields, and have estaldishe
ACM 92708 | 2965 | LaI6 | TraaT [G2zagal ool N ReeS T8 e nn e e
ArnetMiner | 165,330| 14,454 | 2,304 | 18,151 | 13,368,826 R '

example, the query for SIGIR community is ‘information

papers for the ACM data set, and 165,330 papers for tfRirieval. We also check the generated queries with the 23
ArnetMiner data set. We further collect authors that hawategories provided by Microsoft Academic engine, and make
at least one publication and have been cited ten times € that each query corresponds to one category. We assume
minimum, resulting in a set of 2,965 authors and 14,43hat these queries cover the main disciplines of computer
authors for ACM and ArnetMiner data sets. We finally filteBcience research, and that they represent reasonable toatc
out the stop words in paper content, and collect sets @$ers might use for information. These queries are intetaled
17,341 and 18,151 distinct words for ACM and ArnetMinebe broad queries.
respectively that have a word frequency in the entire corpusin the second evaluation approach (GT2), we make use
greater than ten. Table Il shows a brief summary of the tw@f & benchmark data set with seven queries and expert lists

data sets we use for experiments. provided by Zhang et al. [3F].The expert lists are generated
. by pooled relevance judgments together with human judg-
B. Experimental Methodology and Results ments. Specially, for each query, the top 30 results froraethr

We report in this section results over several groups Bfain academic search engines (Libra, Rexa, and ArnetMiner)
experiments. We compare our results with several othez-stadre collected and merged then further judged by one faculty
of-the-art baseline algorithms, and provide analysis fe tProfessor and two graduate students. These queries are more
results. specific queries.

1) Qua”tative Topic Mode“ng Results: We are interested in We utilize the traditional IR evaluation metric MAP. We list
examining the modeling results in terms of the four probigbil the query and their corresponding number of experts in Table
distributions we define in the model. In the experiments fd¥-
both ACM and ArnetMiner data set, we pre-fixed the number
of topics to be 50. In this section, we report the top 10 reddrn
words, authors, cited authors, and venues based on thé&ir top

TABLE IV
EVALUATION BENCHMARK

based distributions for one randomly chosen latent topic fo Benchmark 1: SIG Community Award Winngr
ArnetMiner data set as one example. Query Expert No.
As shown in Table Ill, we can observe cohesive and in- algorithm theory 7
. . » . security privacy 4
terpretable results. For topi, which concerns ‘information hardware architecture 27
retrieval’-related research as concluded from the toprnetd software engineering 15
words, we can identify several well-known scientists insthi programming language 19
field from both the top 10 author list and cited author list. artificial intelligence 14
For example, the top cited author, Prof. Gerard Salton, is data mining 7
. L . . . information retrieval 9
regarded as a founding scientist in the field of information graphics 12
retrieval, and the SIGIR Award outstanding contributions i human computer interactioh 10
IR research is named after him. The top returned author, Prof multimedia o 2
Norbert Fuhr, was presented the Salton Award in 2012 due to network communication 18
“his pioneering, sustained and continuing contributianshie operating systems 9
. - . . . database 18
theoretical foundations of information retrieval and deatse simulation 3
systems.” computer education 28
Benchmark 2: ArnetMiner New Expert Lists
- ; intelligent agents 30
2) Expert Ranking: (1). Evaluation Ground Truth information extraction 20
It has long been acknowledged as one of the problems semantic web . 45
. . . support vector machine 31
in expert ranking research that the community lacks both planning 35
standard query collections and benchmarks fqr evalu.atio.n. natural language processing43
Much previous research resorts to human labeling, which is machine learning 41

naturally subjective and biased, and is also time-consgmin

In this paper, we make use of other evidence and carry out

two kinds of evaluations. In the first approach (GT1), we uge). Topic Modeling Results

historical information regarding award winners provided b

16 SIG communities as supporting ground truth. We assUMeérhis  data is available online at http://arnetminer.oify/la
that these award winners are nominated and selected by otudsets/expertfinding/ (the New People Lists).



TABLE Il

TOPICMODELING RESULTS ONARNETMINER DATA SET

ArnetMiner data set Topic (Information Retrieval)

Top 10 Words

Top 10 Authors

Top 10 Cited Authors

Top 10 Venues

information
based

web

paper
search
results
retrieval
model
using

user

Norbert Fuhr
Christopher Manning
Jaap Kamps
Kathleen Mckeown
Gary Lee

Jian Nie

Eiichiro Sumita
Jamie Callan

Jimmy Lin

Vimla Patel

Gerard Salton

W Croft

Hector Molina
Ricardo Baeza-Yates
Berthier Neto

Justin Zobel
Fernando Pereira
John Lafferty
Clement Yu

Andrew Mccallum

sigir

cikm

world wide web

acl

inf process manage
coling

jedl

jasist

computational linguisticg

emnlp

We report the experiment results comparing the performanbe SIGMOD award in 2007.
of our ACVT model with the ATM model [23], the CAT model
[27], the ACT [25] model, and the ACTC [28] model which
is the most recently published work extending ACT [25].

TABLE V
COMPARISON OFTOPICMODELING RESULTS: MAP

For ACTC [28] model, additional latent variable ‘subject’ ACM data set
is introduced, and there is no direct author-topic distitms. - STO'\QBS SAOZBS 33;13 S%;gz écl\égz
Ir?ste.ad,. each author .would b_e associe}ted with a.mgltinomial GT2 | 00269 00791 | 0.0780 | 0.0785 | 0.1490
distribution over multiple subjects, which have distribas ArnetMiner data set
over topics and conferences respectively. There also sexist - STol\fse Sﬁglg S%EM 3%255 OACngS
a distr_ibution for topics over words. Ur_1der this model, the GT2 | 0.0508| 00552 | 00673 | 0.0730 | 01135
expertise ranking scheme can be described as:

P(alq) = P(als;)P(sj|zt) Pz |w; 21
(alg) = [1 3> Plalsj)Pls;le) Plech) - (21) (3). Combine with Language Model and Random-Walk

_wi' Vo ) methods
In our experiments, we set the number of latent topics to be

50, and the number of latent subjects to 20 for the ACTC [28] We examine in this section whether the performance can
model. For the four hyper-parameters, weset 2, 3 = 0.01, be improved if we combine topic modeling with a language
v =2 and\ = 2. As indicated in the results, our ACVT modelmodel-based approach and a random-walk based approach.
works the best in all scenarios and it significantly outperf® We report the results for expert ranking in terms of using
the other four models in both ACM and ArnetMiner data set8. language model, a random-walk based method and topic
Better results can be achieved with the ACVT model using theodeling separately, as well as the combined results.
first benchmark than the second one in both data sets. It caf\s introduced in section 4.1.2, we adopted two combination
also be observed that under most circumstances, CAT, AOTthods. For linear combination, we take use of a simple
and ACTC outperform the original ATM, except that workinggreedy search method to tune the parameters. We gradually
on ArnetMiner data set and using the second benchmark, ACfTange the weight for one particular method from 0 to 1, and
works slightly worse than ATM. ACTC works better than ACT)et the other two methods evenly share the remaining weights
and CAT works better than both ACT and ACTC under mose. ( € [0,1], 8 = v = (1 — «)/2). Figure 4 and Figure 5
circumstances. depict the results working on ACM data set using GT1 as
Working on ArnetMiner data set, we list in Table VI the Toghe ground truth, and ArnetMiner data set using GT2 as the
10 ranked experts for query ‘information retrieval’ undesefi ground truth respectively. Table VII indicates the restds
different topic models (ATM, ACT, CAT, ACTC and ACVT) the multiplication combination method.
combined with the query. As indicated in the results, we Several observations can be made from the results. 1) We
can achieve more valid results using CAT and ACVT thagan achieve better performance when combining the three
ATM, ACT and ACTC, since several well-known experts in TABLE VII
information retrieval can be identified within Top 10, and COMPARISON OFTOPICMODELING RESULTS: MAP
ranked higher. Furthermore, ACVT can do even better than

. . . ACM data set
CAT, since all the returned experts are information reaiev Y] PR ACVT | LM+PR+ACVT
concentrated researchers, while some of the top 10 returned GT1 | 0.0752| 0.0316 | 0.1802 | 0.1863
experts by CAT are experts in other fields, for example, GT2 | 0.1242 Aﬁf;ﬁzne?al;goseto'lm
Prof.Jeffrey UIIman. is famous for his research in compile_r, Y] PR ACVT | LM+PR+ACVT
theory of computation and database theory, and Prof.Jmnif GT1 | 0.0258 | 0.0107 | 0.1485| 0.1750
Widom is also a well-known database researcher who has won GT2 | 0.1044] 0.0104 | 0.1135] 0.1676




TABLE VI
EXPERTRANKING RESULTSCOMPARISON(ON ARNETMINER DATA SET)

Query: information retrieval
ATM ACT ACTC CAT ACVT
Jintao Li C Giles Edward Fox Gerard Salton W Croft
Ling Duan Wei-ying Ma C Giles Ricardo Baeza-Yates Gerard Salton
Simone Tini Ji Wen Marcos Alves W Croft Ricardo Baeza-Yates
Stanley Jr Maarten Rijke W Croft Hector Molina Hector Molina
Sunil arya Jian Nie Berthier Neto Jiawei Han Berthier Neto
Karthikeyan Sankaralingam Irwin King Maarten Rijke Rakesh Agrawal Jiawei Han
Si Wu Alan Smeaton Jian Nie Berthier Neto Justin Zobel
Cleidson Soua Chengxiang Zhaii Min Kan Hans Kriegel Fernando Pereira
Shi Neo Rohini Srihari Mounia Lalmas | Jeffrey Uliman C Giles
Osman Unsal W Croft Mark Sanderson Jennifer Widom Wei-ying Ma
. ACM data set on GT1 . AmnetMiner data set on GT2 TABLE Vl”
. /e — COMPARISON OFCITED AUTHOR PREDICTION: MAP
0 \;(f\‘ — \ MR | eaforLm /\\

* —\ —raforPageRark / Data Set CAT ACVT
A\ ACM 0.1029 | 0.1154
ArnerMiner | 0.0364 | 0.0488

set of cited authors for each test paper serves as our ground
truth. We evaluate our performance in terms of MAP, as shown
] in Table VIII and Precision@K, as shown in Figure 6.
T PR TR T R As shown in Table VIII, we can achieve a 12.15% and
34.07% improvement in MAP when using our ACVT model as
, ) ) compared to the CAT model in ACM and ArnetMiner data sets
Fig. 5. Combine ranking methodie oo fively. These demonstrate our model to be more ifiect

methods by multiplication than linearly combining them.eThin predicting cited authors, and indicate that jointly miaug
best performance under linear combination is always outp¥gnue information can provide more cohesive author-topit a
formed by multiplication method. This is also true for wargi topic-cited author associations.

on ACM data set with GT2 ground truth, and ArnetMiner We observed consistent performance in terms of Preci-
data set with GT1 as ground truth. 2) Our ACVT mode$ion@K across two data sets. Even though the value of
works better than both the language model and random-w&lkecision@K keeps dropping whels is increased, ACVT
PageRank-based approach in all experimenta| Scenarioslogyperforms CAT at all differenk values. We further notice
The language model approach works the second best, andhgf there is greater improvement for ACVT over CAT on
performance is much better under the first benchmark than th&etMiner data set than ACM data set. For both data sets,
second benchmark. 3) We can achieve improved performariee improvement of ACVT over CAT decreases with largér
when combing the three approaches together than working \GHue.

any of _them individually. The relative improvement overipla 5 \gnue Prediction

ACVT is 3.45% (ACM under GT1), 2.62% (ACM under GT2),

17.85% (AmetMiner under GT1) and 47.67% (ArnetMiner W now evaluate the capability of our ACVT model to
under GT2) respectively predict the publishing venue of a given paper. We take the

ACT model as our baseline algorithm in which the venue
. - information is modeled yet the cited author information is
C. Cited Author Prediction missing. Similar to the experiments for cited author prédic
Here we consider the capability of our ACVT model inwve select 10,000 papers and 18,000 papers from ACM and
predicting the authors that any given paper might cite. WarnetMiner data sets respectively to work as our testing,set
take the CAT model as our baseline algorithm, in which cite@hd make sure that the authors of those chosen papers have at
author information is modeled yet the venue information igast one other paper in the remaining training sets.
missing. In experiments, we select 10,000 papers for the ACMWe can perform venue prediction by following Equation 20,
data set, and 18,000 papers for the ArnetMiner data set,ras and evaluate the results by comparing with the real pulsigshi
two testing sets, corresponding to roughly 10% of the totaénue of the given paper.
papers in each data set. The criterion for such a selection ifAs demonstrated in Table IX, our ACVT outperforms the
that we make sure that the authors of each paper in the testh@T model in predicting the publishing venues of any given
set has at least one other paper publication in the remainimgper. The improvement of ACVT over ACT is 11.13% for
training set. ACM and 71.76% for ArnetMiner. This demonstrates the
Predictions are made by following Equation 19. The actuatlvantage of jointly modeling multiple facets.

—=—afor ACVT
——aforlM
—+—q for PageRank

Fig. 4. Combine ranking methods
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Fig. 6. Cited Autor Prediction: Precision@K

TABLE IX
COMPARISON OFVENUE PREDICTION: MAP

(7]

Data Set | ACT | ACVT 8l
ACM 0.3226 | 0.3585 .
ArnerMiner | 0.1151 | 0.1977 9

Figure 7 shows the performance in terms of Precision@R.o]
We observe similar trend as in the task of cited authdri]
prediction. Our ACVT model can outperform the ACT model
under all differentK values, and we can achieve greatsfiy
improvement on ArnetMiner data set than on ACM data Se}i?,]

VI. CONCLUSION AND FUTURE WORK

We proposed in this paper a novel probabilistic topic modg14]
(the ACVT model) that can jointly model authors, papergdit [15]
authors and venues in one unified model. As compared Q
previous work, ACVT can provide a more complete framewor
to incorporate additional useful contextual informatidinis [17]
therefore more applicable to multiple applications redatéth
academic network analysis. We have considered performance
in three typical applications: expert ranking, cited authie- [19]
diction and venue prediction. Experiments based on two r
world data sets demonstrate that our model can identify more
interpretable topic-related associations in terms of ength [21]
cited authors, and venues, and can provide better perfaenan
in all three applications as compared with several baselipg)
algorithms.

A number of directions exist for future work, for example[23]
directly modeling author with cited authors or co-authors,
including other valuable features, etc. We believe suchaex{24]
information is likely to provide additional benefit.

[25]
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