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Perfection is reached, not when there is no longer anything
to add, but when there is no longer anything to take away.

Antoine de Saint-Exupery

Complexity is the primary mechanism which impedes effi-
cient scaling, and as a result is the primary driver of
increases in both capital expenditures (CAPEX) and oper-
ational expenditures (OPEX).

Mike O’Dell, former Chief architect at UUNET
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Abstract

Whereas it is widely believed that the Network Layer of the OSI-ISO reference model is the
convergence layer with respect to interoperability and service provisioning, an outstanding
question remains which layer is the convergence layer with respect to Quality of Service, QoS.
Despite an enormous amount of research work on IP-based QoS architectures like, e. g., Int-
Serv and DiffServ, none of these architectures is broadly implemented in today’s networks.
Furthermore, even in the IP centric community, the comprehension arises that a lower layer
may by the convergence layer with respect to QoS.

This trend towards an IP-over-WDM-based transport network architecture is driven by (i) the
evolution of the photonic layer, (ii) the need for a higher dynamic in provisioning of bandwidth
and (iii) the need for cost reduction in the core. Hereby, enhanced photonic components as well
as the ability to transmit photonic signals for thousands of kilometers without regeneration
allows to think about photonic networking.

In this thesis, the above mentioned evolution towards an IP-over-WDM-based transport net-
work architecture is discussed and standardization efforts are highlighted. Optical burst switch-
ing, OBS, is one promising candidate of such a transport network architecture which realizes a
hybrid approach of out of band signalling while data remains in the photonic domain all the
time. By doing so, processing of header information can be carried out electronically which
performs a decoupling of header processing and data forwarding. However, as the use of buff-
ers is not mandatory for OBS and OBS does not comprise QoS functionality, an OBS-QoS
mechanism is required which allows to simply and efficiently differentiate between a number
of classes as service to the higher Network Layer. Therefore, a comprehensive overview of the
functionality of OBS including burst assembly mechanisms as well as reservation mechanisms
is presented and approaches reported in literature to realize OBS-QoS are shortly discussed.

Afterwards, the well-established theory of loss systems is introduced which is the basis for
OBS-QoS mechanisms as buffers are not mandatory in OBS networks and wavelength chan-
nels can be modelled as servers. The outcome of this review is twofold: it can be stated that (i)
reasonable QoS with respect to loss probabilities can only be obtained if the normalized
offered traffic is controlled well below 1 and (ii) trunk reservation admission control is a very
promising candidate to efficiently realize service differentiation.

Additionally to these requirements for a new OBS-QoS mechanism, further requirements are
derived from shortcomings which are the result of an approximative performance analysis of
the offset-based OBS-QoS mechanism reported in literature, namely the dependence of the
loss probability on traffic characteristic of different classes as well as on the actual length of a
burst.

These two sources of requirements lead to Assured Horizon which is a new combined frame-
work for a reservation mechanism and a burst assembly mechanism as well as the communica-
tion between them. The framework is introduced here and an approximative performance anal-
ysis combined with a simulation study proof the functionality of this new approach which
allows to draw the conclusion that QoS can be provided by transport networks as service to the
above IP layer and thus the convergence layer with respect to QoS can be lower than the Net-
work Layer.
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PPP Point-to-Point Protocol
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RAM Random Access Memory
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RFD Reserve-A-Fixed Duration
RLD Reserve-A-Limited Duration
RPR Resilient Packet Rings
RSVP Resource Reservation Protocol
SAP Service Access Point
SCDT Separate Control Delayed Transmission
SCFQ Self-Clocked Fair Queueing
SDH Synchronous Digital Hierarchy
SDL Specification and Description Language
SDM Space Division Multiplexing
SFDP Select First and Deflect Policy
SOA Semiconductor Optical Amplifier
SONET Synchronous Optical Network
STM Synchronous Transport Module
TAG Tell-And-Go
Tbps Terabit Per Second
TCP Transport Control Protocol
TDM Time Division Multiplexing
TG Tell & Go
ToS Type of Service
TSpec Traffic Specification
TM Terminal Multiplexer
TR Trunk Reservation Admission Control
TW Tell and Wait
UNI User Network Interface
UMTS Universal Mobile Telecommunication System
VCC Virtual Channel Connection (see: ATM)
VC Virtual Container (see: SDH)
VPN Virtual Private Network
WAN Wide Area Network
WDM Wavelength Division Multiplexing
WFQ Weighted Fair Queueing
WL Wavelength
WLAN Wireless LAN
xDSL x Digital Subscriber Line (e. g. Asymmetric)



– x –



– xi –

Symbols

offered traffic of class

blocking probability (obtained by )

overall blocking probability

blocking probability of class

wasted bandwidth

speed of light

required number of servers per request of class

Erlang loss formula/Erlang B formula

distribution function of class

distribution function of the forward recurrence time of class

allocation factor of FEC

mean transmission time

mean transmission time of class

ratio of mean burst length of class  and

, , , index of, e. g., a service class

mean burst length of FEC

estimate of  in the th time interval

mean length of compliant bursts of FEC

mean length of non-compliant bursts of FEC

overall number of occupied servers

mean bandwidth of FEC

random variable describing the number of arrivals in a time interval

number of service classes (in a loss system)

number of requests per service class

number of wavelengths

branch probability

probability of state

Ai i

B A n,( ) B= E1 n,

Ball

Bi i

bw

c

Ci i

E1 n,

Fi u( ) i

Fi
f i

f i i

h

hi i

hi j, i j

i j k m

li i

li
j( ) li j

li C, i

li NC, i

m

mi i

N

n

ni

nwl

p

pi



– xii –

probability of the number of Bytes contained in a file conditioned on number

of arrivals

probability of the number of Bytes arriving in a time interval of lengths

unnormalized distribution of probabilities of state

normalized distribution of probabilities of state

approximation of unnormalized distribution of probabilities of state

probability

drop probability of compliant bursts

drop probability of class  bursts

drop probability of non-compliant bursts

probability that a threshold is exceeded within time interval (0, )

overall loss probability

loss probability of C bursts

burst loss probability of class

loss probability caused by unsuccessful wavelengths reservation process

-order estimate of burst loss probability of class

 loss probability of reservation mechanism {JET, JIT, Horizon}

loss probability of NC bursts

probability that an NC burst is generated within time interval (0, )

QoS metric

class dependent threshold of a trunk reservation mechanism

class- and state dependent threshold of a trunk reservation mechanism

threshold of a trunk reservation mechanism where NC bursts are dropped

overall reward

reward of class

maximum overall reward

normalized overall reward

link rate

rate of the access link

reserved bandwidth envelope of FEC

share of C bursts

share of C bursts of class

p y n( )

n

p y τ,( ) τ
p̃i m( )

pi m( )

p̃i
*

m( )

P{ }
PDrop C,

PDrop i, i

PDrop NC,

Pexcess τ( ) τ

PLoss all,

PLoss C,

PLoss i, i

PLoss wl,

P j( )
Loss i, jth i

PLoss JET JIT Horizon, ,{ },

PLoss NC,

PNC τ( ) τ

qi

qi

qi n( )

qNC

R

Ri i

Rmax

Rnorm

r

raccess

ri i

SC

SC i, i



– xiii –

set of system states where losses can occur (if a new request arrives)

share of NC bursts

share of NC bursts of all classes

share of NC bursts of class

differentiation factor of class

end to end delay of class

number of wavelengths

number of currently allocated wavelengths

number of allocated wavelengths where the congestion state starts

maximum waiting time in the assembly buffer of class

one-way distance

random variable describing the number of Bytes contained in a file

random variable describing the number of Bytes contained in file

number of Bytes

carried traffic of class

random variable describing the number of arriving Bytes to the assembly

buffer within time interval

parameter of the Pareto distribution

effective offset difference between class  and class

, offset between header and data

basic offset

QoS offset

offset between header and data of class

arrival rate

arrival rate of class

maximum arrival rate

termination rate

termination rate of class

highest occupancy in a systen with trunk reservation access control where a

request of class  can be accepted

Si

SNC

SNC all,

SNC i, i

sk k

te2e,i i

w

wa

wc

wmax i, i

x

X

Xi i

y

Yi i

Y τ( )
τ

α
∆i j, i j

δ ∆

δbasic

δQoS

δi i

λ
λ i i

λmax i,

µ
µi i

θi

i



– xiv –

highest occupancy in a systen with trunk reservation access control where an

NC request can be accepted

threshold in an assembly buffer of class whose excess causes the genera-

tion of an NC burst

observation time

normalization constant

timeout interval of class

interarrival time

θNC

σi i

τ
τconst

τ i i

τ iat



– 1 –

Chapter 1

Introduction 1

The evolution of our information society is heading towards a new era where it is usual to

assume that any information is available in any place at any time. The major two drivers for

this new information era are (i) ubiquitous broadband access to the information and (ii) new

sophisticated, bandwidth-hungry services. One of the major difficulties of the final step

towards this new era is that these two drivers mutually rely on each other. Without new band-

width demanding services, it is not economically meaningful to invest in broadband access net-

works whereas without broadband access, new sophisticated services cannot be realized. Cur-

rently, we are about to enter the new era which is indicated by the evolutions identified in the

following.

1.1 Ubiquitous Broadband Access

An evolution towards broadband access is visible in fixed access networks as well as in mobile

access networks.

Fixed broadband access to the transport network infrastructure becomes reality for a steadily

growing number of Internet users who are connected via xDSL, Digital Subscriber Line, e. g.,

Asymmetric. Such an access network provides a user with up to 768 kbps in the downlink in

case of ADSL and newer products even offer twice the link speed. In commercial environ-

ments, the link rate in local area networks, LANs, is quickly increased driven by the progress

of, e. g. Ethernet technology. Such technologies reach access speeds of 1 Gbps and an increase

of the factor of ten is already worked on.

Broadband access in a mobile scenario starts today in the 2.5th generation of mobile systems

with High-Speed Circuit-Switched Data, HSCSD, where up to four channels can be bundled

reaching an access speed of 57,6 kbps or General Packet Radio Service, GPRS, where an

access speed of up to 171.2 kbps is reached realized by an overlaid packet based air interface.
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Real mobile broadband access starts with the third generation of mobile networks like univer-

sal mobile telecommunications system, UMTS, where an access link speed up to 2 Mbps can

be reached by an individual user. As a next step, research in the context of fourth generation

mobile networks focuses on heterogeneous access technologies also including wireless LANs,

WLANs. Such access networks may provide users at certain so-called hot-spots like airports,

train stations and hotels but also in department stores or in cafes with broadband access with

multiples of the link speed of UMTS.

1.2 New Sophisticated Services

For the past decade(s), video-on-demand has been considered as the major ‘killer application‘

requiring enough bandwidth to justify the deployment of broadband access. Currently, a vari-

ety of new services is evolving in all areas of life. Hereunto, not only extensive data base que-

ries and updates can be considered. Instead, many fields beyond the usual telecommunication

applications explore the added value of broadband transmission to their products or to their

daily working-day where employees can work remotely at a customers place or from their

home offices.

One example for the added value of a product is the deployment of telematics in the automo-

bile which can turn a car into a moving office or entertainment place. Furthermore, services

like dynamic navigation systems which do not only tell the driver the best way but also con-

sider, e. g., road congestions or weather conditions in their proposed route.

Another example is from the field of medicine where a remote specialist is electronically con-

nected to a patient who is in a treatment or even in a surgery. As the remote specialist has the

same information as his local colleague, he can advice him or even carry out some part of the

surgery. Even more stringent requirements but also more benefit yields a scenario where the

patient is moving, e. g., in an ambulance.

Last but not least, the vast majority of sophisticated new bandwidth-hungry services belong to

the sector of (home-) entertainment. Applications like video telephony, online gaming or send-

ing of photos and short videos are only the tip of the iceberg and unforeseeable new services

may arise within a short period of time.

1.3 Consequences for the Transport Network Architecture

The consequences of the above discussed evolutions on the transport network architecture are

three-fold. Firstly, a very great amount of bandwidth has to be provided by the transport net-

work to applications in order to also satisfy tomorrow’s needs. This requirement leads directly
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to photonic technology which – driven by the break-through in wavelength division multiplex-

ing – can transport an enormous amount of information over a single fiber.

Secondly, the requirement of ubiquitous broadband access prohibits a static allocation of band-

width or a configuration which cannot be changed on demand within a very short interval in

time. In this context, the evolution of photonic components and the milestones in ultra-long

haul transmission allow to think about photonic networking and hence, a more dynamic photo-

nic layer. Thirdly, the diversity of applications and thus also their manifold requirements to the

transport network architecture calls for QoS differentiation capabilities.

From an economic perspective, a further requirement is a simple and cost-efficient solution

with respect to capital expenditure, CapEx, as well as operation expenditure, OpEx, which gets

intensified by the facts that revenue is growing slower than the costs for deploying increased

bandwidth, and also because the willingness of users to pay much money for such services is

limited.

All these consequences for the transport network architecture have to be seen under the bound-

ary condition that the Internet and thus the Internet Protocol IP are currently the basis for most

of the information exchange all over the world. Therefore, IP is widely seen as the convergence

layer with respect to transmission, also for a future Internet architecture which is controlled by

IP and makes use of the enormous amount of bandwidth provided by photonic networks. How-

ever, in anticipation of the following discussion, it should be already mentioned here that IP

may not be the convergence layer with respect to QoS, instead lower layers should have QoS

differentiation capabilities.

Summarizing, a new IP-controlled transport network architecture is required which provides a

great amount of bandwidth, is highly dynamic and provides QoS support. Furthermore, this

architecture should be simple and cost-efficient.

1.4 Organization of this Dissertation

The remainder of this dissertation is organized as follows: Chapter 2 provides a comprehensive

introduction to transport network architectures including their classification in reference mod-

els. Furthermore, the evolution towards an IP-over-WDM-based transport network architecture

is revealed. In this context, current trends in standardization from different organizations are

discussed. Finally, in the last part of Chapter 2, currently discussed transport network architec-

tures like optical circuit switching, optical packet switching and optical burst switching are

briefly presented.

Chapter 3 focuses on optical burst switching, OBS. Hereby, a detailed overview of OBS is pre-

sented and burst assembly mechanisms as well as reservation mechanisms are classified and
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discussed. Finally, mechanisms for QoS support in OBS networks reported in literature are

complied.

As the use of buffers in the core is not mandatory in OBS, the theory of loss systems is impor-

tant to get a deeper understanding of OBS-QoS mechanisms. Therefore, teletraffic fundamen-

tals on loss systems are presented in Chapter 4. In the first part, the M/G/n loss system is

briefly discussed as representative of a one-class system whereas the second part focuses on

multi-class loss systems.

Chapter 5 presents the modelling and performance evaluation of OBS-QoS mechanisms. The

first part compares one-class reservation mechanisms with respect to their performance. The

second part focuses on the performance evaluation of the offset-based OBS-QoS mechanism as

it is the first and most important OBS-QoS mechanism reported in literature. Herefore, an

approximative analysis of the burst loss probability is presented and a performance evaluation

of different performance metrics by analysis as well as simulation is carried out dependent on

various system and traffic parameters.

Based on shortcomings of the offset-based OBS-QoS mechanism revealed in Chapter 5, in

Chapter 6 a new OBS-QoS framework called Assured Horizon is introduced which is based on

the theory of multi-class loss systems. Chapter 6 starts with an overview on Assured Horizon

including design goals and major new contributions. Then, building blocks of Assured Horizon

are introduced in detail, namely its bandwidth reservation mechanism, its burst assembly

mechanism and its burst reservation mechanism.

Finally, in Chapter 7, a performance evaluation of Assured Horizon is presented. Herefore, an

approximative analysis of the burst loss probability is derived followed by detailed studies

dependent on system and traffic parameters which are carried out based on the analysis as well

as simulations.

In Appendix A, the view of the one-node case is extended to networks. Here, unpleasant

effects of the offset-based OBS-QoS mechanism are revealed and it is shown how the results

obtained by the performance evaluation of the Assured Horizon framework in a one-node sce-

nario can be extended to a networking scenario.
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Chapter 2

Towards an IP-over-WDM Transport

Network Architecture 2

This chapter starts with an overview of the two reference models for network layering that are

standardized from the telecommunications world and the data world, respectively, in order to

classify the following approaches for IP-over-photonic network architectures. The focus of this

thesis is hereby on the adaption of the Internet layer which is described in Section 2.2 and pho-

tonic transport network architectures which are discussed in Section 2.3.

In Section 2.3 current standards of optical transport networks as well as the implemented real-

ity are discussed. Because of disadvantages of current implementations with respect to flexibil-

ity, dynamics and capital expenditure, CapEx, as well as operation expenditure, OpEx, a vari-

ety of approaches to improve and simplify current transport network architectures are intro-

duced and discussed. This evolution towards an IP-over-photonic transport network

architecture and related standardization efforts are described in Section 2.4. Section 2.5 intro-

duces currently discussed IP-over-photonic network architectures and classifies them with

respect to the reserved granularity of information and holding time of the reservation.

2.1 Reference Models

2.1.1 The OSI Reference Model

The Open System Interconnection, OSI, reference model – which is depicted in Figure 2.1a –

was standardized from the International Organization for Standardization, ISO [72], and later

also accepted by the International Telecommunication Union - Telecommunication Standard-

ization Sector, ITU-T, recommendation X.200 [82]. Its standardization was carried out with the

main goal as basis for the development of system architectures and to simplify the develop-
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ment of protocols for telecommunication systems. One of its main achievements is the distinc-

tion between services, interfaces and protocols [131] [90]. A service describes the functionality

of a lower layer which is offered to an adjacent higher layer via the interface (service access

point, SAP) between them. The way this service is realized is defined in protocols which are

transparent for higher layers. The communication through an interface between two adjacent

layers was designed to be low in order to simplify the development. This concept of separation

of functionality and thin interfaces allows for easy interchangeability of protocols within a

layer without affecting higher layer protocols.

Figure 2.1a only depicts the data plane of the OSI reference model. The control plane as well

as the management plane are not depicted and will not be discussed as they are not in the focus

of this thesis. Instead, the focus of this thesis is limited to the lower three layers of the data

plane, namely: physical layer, data link layer and network layer. The service of the physical

layer is the transmission of raw bits. Hereby, it assures that a bit is received correctly. The data

link layer enhances this service by offering integrity of data which comprises sequence integ-

rity, data flow control, detection of transmission errors, error control as well as acknowledge-

ment. This is achieved by introducing data frames. The service provided by the network layer

can be summarized by interconnecting subnetworks in order to establish connectivity between

end systems. For this purpose, an addressing scheme and routing functionality is contained in

this layer, see also [131].
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2.1.2 TCP/IP Reference Model

In contrast to the OSI reference model, the TCP/IP reference model does not thoroughly differ-

entiate between services, interfaces and protocols. It was first described in [30] after the devel-

opment of the protocols and is thus a description of a running system. Its origin is the ARPA-

NET, the predecessor of today’s Internet. Accordingly, its roots and also its orientation come

from the classical data world in contrast to the OSI reference model whose origin is the tele-

communication world. Figure 2.1.b depicts this reference model which only consists of four

layers. Comparable to the just discussed OSI reference model, the focus of this thesis lies on

the lower two layers, namely Host-to-network and Internet. The Host-to-network layer is

rarely defined and is just supposed to carry IP packets to its destination [131]. The Internet

layer roughly corresponds to the Network layer of the OSI reference model and also defines

routing and an addressing scheme. However, a special protocol, namely the Internet Protocol,

IP, is defined as packet format.

2.2 The Network/Internet Layer

The Network/Internet Layer is widely seen as the convergence layer for all types of higher

layer traffic as well as all types of transport networks. Figure 2.2 depicts this circumstance with

a hour glass where the broad top corresponds to applications, the narrow middle to the IP layer

and the broad bottom to transport networks. This view is mainly driven by the great success of

the Internet, the vast distribution of IP to end systems throughout the world and the resulting

intention to carry everything over IP. As this evolution is very important also for the rest of this

thesis, the main characteristics of the IP layer are shortly reviewed in the following subchap-

ters. For a comprehensive overview, see also [131] and [18].

Figure 2.2: Network/Internet Layer as convergence layer

applications

IP

transport
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2.2.1 Functionality

The main functionality of the Network/Internet Layer is the interconnection of subnets in order

to provide connectivity between end systems. Therefore, an addressing scheme and routing

functionality are contained in this layer.

This functionality does not differentiate between packets originated from applications with dif-

ferent requirements with respect to packet delay, jitter as well as loss probability. Therefore,

research effort was focused on changing the Network/Internet Layer accordingly, as described

in the following section.

2.2.2 QoS Architectures

Although every IP header contains a field which is denoted with type of service, ToS, this field

is hardly used for QoS differentiation. In the core network, all devices operate according to the

best effort principle and consequently do not differentiate between classes. With the need for a

service integrating network to offer differentiated QoS support for different applications, the

research community started work on architectures which allow for service differentiation. The

major approaches are listed in the following.

All architectures have in common that packets of different service classes are separated either

on different paths or in different queues. In case of different queues, a scheduler is responsible

to merge traffic which is isolated from each other. Dependent on the complexity of a schedul-

ing algorithm, a different grade of service differentiation can be obtained. For a comprehensive

overview of scheduling algorithms, see [155].

IntServ

Integrated Services, IntServ [23], is an architecture which provides flow-based service guaran-

tees based on reservation of bandwidth following the ATM architecture (Section 2.3.2). A

resource reservation protocol, RSVP [24], is defined which reserves bandwidth for a flow

according to a traffic specification, TSpec. Each router between source and destination remem-

bers a state per flow in order to be able to guarantee the reserved resources. For robustness,

RSVP is a soft-state protocol, i. e., states age out after a certain time if they are not refreshed

intermediately. As the number of states may become very large in the core router and

(refreshed) per-flow signalling requires a great amount of processing power, it became com-

mon sense in the research community that this approach does not scale in large backbone net-

works.
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DiffServ

As an answer to scaling problems of IntServ, Differentiated Services, DiffServ [14], was stan-

dardized which allows to differentiate between applications. In order to stay scalable, the con-

cept of flow-based QoS is abandoned and substituted by traffic engineering for traffic aggre-

gates. Hereby, all packets with the same behavior aggregate, BA, are forwarded to the next hop

without differentiation. Thus, traffic forwarding works on a hop-by-hop basis. The obtained

scaling capabilities come at the price of lack of guarantees for flows. Instead, only relative

behavior between BAs are provided.

MPLS

In the context considered here, the main characteristic of MPLS is the separation of forwarding

and routing which is carried out by the same device in IP. This separation allows to carry out

classification and hence a routing decision once at the network edge and forward all packets

along (pre-) calculated paths towards the destination according to an additional label in the

header. Routing can be constrained-based and hence be the basis for traffic engineering. Thus,

in this context, QoS-support is realized by separation of traffic, which is a different approach

compared to IntServ and DiffServ. A more detailed description of MPLS is presented in

Section 2.4.2.

2.2.3 Open Questions

Despite an enormous amount of research work during the last years, none of these IP-based

QoS architectures are broadly applied in today’s networks. Hence, QoS differentiation is not

realized in the Network/Internet layer. Instead, more and more people – even in the IP centric

community IETF – believe that IP may not be the convergence layer with respect to QoS, see,

e. g., [27]. Consequently, the task of a lower layer has to be extended to additionally provide

service differentiation to higher layers. With respect to the transport of IP, the questions need to

be answered:

• How can an efficient transport and control of IP be realized?

• Can lower layer(s) provide QoS differentiation as a service to the Network Layer?

Answers to these questions can be found in Chapter 3 and Chapter 6 which are aiming to sug-

gest an environment for efficient QoS support.

2.3 Transport Network Architectures

Whereas the viewpoint of the previous section is on the overall functionality of a network, this

section focuses on the transport functionality and therefore describes a network from the view-
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point of information transfer capabilities. This is especially important as the focus of this thesis

is to efficiently carry IP packets over a photonic broadband transport network. Section 2.3.1

starts with a general, topology independent description of transport networks. Section 2.3.2 -

Section 2.3.4 introduce transport network architectures on different layers in the network and,

finally, Section 2.3.5 presents a snapshot on the implemented reality in today’s transport net-

works.

2.3.1 General Transport Network Functionality

Transport network models describe the network functionality from the viewpoint of the infor-

mation transfer capabilities. In ITU-T recommendation G.805 [78], a description of a generic –

i. e., technology independent – transport network is defined. Its functionality can be decom-

posed in different so-called layer networks which are independent of each other. Each layer

network offers a service to its adjacent higher layer which is provided via the interface between

these layers. Nevertheless, these layers should neither be confused with layers of the OSI refer-

ence model nor the TCP/IP reference model introduced in Section 2.1.1 and Section 2.1.2,

respectively. An OSI layer (TCP/IP layer) offers a specific service using one protocol among

different protocols. On the contrary, each layer network offers the same service using a specific

protocol [78].

2.3.2 Asynchronous Transfer Mode

The ITU-T (formerly Comité Consultatif Internationale de Télégraphie et Téléphonie, CCITT)

started its work on standardizing the broadband integrated systems digital network, B-ISDN, in

the 1980’s with the standard I.121 [81] which was followed by a large number of further stan-

dards, also by different standardization bodies like, e. g., the ATMForum [158].

Asynchronous transfer mode, ATM, was designed as transport mechanism for future broad-

band networks including transmission, multiplexing as well as switching techniques. Its trans-

port is based on fixed-sized cells with the length of 53 Bytes containing a 5 Byte cell header.

As interface to higher layers, ATM specifies an adaption layer (ATM adaption layer, AAL)

which offers 5 different services with respect to QoS. Connection-oriented communication is

realized by a hierarchical concept of virtual connectivity, namely virtual connections at the

lower level hierarchy and virtual path for higher level connectivity. The QoS support is based

on asynchronous time division multiplexing and is achieved by reservation of some amount of

bandwidth between mean and peak bandwidth, also called effective bandwidth [87] to virtual

channel connections which offer protection from background traffic while allowing for multi-

plex gain. By doing so, ATM provides statistical bounds for cell loss probability, cell transfer

delay as well as jitter and thus offers flexible QoS-support by a virtual link bandwidth manage-

ment mechanism. For a comprehensive overview of traffic control in ATM, see, e. g. [89].
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Besides the described functionality in the data plane, ATM also specifies rich control and man-

agement plane functionality [84] whose description is out of the scope of this thesis. Depen-

dent on the functionality which is considered, ATM can be classified to be a layer 2 or a layer 3

transport network architecture in the context of the OSI reference model.

2.3.3 Synchronous Digital Hierarchy/ Synchronous Optical Network

In contrast to ATM, the synchronous digital hierarchy, SDH, and synchronous optical network,

SONET, [9] are based on synchronous transport. SONET was standardized by the American

National Standards Institute, ANSI [6], and is mainly applied in North America. SDH, which

follows SONET, was standardized by ITU-T G.803 [77] and is mainly applied in Europe and

Japan. As the two standards are quite similar, the notations of SDH will be used throughout the

rest of this thesis.

SDH standardizes hierarchical time multiplexing functionality as well as network availability

enhancement techniques like protection and restoration for optical transport networks and

replaces the previous standard plesiocronous digital hierarchy, PDH, [73]. SDH offers trans-

port modules to carry signals of different speed. Therefore, SDH introduces a hierarchy of so-

called virtual containers, VCs, which can be multiplexed into synchronous transport modules,

STMs. Its basic bitrate of 155 Mbps is carried by the synchronous transport module STM-1.

Higher transmission speeds are achieved by byte-wise multiplexing of 4 bytes in order to

obtain a fourfold of the STM-1. Thus, the transport modules in Table 2.1 are also defined. In

this table, OC denotes optical container and is the abbreviation applied in SONET.

In order to also provide networking functionality, the elements terminal multiplexer, TM, add/

drop multiplexer, ADM, and digital cross connect, DXC, are defined. The task of a TM is to

multiplex low speed signals into an STM-1 frame. The ADM defines the functionality of add-

ing and dropping channels, VCs, and STMs of different speed. Finally, the DXC determines

switching of channels between input and output ports of an optical node.

link speed SDH SONET

34 Mbps - OC 1

155 Mbps STM 1 OC 3

622 Mbps STM 4 OC 12

2.5 Gbps STM 16 OC 48

10 Gbps STM 64 OC 192

40 Gbps STM 256 OC 768

Table 2.1: Container for SDH and SONET
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Besides the above discussed functionality concerning transmission and networking, the

strengths of SDH are its rich network availability enhancement techniques like protection and

restoration. The discussion of those is beyond the scope of this thesis.

With respect to lower layers, SDH offers synchronous transport of different granularities over

one wavelength channel. If the underlying optical transport network, OTN, provides more than

one wavelength per fiber (see Section 2.3.4.1), one SDH interface per wavelength channel is

required. This also implies that wavelength division multiplexing, WDM, channels are oper-

ated as separated (wavelength) channels and not as shared resources, see also Chapter 3. Fur-

thermore, with SDH, a system is operated in the so-called opaque mode where an opto-elec-

tronic-opto, O-E-O, conversion has to be carried out at every hop. Like ATM, SDH cannot be

classified clearly to a layer of the OSI reference model. However, most of its functionality cor-

responds to classical layer 1.

2.3.4 Optical Transport Network

Prior to the discussion of the layering within an OTN in Section 2.3.4.2, an overview of multi-

plexing techniques for OTNs is presented in Section 2.3.4.1 as these techniques have gained an

increasing impact on the deployment of transport network architectures.

2.3.4.1 Multiplexing Techniques

Multiplexing techniques that can be applied in optical transport networks are space division

multiplexing, SDM, time division multiplexing, TDM, code division multiplexing, CDM, and

wavelength division multiplexing, WDM. Additionally, a duplex mode defines the simulta-

neous transmission in both directions. These multiplexing techniques can also be combined in

order to further increase the data rate.

SDM denotes a multiplexing scheme, where signals are carried on different fibers. The higher

the desired bandwidth, the greater the number of required fibers. With TDM, the link rate is

subdivided in order to interleave a greater number of slots which carry signals of lower data

rate. Hereby, one can distinguish between synchronous and asynchronous TDM depending on

the allocation of slots. CDM uses orthogonal codes for the coding of signals which can be

transmitted at the same time. However, this multiplexing scheme is not (yet) applied in (opti-

cal) transport networks.

Finally, WDM is a multiplexing technique which is a subset of frequency division multiplex,

FDM, which has been successfully applied in radio systems for many years. At WDM, carrier

frequencies are in the optical domain. Both, FDM and WDM, are based on the principle that

waves with different wavelength do not interfere (in first order). This can be exploited by

simultaneously transmitting several signals with different wavelengths over the same fiber. If a
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dense optical carrier frequency is used, WDM is called dense wavelength division multiplex-

ing, DWDM [22], and if the carrier frequency is coarse, it is called coarse WDM, CWDM.

Throughout the rest of this thesis, only the term WDM will be used, without respect to the

spacing of the carrier frequency.

Often, the optical layer applying WDM is called WDM layer, especially in the context of IP-

over-WDM. Although this is confusing – WDM is introduced here as multiplexing technique –

the expression WDM and photonic will be used concurrently throughout the rest of this thesis

as it is also common in the research community.

In real networks, only SDM, TDM and WDM play a role. The advantage of WDM compared

to SDM and TDM is its cost effectiveness: SDM requires more fibers and thus more resources

whereas TDM entails more expensive technology which is required to compensate disturbing

effects caused by higher transmission speed.

Today’s equipment offers up to 160 wavelength channels which are operated at a speed of

10 Gbps. However, announcements already talk of 300 and more wavelengths which are oper-

ated up to 40 Gbps each, resulting in an overall rate per fiber of 12 Tbps [159]. Experiments

indicate, that the increase in bandwidth through a higher number of wavelength seems to con-

tinue without limits. In [61], an experiment of a transmission of 1022 wavelength channels

using a single laser source is referenced.

Caused by the just described increase of bandwidth, WDM-based transmission gains increas-

ing importance in OTNs and is a major driver for changes to the network architecture which

will be discussed in Section 2.4.

2.3.4.2 Layering of Optical Transport Network

In ITU-T recommendation G.872 [80], a model for an optical transport network is defined.

This standard is technology dependent and focuses on optical networks which apply wave-

length division multiplexing, WDM, see also Section 2.3.4.1, as multiplexing technology.

Figure 2.3: Optical transport network layer structure according to G.872
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G.872 defines three layer networks which are also depicted in Figure 2.3. Below these layer

networks, a defined optical fiber type – which is not further described in this recommendation

– carries optical signals. Above, a digital client like, e. g., SDH or ATM uses services provided

by the optical transport network.

The functionality of the three layered networks is as follows, see also Figure 2.3.

• The lowest layer is the optical transmission section layer network, OTS. Its functional-

ity deals mainly with transmission of optical signals on fibers. More precise, this layered

network ensures integrity of optical transmission section as well as section level operation

and management functionality.

• The second layer is called optical multiplex section layer network, OMS. Its functional-

ity focuses on insurance of integrity as well as operation and management of a multi-wave-

lengths signal. Hereby, the special case that just one optical channel is contained in the

multi-wavelength signal is also considered.

Figure 2.4: Possible transport of IP packet over an OTN [19]
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• The highest layer is called optical channel network layer network, OCh. Its functional-

ity comprises network-wide insurance of integrity as well as operation and management of

a single wavelength channel. Furthermore, functionalities for flexible switching of single

wavelength channels are included. Routing, monitoring, grooming, protection and restora-

tion [7] are also carried out in this layer network and make it therefore the most important

one.

Concluding the above description, functionalities of the optical transport network does not

only comprise definitions made for the physical and data link layer of the OSI reference model,

but also some networking functionality. Besides this definition [121] and [127] give other defi-

nitions which do not exactly match the layering proposed in [80].

2.3.5 The Implemented Reality

2.3.5.1 Protocol Stacks

The OSI recommendation for layering of transport networks presented in Section 2.3.1 is only

partly conforming with today’s reality where the evolution of standardized functionality of dif-

ferent protocols led to multiple layered protocol stacks. As IP packets cannot directly be trans-
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Figure 2.5: Layered view of IP/ATM/SDH/WDM network model
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ported over an OTN, a variety of different protocols are required to carry out functionalities

like framing and synchronization between IP and the OTN. Figure 2.4 [19] shows a variety of

possibilities to perform IP over a fiber. A comprehensive discussion of Figure 2.4 can be found

in [19] or, e. g., in [146]. In the following, only the emphasized parts of Figure 2.4 which are

indicated as darker blocks and thicker arrows are discussed as this layering is typically applied

in today’s WANs. Figure 2.5 depicts these protocol stacks and splits each layer in its sublayers

[131].

As can be seen from Figure 2.5, the protocol stacks of IP, ATM, SDH and WDM are layered on

top of each other. Hereby, IP, ATM and SDH treat their adjacent lower layer as link layer. Thus,

from IP point of view, ATM is its link layer. However, ATM considers SDH as its link layer

and SDH treats WDM as its physical layer. From this figure, it can be immediately seen that

this layering results in a high complexity which will be further discussed in Section 2.4.

2.3.5.2 Networking Modes

With respect to networking, fibers are only used as static point-to-point connections between

electronic routers. In every node, the optical signal is converted to an electronic signal where

functionalities like routing decisions are carried out in the Network Layer by IP. Finally, the

electrical signal is again converted to an optical signal which is transported to the next hop.

Thus, at every node, a O-E-O conversion has to be carried out which is not only costly with

respect to required resources but also with respect to transfer time [109]. This networking

mode is called opaque.

In contrast to opaque networking, transparent networking denotes a mode where data can stay

in the optical domain and no O-E-O conversion is required at every hop. However, this requires
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Figure 2.6: Networking modes. top: opaque, bottom: transparent
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enhanced functionality of the OTN like, e. g., switching capability. In Figure 2.6, the opaque

mode is depicted in the top whereas the transparent mode is depicted at the bottom. From this

figure, it can be seen that the opaque mode requires all protocol stacks up to the IP layer in all

intermediate network nodes whereas transparent node does not. Also based on this discussion,

this thesis intends to yield an architecture for an OTN which works in the transparent mode.

2.4 Evolution and Standardization Towards IP-over-WDM

2.4.1 Data Plane

Some advantages of layering of protocol stacks which have evolved over the years are that

these solutions greatly fulfill today’s traffic requirements. Furthermore, the slowdown of econ-

omy entails a growth of network traffic which is much slower than forecasted previously.

Hence, today’s installed networks will also be able to satisfy tomorrow’s needs. This is espe-

cially true as a great number of fibers in the field are not used (also called dark fibers) or are

operated at a very low carried load (below 10%).

However, data traffic volume still grows at high rate [160] and broadband access like digital

subscriber line, xDSL or wireless LAN, WLAN, (driven by evolutions towards 4th generation

mobile networks) facilitate new applications with greater bandwidth demand. The below listed

drawbacks of current transport networks motivate the effort to make the optical layer more

dynamic and thereby enhance its functionality.

• Increased bandwidth provided by the WDM layer

One of the main drivers towards transparent all-optical networking is the enormous growth

of bandwidth provided by the optical layer. With high data rates on one wavelength com-

bined with a large number of wavelengths which can be transported by one fiber, bitrates far

beyond 1 Tbps can be achieved on one fiber. This is a link speed where increasing effort is

required for an electronic router, especially if the transported packets are very short [83].

Besides hardware (routers) limitations, ATM was not designed for carrying very high

bitrates of 40 Gbps and beyond.

• High costs

A non-technical but probably most important reason for the evolution towards IP-over-

WDM is cost reduction of the transport system. This includes CapEx as well as OpEx. The

opaque solution, where the optical layer only provides a large amount of bandwidth

between routers requires a costly O-E-O conversion in every router. Hereunto, all wave-

lengths have to be electronically terminated by an SDH, an ATM as well as an IP interface

each which becomes very costly for a large number of wavelengths.

A further cause of high costs is the overhead which is introduced by the ATM and SDH pro-
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tocols which are layered between IP and WDM. According to [5], ATM causes 10% ‘cell

tax’ through the ratio of bytes in the header and in payload. By also considering measured

lengths of IP packets which are mapped into ATM cells and the commonly applied mapping

protocol classical IP over ATM, CLIP, the overhead caused by ATM increases to approxi-

mately 25% [5]. In addition, another 4% of overhead is added from SDH which results in

roughly 30% capacity which is consumed by ATM and SDH.

Furthermore, transparent optical transport of data allows for carrying a maximum bitrate on

any wavelength regardless of the protocol or framing structure. Thus, also different inter-

face technologies could be carried by a single transport infrastructure.

Lastly, another factor for high costs in transport network which can be significantly reduced

by eliminating ATM and SDH is the power consumption as well as the need for large foot-

prints.

Based on the just discussed disadvantages of today’s layering principle, the aim is an evolution

from opaque point-to-point optical pipes to transparent optical networking, see, e. g., [59], [60]

[110] and [107]. This is especially important as about 70% of traffic in today’s backbone nodes

is transit traffic and thus would be transported much cheaper, more efficient and faster without

O-E-O conversion at every hop. In this context, the conjunction of an OTN and the data net-

working protocol IP remains a major challenge. Figure 2.7 depicts the current IP-over-ATM-

over-SDH-over-WDM stack and the aimed IP-over-WDM stack with a thin adaption layer

between the IP layer and WDM. This adaption layer could be, e. g., realized by optical burst

switching which is introduced in Chapter 3. Nonetheless, it should be emphasized here, that

this is an idealized architectural view on the protocol stacks. In reality, existing SDH equip-

ment will not be thrown away just for the sake of a simplified protocol layering, especially not

if the margins which can be earned in the sector of transport networks are small. Instead, an

evolution towards such an IP-over-WDM architecture might be realized where the functional-

ity of existing equipment is reduced step by step to necessary tasks which can be performed

cheaper than with new equipment.

The main enablers of this transition towards an IP-over-WDM architecture are [62] (i) the

progress in optical components which allows to start thinking about optical switching as well

Figure 2.7: Possible evolution towards IP-over-WDM
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as (ii) ultra long haul transmission of optical signals which allow to transmit a signal for 1000’s

of kilometers without regeneration.

2.4.2 Control Plane

Besides data plane issues, a further important driver for the evolution towards IP-over-WDM is

the attempt of having a single control plane which controls IP on the network layer as well as

the OTN, see [13], [140] and [145]. In current IP-over-ATM-over-SDH-over-WDM networks

(applying classical IP over ATM), two separate control planes exist for the IP and the SDH pro-

tocol stack. Hereby, ATM is controlled by IP and WDM is operated statically. These two con-

trol planes are overlaid and fully separated which entails a set of disadvantages.

In addition to a significantly greater implementation effort and the risk of unwanted interac-

tion, layering of protocol stacks also entails the existence of several management systems as

each protocol needs its own management functionality. Hence, a change in policy or an topol-

ogy upgrade requires to change several management systems and thus results in high complex-

ity. As a consequence thereof, the time to switch bandwidth or a wavelength is also great which

opposes the goal to make the optical layer more dynamic.

In order to overcome these drawbacks, the standardization bodies IETF, OIF and ITU-T started

work to standardize a common control plane for IP and the optical transport layer, which is

described in the following subchapters, see also [148] for general issues.

2.4.2.1 Standardization Efforts of the IETF

MPLS

MPLS [117] has evolved from a variety of approaches from different companies which wanted

to combine layer 2 switching by ATM and layer 3 routing by IP. The approaches are IP Switch-

ing [101] from Ipsilon, Tag Switching [111] from Cisco, ARIS [162] from IBM and CSR [85]

from Toshiba. In this context, MPLS was standardized in order to merge these vendor specific

approaches which all eliminate the control plane of ATM and run IP and ATM under a com-

mon control.

The combination of layer 2 switching and layer 3 routing is obtained by separating the classifi-

cation of an IP packet (to a longest prefix match) and forwarding functionality to the next hop

which is usually carried out by each IP router. In the context of MPLS, such a router is called

label switched router, LSR. With MPLS, classification is only carried out once at the network

ingress and results in mapping of a packet to a forwarding equivalent class, FEC. Comparable

to switching in ATM networks, a label (or stack of labels) is associated to an IP packet and all

succeeding LSRs along the path towards the destination and an IP packet is forwarded based
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on a label. Besides label-based table look-up, also operations on a label stack like push, pop

and swap of label are standardized, see, e. g., [117].

Two signalling protocols (resource reservation protocol, RSVP, and constraint-based routing

using label distribution protocol, CR-LDP) are defined to setup label switched paths, LSPs,

between ingress and egress nodes and to distribute routing information. Thus, MPLS realizes a

distributed control plane.

In addition to speed-up of routing, this separation of routing and forwarding has a number of

benefits. One of those is the possibility to perform traffic engineering. According to, e. g., an

assigned port number or source/destination identifier, a packet can be classified to belong to a

different FEC and hence, packets can be routed on different ways towards the destination.

Summarizing, the MPLS traffic engineering control plane comprises resource discovery, state

information dissemination, path selection and path management which are independent of each

other [7].

MPλS

MPλS [7], [58] evolved based on the idea to also control the OTN with concepts for a common

control plane developed within the MPLS framework. Consequently, most of the aformen-

tioned protocols and mechanisms can be reused. So far, the OTN has no control plane and all

changes are made by network management. As already mentioned earlier, this also entails long

processing time for new fibers or increased switching capacity.

As LSRs and OXCs have similar requirements with respect to control, [7] proposes to make an

OXC an IP-addressable device. Instead of using an electronic label, an OXC uses a wavelength

per LSP and one additional wavelength to carry the overall signalling. In contrast to MPLS,

label merging and label stacking are not possible in this approach. Furthermore, the granularity

of a label is a wavelength and thus, the number of labels is identical with the number of wave-

lengths. In order to allow for a smaller granularity and to better utilize wavelengths, traffic

aggregation [45], [96] – which is also called traffic grooming in that context – can be carried

out in the electronic domain at the edges. Such an ability of real-time provisioning of optical

channels is a first step towards a more dynamic OTN and consequently a preliminary, circuit-

switched version of a next-generation optical Internet.

MPλS is not standardized, however, its ideas are picked up and enhanced by GMPLS whereby

the transition from MPλS to GMPLS are fluent. Hence, MPλS can be denominated as interme-

diate step between MPLS and GMPLS.
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GMPLS

GMPLS [156] extends MPLS and MPλS in that way that it introduces multiple switching lay-

ers, see Figure 2.8, which define the granularity of information which is switched. The finest

granularity is the packet switching layer, which is applied in the present MPLS. The next

coarser switching layer applies TDM. This layer was newly added in order to consider the

switching granularity of SDH/SONET. Still coarser is the wavelength switching layer whose

origin is MPλS. In this layer, whole wavelengths are switched. Finally, the SDM switching

layer provides granularity to switch fibers.

The focus of GMPLS is to adapt existing protocols and mechanisms developed for MPLS to

also support the just introduced switching layers. Especially signalling and routing have to be

extended in order to carry also information about OXCs.

For the deployment of GMPLS, the overlay and the peer model are proposed. The overlay

model has different instances of the control planes in OXC and LSR domain and therefore sep-

arates the OTN from IP. On the contrary, the peer model uses a single instance control plane

and thus allows for integrated bandwidth-on-demand networking [4], [156]. Design and imple-

mentation issues for a MPλS/GMPLS control plane can be found in [148]. [10] and [11] dis-

cuss routing and signalling enhancements for GMPLS, respectively.

2.4.2.2 Standardization Efforts of the OIF

The Optical Internetworking Forum, OIF, [163] standardized a user-network interface, UNI,

which allows a client (e. g., IP, ATM, SDH) to dynamically request/establish an optical chan-

nel. Hereby, signalling protocols are based on the ones standardized in GMPLS. OIF UNI 1.0

defines establishment and deletion of a connection, status exchange as well as auto detection of

neighbors and services [103], [12] and is consequently a large step towards a more dynamic

OTN.

Figure 2.8: Multiple switching layers for GMPLS
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2.4.2.3 Standardization Efforts of the ITU-T

ITU-T standardized in G.8080 [79] an architecture for the automatically switched optical net-

work, ASON, which can be applied on SDH transport networks according to G.803, see also

Section 2.3.3 as well as to OTNs according to G.872, see also Section 2.3.1. The focus of

G.8080 is hereby on a set of control plane components which allow to dynamically setup,

maintain and release connections which are requested by clients (e. g., IP, ATM, SDH/

SONET) or by network management. For this functionality, a (recursive) hierarchical model

exists where one node co-ordinates the remaining nodes. A distributed model is optionally

defined. For call and connection management, the ASON recommendation G.8080 does not

define specific protocols. Therefore, G.7713.1 [74], G.7713.2 [75] and G.7713.3 [76] define

specific protocol recommendations for distributed call and connection control management.

Whereas G.7713.1 recommends to use PNNI, G.7713.2 and G.7713.3 specify GMPLS-TE and

GMPLS-LDP, respectively, (see Section 2.4.2.1) as signalling protocol [157]. As the UNI

specified from OIF (see Section 2.4.2.2) is also considered by the ASON architecture, ITU-T

sets up an umbrella with recommendation G.8080 to integrate all current standardization

approaches for a dynamic OTN.

2.5 IP-over-WDM Network Architectures

In literature, a variety of different approaches can be found which propose to transport IP pack-

ets with a thin adaption layer over the photonic layer. These approaches can be distinguished in

the grade of dynamic of the photonic layer.

Figure 2.9 [43] depicts a possible evolution scenario of optical network functionality against

time. In 1995, the deployment of WDM technology started with static point-to-point links.

Figure 2.9: Evolution of photonic transport networks [43]
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Later, ring and meshed networks followed which increase the functionality to static circuit-

switched networks. Higher dynamic is reached with GMPLS-based approaches which can be

denoted as optical label switching, OLS, burst switching, OBS, or packet switching, OPS,

which all are not yet applied today.

Depending on the granularity of switching, the functionality of OLS can be increased. In

Figure 2.9, it is assumed that OPS applies fully optical switching and thus the highest optical

networking functionality can be reached. As will be discussed later, OBS is based on a hybrid

switching technology and thus is drawn below OPS. If or when such technologies will be

applied mainly depends on whether the achievable revenue justifies high costs for dynamic

photonic components. Additionally, technology evaluation is crucial as some technologies like,

e. g., dynamic optical amplifiers are very expensive or even not realizable with today’s technol-

ogy.

In Figure 2.10, the three major IP-over-WDM architectures are distinguished by the switching

granularity. Optical packet switching has the finest granularity whereas optical label switching

as well as optical flow switching belong to circuit switched approaches and consequently have

the greatest granularity. In between, optical burst switching fills the gap. As can be seen from

Figure 2.10 and read in, e. g., Chapter 3, the limits between those architectures are not sharp

and – depending on the applied definition – they even overlap.

In the following subchapters, the three major architectures depicted in Figure 2.10 are dis-

cussed in more detail. Section 2.5.1 gives an overview of circuit switched approaches for the

optical layer, Section 2.5.2 discusses packet switched approaches and, finally, Section 2.5.3

introduces a hybrid approach called burst switched whose granularity is between circuit and

packet switched.

2.5.1 Optical Circuit Switching

The architectures classified as (optical) circuit switched have the coarsest granularity with

respect to allocated bandwidth as well as time a connection between source and destination is

optical label
switchingoptical packet

switching

granularity

optical flow
switching

optical
burst

switching

Figure 2.10: Granularity of IP-over-photonic architectures
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established. Herein, optical label switching, OLS, and optical flow switching, OFS, can be

found in literature. For the setup and release of wavelengths, it is assumed here, that signalling

functionality, e. g., by the ASON framework which has been discussed in Section 2.4.2, can be

used. At the moment, OCS approaches with dynamic setup start to be implemented.

2.5.1.1 Optical Label Switching

Optical label switching is an approach with the coarsest granularity in allocated bandwidth and

time. It was first denoted as MPλS and later as GMPLS (see Section 2.4.2). In OLS, a wave-

length is at the same time the label and thus the smallest granularity in the network. In order to

obtain a smaller granularity, several connections with smaller bandwidth requirement can be

aggregated/groomed to one wavelength at the network edge.

The setup and release of wavelengths between ingress and egress router is rather static and thus

is either topology-driven, or by management using signalling functionality comprised in the

ASON framework, see Section 2.4.2. The time a wavelength path exists unchanged is gener-

ally much greater than the lifetime of an average flow and many (successing) flows with the

same source and destination edge router share a common wavelength. Thus, the resulting net-

work topology arising from routing of wavelengths has to be optimized with respect to mini-

mal wavelength usage and load distribution in order to efficiently utilize the available

resources. Concluding, the intelligence and hence the majority of work is contained in the

(constrained-based) routing of wavelengths. For wavelengths routing, many studies as well as

tools are available in literature, see, e. g., [126] for a comprehensive overview.

The advantages of the OLS approach are that losses cannot occur after setup of a connection.

Like in all circuit-switched approaches, the only service degradation is the (call) blocking

probability at setup or by grooming to a wavelength. A further advantage is the simplicity of

that approach as switching does not have to be very fast and can be based on a much cheaper

technology. Thus, add-drop multiplexer can be used which are cheaper than complex optical

cross connects. Furthermore, (re-) computation of wavelength routing can be carried out

offline.

On the other hand, OLS has also a variety of disadvantages. The first disadvantage is the

dependency of the required number of wavelengths from the number of edge routers. In order

to have full connectivity in a network with edge routers and service classes, at least

 wavelengths are required.

A second major disadvantage is the difference between the quasi-static wavelength channels

and the bursty IP traffic [36], [32], [46] which is transported by them. On every channel, a large

amount of bandwidth has to be over-allocated in order to be also able to transport traffic peaks

[87]. Thus, most of the time this amount of bandwidth is not used. This waste of bandwidth

even gets worse as wavelengths are not used as common shared resource. Consequently, the

k n

k 1–( ) n⋅
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spare bandwidth has to be reserved on every wavelength and a multiplexing gain approximated

by the  loss system cannot be exploited (see also Section 4.1).

2.5.1.2 Optical Flow Switching

Approaches which are classified as optical flow switching, OFS, [143] have a granularity in

time which is much finer than the one of OLS. With OFS, a wavelength is only allocated for

the duration of a flow and released afterwards. This allows to reuse resources (and thus to

achieve multiplexing gain) which is especially important in larger networks. In contrast to the

more or less topology-driven OLS, OFS is traffic-driven. Hence, routing of wavelength cannot

be carried out offline and the switching of wavelength has to be much faster in order not to

cause too much switching overhead.

Most critical for the performance of OFS is the detection of the begin and the end of a flow. In

[95] and [99] simulation studies – in a slightly different context of predecessor protocols of

MPLS – show the dependencies of the percentage of switched flows on a variety of parameters

as well as the required number of labels (wavelength) depending on the time for recognition of

the end of a flow.

In contrast to electrical flow switching where IP packets can be forwarded before a flow is

detected, OFS requires the setup of a wavelength before the transmission of the first byte starts.

If, at network ingress, a packet cannot be classified to belong to an existing flow, an acknowl-

edged setup has to be carried out. The end of a flow has to be detected with a timer, e. g., if no

packet belonging to that respective flow has arrived during a certain period of time.

The advantages of OFS are the ability to use all wavelengths as one common shared resource

and thus obtain a multiplexing gain. Furthermore, OFS better supports the bursty nature of

packet traffic.
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Besides these advantages compared to OLS, OFS has also some disadvantages. One of them is

caused by the large bandwidth delay product in photonic networks, i. e., the amount of Bytes

which can be transmitted in such a broadband network during an end-to-end transmission time

increases with increasing bandwidth. As a link remains idle during that time (end-to-end trans-

mission and processing at every node) a great amount of bandwidth is wasted in broadband

networks, see also Figure 2.11. Herein, the wasted bandwidth measured by the amount of

wasted capacity dependent on the one way distance  can be calculated according to

(2.1)

with the link bit rate and the signal propagation speed . In this formula,

only the two-way transmission time is considered whereas the processing time (which can be

of the same order of magnitude) is omitted.

It can be seen that already for a one-way distance of 1000 km, e. g., Stuttgart - Berlin, a consid-

erable amount of bandwidth cannot be used due to waiting for the setup acknowledge. In case

of, e. g., 10 Gbps 12.5 MByte are wasted. This waste of bandwidth might lead to a poor utiliza-

tion if the mean flow size is not significantly greater. For greater link bandwidth, the amount of

wasted bandwidth increases considerably. Hereby, the related issue that large buffers are

required at the network ingress to buffer packets which wait for an setup acknowledge has to

be addressed.

Additionally, another waste of bandwidth is caused by the time to detect the end of a flow in

order to release the allocated resources.

2.5.1.3 Fast Circuit Switching in ATM

For completion, concepts for fast circuit switching which were developed at the end of the

80ies are also mentioned in this context. A comprehensive overview can be found in [25].

Besides reservation of bandwidth or buffer for a connection, protocols for fast resource man-

agement are available in the context of ATM. They were fist described in [68]. Approaches of

this category can be classified in approaches which do not adapt to current network load and

categories which do. The latter approaches have their origin in data communication [108]. A

representative is Available Bit Rate, ABR, with the flavors rate-based [15] and window-based

[92].

In the category of approaches which do not adapt to current network load are fast bitrate reser-

vation, and fast buffer reservation. The latter one is not interesting in the context of photonic

networks, as the availability of (optical) buffers is mandatory. For the first category, a fast res-

ervation protocol with delayed transmission FRP/DT, as well as with immediate transmission,

FRP/IT, is available in literature, see, e. g., [21]. The main motivation to prefer FRP/IT to FRP/

x
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DT is a scenario where the burst duration is small compared to the round trip delay, which is

also true for broadband optical networks.

The FRP/IT protocol is a smooth transition between circuit switching and burst switching (see

also Figure 2.10). Its main characteristics are bandwidth reservation on burst level, i. e., for a

set of ATM cells at the same time, reservation ‘on the fly’, and no acknowledgement whether

the burst reservation is successful. In case of not enough resources, the burst can be either buff-

ered in intermediate nodes or it has to be discarded. This principle is promising and thus also

the basis for bandwidth reservation in optical burst switched networks, see Chapter 3. In [21] it

is stated, that burst admission control has to be carried out in a distributed way. This principle

is also realized in the framework Assured Horizon in Chapter 6.

2.5.2 Optical Packet Switching

In optical packet switching, OPS [139], [133], [149], [113], which is sometimes also called

photonic packet switching, the granularity in time is further reduced compared to OFS in order

to also allow multiplexing between flows. Major work was performed in projects like ATMOS

[97], KEOPS [52], WASPNET [71], and HORNET [142]. The major tasks of a switch is to

all optical
buffering

without
buffering

without
buffering

electronic
buffering

transparent OPS opaque OPS

optical packet switching, OPS

deflection or wavelength conversion

fiber delay
lines

random access
scheme

Figure 2.12: Classification of available OPS realizations [139]
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perform switching, buffering and header translation [70]. Compared to electronic packet

switching (e. g., ATM, see Section 2.3.2), significant differences arise due to the boundary

conditions of the optical layer. Hereby, the way to place and process the packet header and the

way to perform contention resolution cannot be applied like in electronic packet switching.

Figure 2.12 [139] presents a classification of OPS with respect to these two issues.

• Realization of the packet header (header translation)

In OPS, the information about the destination contained in the packet header is mostly valid

locally and thus has to be substituted in every node. As shown in Figure 2.12, this can be

performed transparently in the optical domain or opaque requiring an O-E and an E-O con-

version in every node.

Also, in contrast to electronic packet switching, the packet header cannot only be sent seri-

ally prior to the data, but also on a different wavelength or in parallel to the data at a lower

frequency by subcarrier multiplexing [71]. However, subcarrier multiplexing has the disad-

vantage that routing decisions can only be carried out after the entire packet is received.

This may cause longer delays in case packets are very long. If the packet header is sent on a

separate wavelength, effort is required in order to ensure realignment between header and

data. However, it is easy to demultiplex the header at every node. Finally, serial transmis-

sion requires more bandwidth as penalty for simplified header extraction.

• Mechanisms for contention resolution (buffering)

The performance of packet switching heavily depends on the ability to perform contention

resolution of packets which are destined at the same time for the same output. As a simple

optical random access memory is not available, different schemes can be applied [70],

[139], [28], see also Figure 2.12. The most simple optical buffer is called fiber delay line,

FDL. It is simply a long fiber which delays the signal by a constant signal propagation time.

As simple optical buffer, a constant delay in time by fiber delay lines, FDLs can be applied.

A cascade of FDLs of different lengths allows to perform more sophisticated buffering.

Additional concepts are deflection to other ports or conversion to other wavelengths (at the

same port). Whereas deflection routing may cause global contention originated by local

contention, wavelength conversion is an important contention resolution scheme in optical

networks. However, (costly) wavelength converters are required therefore.

• Technology for very fast switching (switching)

For the complexity of switching, the mean packet size and whether packets have equal or

variable length is crucial. For reasons of simplicity, most approaches assume equal packet

length. The mean packet length determines how fast switching has to be carried out, as the

time for switching has to be significant shorter than the time to transmit a packet of mean

length. The switching time also determines the required switching technology and thus

directly the cost of a system.
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Despite much research work on OPS, its realization is still far in the future. This is mainly

because of the costly realization of contention resolution with sophisticated optical buffers and

the fact that header processing still cannot be performed all-optically at reasonable costs.

2.5.3 Optical Burst Switching

Optical burst switching, OBS [105], [134], [141], is a hybrid approach between OCS and OPS

which tries to combine the advantages of both approaches and avoiding most of their draw-

backs. The main characteristics of OBS are [43]:

• OBS granularity is between circuit and packet switching.

• There is a separation between control information (header) and user information (data).

Header and data are usually carried on different channels with a strong separation in time.

• Resources are allocated without explicit two-way end-to-end signalling, instead so-called

one-pass reservation is applied.

• Bursts may have variable lengths.

• Burst switching does not require buffering.

Note that not all of these features must be satisfied and ‘smooth’ transitions to packet and to

(fast) circuit switching are possible, which is also indicated in Figure 2.10. Although the con-

cept of burst switching has been already known since the 1980s [2], [3], [21], it has never been

a big success in electrical networks. The main reason is that its complexity and realization

requirements are comparable to that of more flexible electronic packet switching techniques

(like, e.g., ATM).

However, with the introduction of very high speed optical transmission techniques this has

changed. Now, there is an even increasing discrepancy between optical transmission speed and

electronic switching capability. Moreover, due to cost and complexity aspects, it is advanta-

geous to keep data in the optical domain and to avoid O-E conversion. On the other hand, as

already mentioned in Section 2.5.2, all-optical packet switching is still too complex to perform

all processing in the optical domain.

Therefore, a hybrid approach like burst switching seems very promising: it keeps data in the

optical domain but separates control information which allows sophisticated electronic pro-

cessing of this control data.

Thus, the major difference to OCS is the one-pass reservation and its granularity which is usu-

ally shorter than a flow or even a connection. The major difference to OPS is the separation of

header and data in space and in time (which is an option in OPS), its granularity which is usu-

ally coarser than the one of OPS and finally the fact that buffers are not mandatory. Further-
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more, the coarser granularity of OBS compared to OPS allows to apply switching technologies

which are much slower and hence much cheaper than technologies required for OPS. There-

fore, the rest of this thesis focuses on an IP-over-WDM-based architecture with OBS as adap-

tion layer between IP and the (dynamic) OTN. A detailed discussion of OBS follows in

Chapter 3.
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Chapter 3

Optical Burst Switching 3

In this chapter, a comprehensive discussion of optical burst switching, OBS, is presented from

the viewpoint of network architectures, (reservation) protocols, QoS support and qualitative

performance evaluation. Further issues like node architectures including optical components,

see, e. g., [26], are beyond the scope of this thesis.

Section 3.1 starts with an overview of the functionality as well as aspects related to control and

switching technology and introduces design parameters. In Section 3.2, burst assembly mecha-

nisms – which are very important for the network performance – are introduced, discussed and

classified. Section 3.3 presents an overview of reservation mechanisms. Herein, reservation

mechanisms reported in literature which do not differentiate between service classes are

described and classified. Finally, Section 3.4 discusses challenges which arise when QoS dif-

ferentiation is supported in an OBS network and approaches which can be found in literature.

3.1 Overview of OBS

3.1.1 Functionality

At the moment, OBS is still at its definition phase which is indicated by a strongly increasing

number of publications on new reservation mechanisms, [141], [134], [144], [150], [105], [38],

[130], [43], assembly mechanisms [57], [144], [33], [65], [42], [41], [138] prototypes [48], [8]

and architectures [29], [147], [135], [41], [40], [153]. Although there is still no unique defini-

tion of OBS in literature, it is widely agreed that the following list describes its main character-

istics [43]:

• OBS granularity is between circuit and packet switching.
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• There is a separation between control information (header) and data. Header and data are

usually carried on different channels with a strong separation in time (see example OBS net-

work link in Figure 3.1).

• Resources are allocated without explicit two-way end-to-end signalling, instead so-called

one-pass reservation is applied.

• Bursts may have variable lengths.

• Burst switching does not require buffering inside the core network.

Note that not all of these features must be satisfied and ‘smooth’ transitions to packet and to

(fast) circuit switching are possible, see Figure 2.10.

Although the concept of burst switching has been already known since the 1980s ([2], [3],

[21]) it has never been a big success in electrical networks. The main reason is that its com-

plexity and realization requirements are comparable to that of more flexible electronic packet

switching techniques (like, e.g., ATM).

However, with the introduction of very high speed optical transmission techniques this has

changed. Now, there is an even increasing discrepancy between optical transmission speed and

electronic switching capability. Moreover, due to cost and complexity aspects, it is advanta-

geous to keep data in the optical domain and to avoid opto-electronic conversion. On the other

hand, all-optical packet switching is still too complex to perform all processing in the optical

domain.

Therefore, a hybrid approach like burst switching seems very promising: it keeps data in the

optical domain but separates control information which allows sophisticated electronic pro-

...

OBS network

core node

...
...

...

control-channel

data-channel

OBS link

edge node

Figure 3.1: Functionality of optical burst switching
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cessing of this control information. By doing so, decoupling of speed of header processing and

data forwarding is achieved.

Figure 3.1 shows some of the main characteristics of an OBS network. There are two types of

nodes. In edge nodes, traffic is collected from access networks and assembled into larger data

units, so-called bursts. Core nodes serve as transit nodes in the core network. Their main task is

switching bursts optically without any processing of the data part. To achieve this, some con-

trol information containing reservation requests is necessary ahead of every burst’s transmis-

sion time.

There are several possibilities how to perform reservation of data channel bandwidth. This the-

sis concentrates on the evaluation of so-called separate control, delayed transmission, SCDT,

schemes. These reservation concepts are based on a strong separation of control information

and data. A reservation request is sent in a separate control packet on a different channel while

the actual transmission of the data burst is delayed by a certain basic offset (see Figure 3.1 and

Figure 3.2). This basic offset enables intermediate nodes to process control information and set

up the switching matrix. In contrast to systems with immediate transmission, which send con-

trol information together with the burst, the network can perform header processing without

buffering data in each node along the path. This principle is depicted in Figure 3.2a. SCDT,

however, requires higher complexity in edge nodes and introduces additional delay to bursts.

The basic offset has to compensate for the sum of processing times in all intermediate nodes.

Therefore, some upper limit of the number of intermediate nodes has to be known prior to res-

ervation which requires some kind of source routing. In each core node, offset information in

the header has to be reduced by the actual processing delay. An alternative approach (see

Figure 3.2b) is to send control and data at the same time on different wavelengths and compen-

Figure 3.2: Functionality of one-pass reservation

data ∆2

∆1

∆3

offset

ingress egressnode 1 node 2

time

control
data

ingress egressnode 1 node 2

control

a)
compensation of processing delay by an

offset prior to begin of transmission

b)
compensation of processing by a FDL in

front of every core node

time

∆2

∆1



– 34 –

sate the processing time of the control information by an FDL for data in front of every core

node. This has some advantages which will be discussed in Section 5.1.

Comparable to the reservation mechanism FRP/IT introduced in Section 2.5.1.3, SCDT

schemes use one-pass reservation, i.e., the sender of a burst does not wait for an acknowledge-

ment of its reservation request, see Figure 3.2. This approach stands in contrast to two-pass

reservation as typically applied during connection setup in circuit switched optical networks.

The advantage of a one-pass reservation is higher efficiency with respect to throughput as there

is no overhead caused by propagation delay, see also Section 2.5.1.2. An example may illus-

trate this. The transmission time of a 100 kByte burst on a 10 Gbps link is 80 µs while the

propagation delay over a distance of 1000 km (which is the distance between Stuttgart and

Berlin) is about 5 ms. Hence, during 10 ms of waiting for the acknowledgement to arrive,

125 bursts could have been transmitted. By including processing times or assuming higher

bitrates, the number of transmitted bursts even increases.

In Figure 3.3 the functionality of OBS is mapped to network layers. The thin adaption layer

between IP and the optical layer introduced in Figure 2.7 is called MAC layer or IP-optical

interface in [33] and [34]. Burst assembly, local reservation of bursts as well as framing is car-

ried out at network ingress while de-framing and de-assembly is the functionality of this layer

at network egress. In the OBS-WDM layer, a reservation mechanism (see Section 3.3) and pos-

Figure 3.3:  IP-optical interface between IP layer and OBS-WDM layer [33], [34]
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sibly also OBS-QoS mechanisms (see Section 3.4) is performed. Hereby, bursts are kept in this

OBS-WDM layer.

The area of application of OBS is a scenario where bandwidth becomes a scarce resource. In

this case, neither the static allocation of wavelengths nor the wavelength routed approach by

ASON/GMPLS, Section 2.5.1, allows for enough multiplexing in order to gain enough band-

width. Additionally, the bursty nature of IP traffic [36] requires a high degree of over-provi-

sioning in order to also be able to transport traffic peaks. On the other hand, the application of

OBS is seen in a technological environment where optical buffering of packets is not widely

available as optical RAM and consequently OPS is too complex and too costly. Accordingly,

OBS might be a technology which bridges the gap between OLS and OPS, see also a possible

evolution scenario in Figure 2.9.

3.1.2 Control

In this thesis, especially for the framework Assured Horizon which is introduced in Chapter 6,

the existence of GMPLS-based control (Section 2.4.2.1) is assumed. Hereby, bursts are classi-

fied to forwarding equivalent classes, FECs, at the ingress. (Constraint-based) routing is car-

ried out by GMPLS resulting in an allocation of a label for every FEC which fixes a path per

service class between ingress and egress. However, only fibers are determined whereas WLs

are allocated dynamically for every burst by a reservation mechanism, see Section 3.3.

Such a framework including the GMPLS layer is discussed in [33] and also called labelled

optical burst switching [105] or burst switching in virtual circuit mode [134].

3.1.3 Switching Technology

This Section shortly reviews and discusses [120], where possible switching technologies for

burst switching are compared.

In order to operate a packet-switched system with efficient utilization, the switching time,

which is visible as guard time between bursts, has to be negotiable compared to a mean burst

transmission time. Therefore, the applied switching technology and the mean burst length in a

system have to be chosen accordingly.

Figure 3.4, which is taken from [120], presents the context between burst length, burst trans-

mission time and switching time against a logarithmic time scale. From this graph, it can be

seen which switching technology is fast enough for OBS. Micro electro-mechanical systems,

MEMS, [164] require switching times between 1-10 ms which is even greater than the trans-

mission time of a very large burst (about 1 MByte at a link rate of 10 Gbps) and consequently

cannot be applied in OBS networks. Acousto-Optic-Tunable-Filters, AOTFs, [119] have a
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switching time just below 10 µs and can be applied if the mean burst duration is about 1 ms in

order to consume about 1% of the capacity for switching. Finally, Semiconductor Optical

Amplifiers, SoAs [112], satisfy the needs for efficient switching of bursts. Here, the switching

time is below 10 ns and thus completely negligible compared to burst duration. For the rest of

this thesis, it will be assumed that SoAs are used as components to switch optical bursts. As a

consequence switching times will be neglected and all evaluations focus on networking per-

formance.

3.1.4 Design Parameters of OBS

The following list describes the most important design parameters for OBS and includes exam-

ples from literature.

• Contention resolution. Like in any packet switched network which is based on multiplex-

ing gain between flows, contention can also occur in OBS. Contention resolution for OBS

can be in space, in time or in frequency.

The vast majority of publications assumes that basic contention resolution is in frequency

domain which requires WDM transmission technology with full wavelength conversion in a

core node such that each burst can be switched to any wavelength of an output fiber channel.

However, there is a trade-off between performance benefits due to higher number of wave-

length channels and higher cost due to more wavelength converters [125], [124].

Although buffers (contention resolution in time) are not mandatory in OBS, their (addi-

tional) use can further decrease the burst loss probability. Many proposals avoid buffers or
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use only simple FDLs to keep the system significantly less complex than a packet switching

system [104], [134], [141], other work includes sophisticated buffering concepts [151].

Finally, contention resolution can be also in space by deflection routing, which is consid-

ered for OBS in [137]. If a contention occurs on one output port, a burst is sent on another

available output port which also leads towards the desired destination. However, this con-

tention resolution mechanism may result in global congestion caused by local congestion.

• Resource reservation mechanism. Key system resources which have to be reserved are

channels and possibly buffers. There are several proposals in literature ([105], [134], [141])

which are classified and compared in Section 3.3.

• QoS support. First proposals for burst switching only considered one class of bursts [134],

[141]. Due to the increasing importance of QoS support, recent proposals extended the OBS

concept to multiple service classes [151], [152], [136], [35], [41]. Section 3.4 will discuss

and classify different available mechanisms to realize service differentiation.

• Protocol aspects. Designing a protocol for OBS strongly depends on the reservation mech-

anism and QoS support to be realized but still offers some degrees of freedom. Even for the

one-pass reservation scheme the focus is on, ‘one-way’ [104] or ‘two-way’ [141] protocols

are possible. In the latter case, blocking events or successful channel reservations are

reported back. Note that even with two-way protocols in an SCDT scheme burst transmis-

sion starts before any confirmation message is received at the initiating node. However, this

feedback from the network can be used to adapt to overload situations.

• Node architecture and technology. Depending on the design choices for the parameters

listed above, there are many realization possibilities for a burst switching node. Basic build-

ing blocks are I/O interfaces, control information processing units such as a reservation

manager, and switching systems for control and user data possibly including buffers (see

Figure 3.1). [134] gives a very detailed description of an example node architecture, [151]

describes various delay line concepts.

3.1.5 Flavours of OBS

Besides the definition presented at the begin of this chapter, the following flavours of OBS can

be found in literature which will not be considered in the rest of this thesis:

• All bursts have equal length

This flavour of OBS assumes that all bursts have the same size, see, e. g., [93]. The major

advantage is simplified switching. However, a disadvantage is the fact that bursts might be pad-

ded1 in case not enough data is available in an assembly buffer. This concept is closely related

to ATM where the transport unit is also fixed in size, see Section 2.3.2.
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• Acknowledged two-way setup

In this flavour of OBS, a burst will be only transmitted after having received a positive

acknowledgement of its setup request. The advantage of such a scheme is that no burst is lost

in the network. However, blocking of the network has to be considered which leads to either

additional delay or to buffer overflow (and thus losses) at the network ingress. Besides,

acknowledged two-way setup entails long delays caused by the large bandwidth-delay product,

which was discussed in an example in Section 3.1.1. Examples of such schemes are Tell and

Wait, TW, [38] and the publications of the group from Bayvel, e. g., [37] and [47].

• Mandatory buffers in all nodes

Very recent publications [129] propose some sort of store-and-forward routing for optical

bursts. Hereby, each burst is buffered for a certain time in a node in order to determine which

burst can be forwarded to the next node and which burst should be dropped.

3.2 Burst Assembly

Burst assembly denotes the subsumption of a number of smaller transport units, e. g., IP pack-

ets, to one larger transport unit called burst. This results in a granularity (in Bytes) which is

coarser than the original granularity and thus in greater mean size of transport units as well as a

reduction in mean interarrival time between bursts.

Motivations for greater transport units are the possibility to apply slower and consequently

cheaper switching technologies. This is especially important for systems with very high data

rates. Furthermore, the overhead caused by signalling can be reduced in two ways. Firstly, the

ratio between header and data gets smaller, and secondly, a switch has to handle less requests

to switch the same amount of information. This is especially important as the number of pro-

cessed requests per time unit is usually a limiting factor.

In addition, aggregation of flows is a general concept to reduce the complexity in the network

while still allowing for service differentiation [44], [45]. This concept can be easily combined

with burst assembly. Finally, burst assembly directly influences traffic characteristics, like burst

interarrival time and burst length (distribution) which have major impact on the network per-

formance. In order to improve traffic characteristics, traffic control mechanisms can also be

integrated in the burst assembly process.

1 In order to save resources, padding of higher priority burst could be done with bytes from an assembly queue
of lower priority classes.
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3.2.1 Functionality

Figure 3.5 depicts the model of an edge node containing several (electronic) burst assembly

queues per outgoing destination. By isolating traffic in different assembly queues, not only ser-

vice class differentiation can be performed, but also different assembly strategies per service

class can be applied. In order to decide in which queue an arriving packet should be written to,

packets are classified. If GMPLS control is applied to control the network, packets are classi-

fied to FECs and an edge node maintains one burst assembly queue per FEC.

Control of the burst assembly process may depend on a variety of parameters like, e. g., moni-

toring of the duration of states, thresholds of assembly queues and feedback on network state.

This is indicated in Figure 3.5 by arrows pointing to the burst assembly control unit. In Section

3.2.2, a detailed discussion and classification of assembly mechanisms is presented.

At certain instances in time, a number of packets are taken out of an assembly queue and for-

warded to the network as one burst. Herefore, a burst header packet, BHP, is created which

contains information like, e. g., burst length, current wavelength, service class and information

Figure 3.5: Model of a burst assembler at an edge node
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on the destination. As the functionality of OBS is not yet standardized, additional fields may be

required in a BHP. Figure 3.6 depicts an example of the packet arrival process to a burst assem-

bly queue and the burst departure time of that queue. Also depicted in this figure is a state dia-

gram of the assembly queue. Hereby, it is assumed that, at the time a burst is assembled, all

packets1 in the queue are assembled to a burst. It can be seen that – from view point of teletraf-

fic theory – this behavior corresponds to a batch departure process [88].

3.2.2 Classification of Assembly Mechanisms

On of the most important classification criteria is whether the mechanism is controlled by an

internal timer or not. Figure 3.7 presents a classification of possible burst assembly mecha-

nisms which are (internally) timer-based whereas Figure 3.8 presents a comparable classifica-

tion for non-timer-based assembly strategies. Additionally to those classifications, one can dif-

ferentiate whether padding is applied or not. This is especially important for assembly strate-

gies which may release bursts to the network that are shorter than a minimum burst size. In

[57], a burst assembly mechanism which applies padding is proposed and evaluated.

1 An approach where – in some cases – only a subset of packets contained in the assembly queue is assembled
to a burst is presented in Section 6.3

Figure 3.6: Packet arrival and burst departure process
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All burst assembly mechanisms reported in literature are basically timer-based in order to be

able to guarantee a maximum waiting time in the assembly buffer. However, some slightly dif-

ferent flavours are available. In the classification in Figure 3.7, the simplest burst assembly

control is only based on a timer. At arrival of a packet to an empty assembly queue, the time is

set to a value which follows a certain distribution. At timeout, all packets contained in the

respective assembly queue are assembled to one burst which is forwarded towards the network.

This strategy realizes the well-known token bucket shaper. In [144] and [33], such a purely

time-based solution with constant time is suggested. Additionally to that, [33] introduces an

offset setting scheme which only allows bursts to leave an additional sending queue in the

ingress node with a negative-exponentially distributed interarrival time. By doing so, traffic is

shaped in order to control the outgoing rate as well as to smooth the traffic characteristics. A

disadvantage of this scheme is the fact that bursts may have to wait at the network ingress

although enough resources are available in the network. Furthermore, possible achievable mul-

tiplexing gain is small as an assembly queue cannot exceed its rate. However, this additional

Figure 3.7: Classification of burst assembly mechanisms – timer-based

(internal) timer-based not (internal) timer-based

only time
bandwidth
reservation
envelope

time/
network state

distribut-
ed time

throttling
on con-
gestion

marking/
dropping

time/
threshold

constant
threshold

distribut-
ed thresh-

old

no feedback from network  feedback from network

see Figure 3.8

[57] Chapter 6

constant
time

[144], [33]



– 42 –

traffic engineering functionality is not directly related to the burst assembly process as it is car-

ried out later and independently.

A more sophisticated mechanism also considers the level of an assembly queue. If the level

reaches a certain threshold prior to a timeout, a burst containing all packets of the respective

queue is assembled and the timer is reset. Comparable to the mechanism which is only timer

based, the threshold can be variable and, e. g., follow a distribution. However, no suggestion

for non-constant threshold exists in literature. In [57], a time/threshold-based mechanism with

constant time and constant threshold is proposed.

The next two categories in Figure 3.7 also incorporate some sort of feedback from the network

in their assembly decisions. This is new and – besides own contributions – not reported in liter-

ature. The third category additionally considers the network state which is assumed here to be

directly signaled back to an assembler on a coarse time granularity, or when the network state

changes significantly. Dependent on this feedback, the burst assembly mechanism can react by

adapting the rate and/or the resulting burst length.

Figure 3.8: Classification of burst assembly mechanisms – not timer-based
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The last category depicted in Figure 3.7 also considers feedback from the network which is not

direct but indirect via a (coarse grained) bandwidth reservation for every assembly queue. As

will be introduced in Section 6.3, feedback from the network is contained in a reservation

envelope to which the burst assembler adapts its outgoing rate. In order to achieve multiplex

gain between connections, some mechanism allows to send non-reserved bursts.

Burst assembly mechanisms which are not timer-based are classified in Figure 3.8. Compara-

ble to Figure 3.7, they can also be further classified in mechanisms which consider feedback

from the network and those which do not. The only mechanism which can be found in litera-

ture only considers a constant threshold of the assembly queue. Nevertheless, as these mecha-

nisms cannot guarantee any upper bound for the waiting time in the assembly queue, it has no

practical relevance and is only used as base component for burst assembly mechanisms.

Another assembly mechanism could be thought as a central arbiter which triggers all assembly

queues in an edge node, e. g., according to a scheduling algorithm. Finally, another conceiv-

able mechanism which is not timer-based but reacts on feedback from the network is polling.

Hereby, the network triggers the assembly node when to send a burst.

An ongoing discussion in the research community is the question whether burst assembly

reduces the self-similarity of the traffic. [57] states that self-similarity can be reduced whereas

in [154], [94] and in [66], [65] it is argued that self-similarity is not reduced. [65] proves this

by wavelet transformation [1]. This can be explained as burst assembly does not work like a

traffic shaper which controls the amount of Bytes per time unit which leave the shaper. Instead,

the arriving information to an assembly buffer is only delayed until a timer expires or enough

information has arrived. The output rate from an assembly queue is hereby not considered. As

a consequence, bursts with smooth traffic characteristics cannot be taken as basis for perfor-

mance evaluations, or, if the self-similarity should be reduced, traffic shaping has to be

included into the assembly process.

3.3 Reservation Mechanisms Supporting one Service Class

Recently, several so-called separate control delayed transmission (SCDT)-based reservation

mechanisms have been proposed. They can be distinguished based on their way of indicating

the end of a burst and the time when allocation of a WDM channel starts [43]. In the following

Subsections, the classification depicted in Figure 3.9 and published in [43] is described in

detail. Hereby, the difference between those reservation mechanisms is explained by

Figure 3.10 where for every reservation mechanism a scenario of one wavelength with some

already reserved bursts and three bursts called burst n, burst n+1 and burst n+2 which compete

for a reservation is depicted.

Performance evaluations of those reservation mechanisms are presented in Chapter 5.
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3.3.1 Inband Terminator

A rather simple approach is to indicate the end of a burst by an additional trailing control

packet or using an in-band terminator, IBT. In both cases there is no information about burst

length when the heading control packet containing the reservation request arrives. Mechanisms

which follow that principle are just-in-time, JIT, reservation [141] and tell-and-go, TAG [105]

which are very similar if not the same. Upon arrival of the reservation request a wavelength

channel is immediately allocated if available. Otherwise, the request is rejected and the corre-

sponding data burst is discarded. The wavelength channel remains allocated until burst trans-

mission has finished. The only information which has to be kept record of in network nodes is

whether a wavelength channel is currently available or not. This makes JIT and TAG light

weight approaches with low complexity in both edge and core nodes. The drawback is, how-

ever, its reduced efficiency as losses also occur in cases without transmission conflict between

different bursts on the same wavelength.

This scenario is depicted in Figure 3.10a. Whereas it is obvious that burst n cannot make a res-

ervation on that wavelength, burst n+1 is discarded although there would be no contention.

Burst n+1 has to be discarded at the time of arrival of the control packet as the end of the actual

burst on that wavelength is not known.

3.3.2 Reserve-a-Limited Duration

An improvement to schemes classified as IBT can be achieved by using reserve-a-limited-

duration, RLD, based mechanisms. They require the sender to add the burst length in the con-

trol packet. A wavelength channel is only allocated for a limited duration so that subsequent

burst transmission requests with a start time greater than the finishing time of an allocated burst

may be accepted. This means the basic offset interval of a burst may overlap the transmission

phase of a previously accepted burst. Thus, the burst n+1 in Figure 3.10a which is discarded by

an IBT mechanism can be accepted by an RLD mechanism (Figure 3.10b). However, as also

Figure 3.9: Classification of reservation mechanisms
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depicted in this figure, burst n cannot be accepted in a gap between two already reserved bursts

as the reservation mechanism is not aware that this gap exists.

The Horizon mechanism proposed by Turner in [134] as well as the very similar Latest Availa-

ble Unscheduled Channel mechanism, LAUC proposed by Xiong et. al. in [144] are represen-

tatives of RLD-based mechanisms. In Horizon and LAUC wavelength channel state informa-

tion is enhanced by the so-called reservation horizon, i.e., the time until which the wavelength

is allocated. When a new request arrives an available wavelength with a reservation horizon

less than the start time of the new burst is looked for. The difference between Horizon and

LAUC is that the minimization of the emerging gap is only an option in Horizon, whereas it is

mandatory for LAUC. Like in IBT mechanisms, reservation starts immediately upon arrival of

the control packet and lasts until the indicated end of burst transmission, which is the new res-

ervation horizon of the corresponding wavelength. This makes RLD-based reservation mecha-

nisms light-weight and efficient.

3.3.3 Reserve-a-Fixed Duration

Even higher efficiency may be achieved if start times of burst transmissions are also considered

for reservation, i.e., reservation does not begin immediately when a request arrives but is

delayed by the offset. This approach is called RFD, reserve-a-fixed-duration, as the channel is

arrival of
control packet

a) Inband terminator, IBT

burst
offset

t

t

burst
offset

b) Reservce-a-limited duration, RLD reservation
horizon

t

c) Reserve-a-fixed duration, RFD
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Figure 3.10: Scenarios for one-class reservation mechanisms
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allocated for a fixed duration corresponding to the burst transmission time. Proposal of RFD-

based reservation mechanisms are just-enough-time, JET, developed by Qiao and Yoo [106],

[104], Latest Available Unscheduled Channel With Void Filling, LAUC-VF by Xiong et. al.

[144], Tell & Go, TG, by Detti and Listani [38] and Void Filling by Tancevski et. al. [130]. JET

can be considered as the basic algorithm which is slightly modified in the other algorithms.

Tell & Go, TG, is a simplified version of JET (an option of JET) where no offset exists

between control and data. In order to compensate processing times, an FDL compensates

header processing at every node, see also Figure 3.2b.

LAUC-VF enhances JET by first trying to reserve bandwidth for a burst in a gap/void left over

from bursts and only if this fails trying to reserve a wavelength which is not yet segmented. In

Void Filling, an algorithm even sorts and eventually delays bursts in order to minimize gaps on

a wavelength.

State information comprises both, starting and finishing times of all accepted bursts, which

makes such a system rather complex. On the other hand and in contrast to Horizon and LAUC,

RFD-based mechanisms are able to detect situations where no transmission conflict occurs

although the start time of a new burst is prior to the finishing time of the already accepted burst,

i.e., burst n can be transmitted in between two already reserved bursts, see Figure 3.10c.

Hence, bursts can be accepted with a higher probability than in Horizon and LAUC especially

in case of large offset time variation, see Section 5.1.

3.4 OBS-QoS Mechanisms

An evolving questing in the context of IP-over-WDM is whether the optical layer can provide

service differentiation as service to the IP layer and thus plays the role of a convergence layer.

Therefore, OBS has to be enhanced, as yet, all reservation mechanisms discussed in Section

3.3 only support one service class. However, the ability of service differentiation of at least a

small number of service classes is crucial for the application of OBS in optical transport net-

works. It allows for control of traffic which is the basis for sophisticated networking (traffic

engineering, VPNs, ...) and also for charging and thus sophisticated marketing strategies. In

order to enhance OBS to also support service differentiation, three major challenges are faced

[41], namely

1. Limited time for burst header processing in core nodes.

2. No buffers in the core (beyond FDLs) to carry out scheduling.

3. No feedback about network status to the edge nodes in case of one-pass reservation.
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While the first challenge is compensated by electronically processing the BHP and delaying

data by a constant offset, the two latter post an outstanding problem. The requirement is to find

an algorithm to schedule bursts to outgoing WLs. Hereby, without relying on buffers, isolation

between FECs or service classes has to be achieved. Furthermore, the third challenge requests

for an answer how to control possible overload that can significantly degrade the QoS.

In order to find an appropriate solution to overcome some of the aformentioned challenges, dif-

ferent OBS-QoS mechanisms have been proposed. Figure 3.11 presents a classification of

those reported in literature which will be discussed in the following Subsections.

3.4.1 Offset-Based OBS-QoS Mechanisms

Offset-based OBS-QoS mechanisms add an additional offset between control information and

data, called QoS offset to the basic offset which compensates processing times of the BHP.

Depending on the priority of service class, the duration of such a QoS offset is varied. Hereby,

in contrast to intuition, higher priority classes have a greater offset. This offset-based OBS-

QoS mechanism is proposed by Qiao and Yoo in [105] for JET, however, any RFD-based one-

class reservation mechanism can be applied.

In Figure 3.12, a scenario with three wavelengths containing some reserved bursts each is

depicted. Herein, a low priority burst with no additional QoS offset and a high priority burst

with a QoS offset try to make a reservation on one of these three wavelengths. As can be seen,

the burst with the greater offset is able to reserve resources in advance to the low priority burst

and thus can make a reservation whereas the low priority burst cannot. In general, this results

in a lower burst loss probability than that of lower priority classes which tend to fill gaps

(voids) of higher priority bursts.

Borrowing books from a library can be considered as example to further explain this prioritiz-

ing mechanism. The number of wavelengths of a link corresponds to the number of copies of a

book owned by the library. At the time a book is borrowed, the time when the book is returned

Figure 3.11: Classification of OBS-QoS mechanisms
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is fixed. Prioritization is realized by introducing an offset time between reservation request and

reservation, e. g., a high priority group (e. g., professors) always reserve a book one week in

advance whereas a low priority group (e. g., students) make a reservation request for the same

day. Consequently, students tend to only be able to reserve books which are left over from pro-

fessors. If the mean borrowing time of a book is shorter than the additional QoS offset (than a

week), most of the books borrowed by the students are returned during the offset and thus are

available again for professors. In an extreme, professors do not realize students at all and only

compete for books among themselves.

A detailed modelling and performance evaluation of the offset-based OBS-QoS mechanism is

presented in Section 5.2, however, from this example, several system characteristics are imme-

diately obvious:

• The ratio between QoS offset and mean holding time of lower priority classes determines

the degree of service differentiation.

• Bursts of higher priority classes have a longer waiting time prior to being served. The

greater the mean burst size of low priority bursts, the longer the waiting time for higher pri-

ority classes in order to obtain the same degree of differentiation.

• Higher priority bursts segment wavelengths. As a result, lower priority bursts tend to reserve

only the gaps left over by higher priority bursts. Thus, shorter low priority bursts have a

lower burst loss probability than longer low priority bursts as they have a higher probability

to fit into those gaps. This is contradicting to control overhead which is low when low prior-

ity bursts are long.

Figure 3.12: Offset-based OBS-QoS mechanism
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• This scheme is non-preemptive. As long low priority bursts can block wavelengths, no com-

plete isolation is achieved. On the other hand, starvation of low priority classes is possible if

the offered traffic load of high priority bursts is not controlled.

3.4.2 Segmentation-Based OBS-QoS Mechanisms Based

Mechanisms classified as segmentation-based give up the principle that a burst is an atomic

unit and subdivide it in several independent segments. Independence is bought at the price of

an extra header for every segment which at least needs to contain routing information, the burst

length, segment number and a type field. The segment size compromises between the amount

of lost information in case of contention and the overhead (of header information) per burst.

In case of contention in the network, some segments1 of a burst are either discarded or

deflected whereas the remaining part of the burst can still be delivered to the egress. Compared

to a solution with the granularity of whole bursts, less bytes are lost. In Figure 3.13, an exam-

ple is depicted where the tail of an original low priority burst is discarded in order to be able to

carry the entire contending high priority burst.

Strategies which realize discarding segments of a burst can be differentiated in head or tail dis-

carding. Head discarding requires the adaption of the offset between header and start of burst.

On the other side, tail discarding has to compensate the problem that the header of a burst with

discarded tail has already been forwarded to the next node. For reservation of this burst, the

next node assumes the wrong (original) length which may result in another contention which is

no contention in reality as the burst has been shortened earlier.

1 The lost segments do not only use up the contention region, but also the switching time, see Figure 3.13. Thus,
a slower switching technology results in a greater amount of lost segments.

Figure 3.13: Segmentation-based OBS-QoS mechanism [137]
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OBS-QoS mechanisms which realize a segmentation-based scheme are proposed in [137],

[136] and evaluated in [123]. Here, a modified tail discarding mechanism is proposed which

only discards the tail of a burst if the total size of the contending burst is greater than the seg-

ments to be discarded. In addition to discard segments, deflection of segments is proposed.

Deduced from these options, a variety of different strategies can be found that differentiate

whether a burst is deflected first or segmented first and, in case it is segmented, whether the

segments are deflected or discarded.

Without modelling or analysis of such mechanisms, the following characteristics are immedi-

ately obvious:

• Overhead in Bytes is introduced by additional burst headers for every segment.

• Overhead in signalling is introduced in the core in order to inform successing nodes that a

burst was shortened.

• Greater networks result in smaller mean bursts, as low priority bursts tend to keep loosing

segments on their way towards the network egress.

• Smaller transport units require faster switching technology or are less efficient as switching

times get more significant, see Section 3.1.3. In contradiction to this, the avoidance of small

transport units is one of the major drivers for OBS.

• Depending on the strategy, complete isolation of the highest priority class can be achieved.

However, as this scheme is preemptive, it can result in starvation of lower priority classes.

• A major disadvantage of segmentation-based OBS-QoS is the increase of processing com-

plexity in the core as a node has to determine what to do in case of a contention and also

manipulate bursts on the data path. This stands in contrast to the assumption of transparency

and simplicity of OBS.

Therefore, segmentation-based OBS-QoS mechanisms will not be considered throughout the

rest of this thesis.

3.4.3 Active Dropping-Based OBS-QoS Mechanisms

Mechanisms which are based on active dropping implement a burst dropper in front of every

core node. Dependent on a dropping policy, some BHPs and their associated data are dropped

prior to reaching the reservation unit. Thus, the dropping policy represents an admission con-

trol policy for outgoing wavelengths, see Figure 3.14. By doing so, the offered load of a ser-

vice class can be controlled locally by every core node in order to maintain bandwidth on

wavelengths for other service classes. Accordingly, active dropping-based OBS-QoS mecha-

nisms prophylactically drop bursts and hence intervene before congestion occurs. In order to



– 51 –

perform the admission control fair, the burst length has to be known prior to dropping. This is

especially true as bursts originated from different service classes may have different traffic

characteristics like, e. g., different mean burst length, it is not sufficient to only consider the

number of dropped bursts. Accordingly, RLD as well as RFD mechanisms are suitable for

active dropping based OBS-QoS mechanisms.

Figure 3.14 depicts a burst dropping unit performing admission control in front of a core node.

Based on information the dropping control receives, e. g., from measurements, statistics on

BHPs, or from the reservation mechanism of the core node, it determines whether a BHP and

its corresponding burst is being dropped.

An example of a dropping scheme is called ‘intentional burst dropping’ and is reported in [35].

Hereby, the dropping policy realizes a proportional differentiation model1. The burst loss prob-

abilities of different service classes are kept proportional according to

(3.1)

where  is the QoS metric and  the differentiation factor for class .

Without modelling or analysis of such a mechanism, the following characteristics are immedi-

ately obvious:

• In general, burst loss (drop) probabilities do not depend on burst characteristics

1 Such a model is known from the DiffServ architecture (Section 2.2.2) where a scheduler realizes proportional
QoS. For an comprehensive overview, see [18].

Figure 3.14: Active dropping-based OBS-QoS mechanism
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• Depending on the admission control strategy, the realization can be very simple

• Burst loss probability is (slightly) higher compared to another class of OBS-QoS mecha-

nism as a case can occur where a lower priority burst is actively dropped in order to main-

tain bandwidth for a higher priority burst, but no higher priority burst arrives.

• Relative burst dropping implies that no absolute guarantees can be made as increased

offered traffic of any class may result in increased burst dropping for all classes.

• Active burst dropping is non-preemptive.

As shown by simulations in [35], bursts of different classes are always dropped according to

the desired ratio. Furthermore, an advantageous characteristic of this mechanism is that losses

do not depend on traffic characteristics and hence, can be completely controlled. These charac-

teristics, together with its simplicity, make such an OBS-QoS mechanism very promising.

However, a major disadvantage of this scheme is that no feedback is provided from the net-

work core to the edges and thus traffic volume of different classes cannot be controlled. Fur-

thermore, isolation between classes cannot be guaranteed. If the traffic volume of a low priority

class is significantly increased, and as a consequence the overall burst loss probability rises,

burst loss probabilities of all classes are increased. Therefore, such a scheme requires addi-

tional traffic control mechanisms.

Another example of dropping-based OBS-QoS is the Assured Horizon framework which is

published in [41] and [40]. This framework forms the core of this thesis, will be described in

detail in Chapter 6 and modelled as well as evaluated in Chapter 7.

3.4.4 Additionally Conceivable Mechanisms

Besides the OBS-QoS mechanisms classified in Figure 3.11, additional mechanisms are con-

ceivable. These mechanisms are based on assumptions which are not valid in general for all

OBS systems. However, for reasons of completeness, they will be shortly mentioned in the fol-

lowing.

Differentiation through buffering

If an OBS system makes use of sophisticated buffering, well-known concepts of electronic

scheduling and buffer management can be applied. Even if only simple FDL buffers are used,

differentiation of service classes with respect to burst loss probability can be obtained by con-

trolling access to these buffers.
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Deflection routing

As already indicated in Section 3.4.2, deflection routing can be carried out selectively for dif-

ferent service classes.

Protection and restoration

Protection and restoration schemes and thus differentiation with respect to reliability and ser-

vice availability can also be applied selectively for specific (various) service classes.
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Chapter 4

Teletraffic Fundamentals on Loss

Systems 4

Because of its generality, the theory of loss systems is today still applied as basis to dimension

resources according to blocking probabilities. In such a loss system, requests arrive to a system

with servers. In case any server is idle, it is occupied by an arriving request for a generally

distributed holding time, corresponding to complete sharing of all servers. If all servers are

occupied at the time a request arrives, the request is discarded1.

Dependent on the modelling of a real system, a request may be a connection setup request in a

(mobile) telephone network and the service time corresponds to the duration of the call, or the

arrival of a burst header packet is modelled as request and the transmission time of a burst as

service time. Both applications of the theory of loss systems have in common that requests are

not buffered and several servers are available to service requests. In case of OBS nodes, this is

due to the fact that buffers are not mandatory in the core and wavelengths can be modelled as

servers.

In the following, major teletraffic fundamentals on the M/G/n loss system as representative of

classless systems as well as multi-class systems with admission control strategies are reviewed

in Section 4.1 and Section 4.2, respectively.

4.1 M/G/n Loss Systems

The M/G/n loss system is a model in teletraffic theory where requests arrive according to a

negative-exponentially distributed interarrival time at a system with servers. Requests are

1 According to [118], this model description is identical to the dimensioning of a stochastic knapsack.

n

n



– 56 –

not distinguished in this model, i. e., it only covers one service class. In such a loss system, no

waiting time is caused as there are no buffers. Instead, the loss probability  is of interest.

The loss probability can be obtained by calculating the state probabilities of a one-dimensional

Markov chain. Although, for this calculation, a Markovian holding time distribution has to be

assumed, it can be shown that the result is also valid for generally distributed holding times,

see, e. g., [91] and [88]. Figure 4.1 depicts a state transition diagram of a loss system with

servers where requests arrive with an arrival rate . An occupied server terminates with rate

 where  denotes the mean service time.

From Figure 4.1, the steady state system equilibrium probabilities  can be obtained solving

(4.1)

and applying the normalization

(4.2)

Hereby, according to the PASTA-theorem (Poisson Arrivals See Time Averages), the loss prob-

ability equals the probability that the system is in state . is described by the famous

Erlang-loss formula that has been derived in 1917 [49], [50] (also called Erlang-B-formula).

(4.3)

Hereby, denotes the traffic which is offered to the system, and the normalized

offered traffic. As this formula is of central interest, the loss probability is evaluated depending

on its parameters  and .

Figure 4.2 depicts against the number of servers with as parameter. It can be seen

that a greater number of servers yields an exponential decrease in , e. g., if is increased

from 40 to 160 in a scenario with , is decreased by about six orders of magni-
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tude. This reduction of B is called economy of scale as the greater the number of servers, the

greater the probability that a request can find a server which is not occupied at the moment.

The slope of the decrease depends on . If approaches 1, the slope is very small

resulting in an only hardly reduced loss probability with increasing number of servers. Thus,

the increase of from 40 to 160 results in a loss probability which is only halved in case

.

In Figure 4.3, the loss probability is depicted against with the number of servers as

parameter. In this graph, also overload situations with are depicted. It can be seen that

an increased also yields an increased loss probability. For greater overload,

approaches roughly the same value despite the number of servers, i. e., a greater does not

yield a lower in greater overload situations. For smaller values of it can be seen that a

reduced results in a decrease in . The slope of this decrease depends hereby from the

number of servers and can be again explained by the economy of scale.

Summarizing this short discussion, a low loss probability can only be achieved by a large num-

ber of servers and which is controlled far below 1. This proposition is central for the

design of Assured Horizon in Chapter 6.

4.2 Multi-Class Loss Systems

The consideration of different service classes leads to a multi-dimensional Markov chain.

Hereby, comparable to the previous section, the interarrival time distribution of requests as

well as the holding time distribution of a server is assumed to be negative-exponential in this

section.
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In Figure 4.5, an example is depicted distinguishing two classes in a system with 4 servers

where requests always require one server. In this example, all requests are allowed to allocate a

server as long as one is available, i. e., no admission control mechanism is applied. This strat-

egy is known as complete sharing of resources. One major disadvantage of this strategy in the

here considered scenario where all requests have the same bandwidth requirement is that no

protection between classes is possible as one class can consume all system resources (system

states  and ).

In most cases, a differentiated treatment of service classes is required in order to obtain differ-

ent loss probabilities. In practice, an admission strategy controls the number of requests per

service class [114], [67], [118]. Figure 4.4 presents a classification of admission control strate-

gies. The opposite of complete sharing is complete partitioning where a fixed number of serv-

ers is allocated exclusively for a certain service class. As no class is allowed to use temporarily

unused servers of other classes, no multiplexing gain between classes is possible in such a sys-

tem. For calculation, it is simply a one-class loss system per service class and thus can be

solved with (4.3) obtained for the M/G/n loss system considering the reduced number of serv-

ers.

However, more interesting are policies where some resources are shared while a certain

amount is exclusively reserved to a class. Those policies which are denoted in Figure 4.4 as

hybrid strategies are partial sharing, trunk reservation and virtual partitioning.

In partial sharing admission control strategies, a part of the resources is exclusively reserved

per service class whereas the remaining resources can be reserved by all classes on a first come

first served, FCFS, strategy. A large subset are strategies which are coordinate convex (depar-

tures are never blocked, see also Figure 4.6). If additionally all transitions come in pairs, the

state probabilities can be obtained by a product form solution [118]. In [86] the validity of the

product form solution was extended to holding time distributions with rational Laplace trans-

form. In the example with an overall number of 4 servers depicted in Figure 4.6, one server is

exclusively reserved per service class whereas the remaining 2 servers can be occupied by any

p4 0, p0 4,

complete sharing hybrid strategies complete partitioning

Figure 4.4: Classification of admission control strategies

trunk reservation virtual partitioningpartial sharing
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of the two service classes. Therefore, in Figure 4.6, transitions to the system states and

are not allowed and these two states cannot be reached. For reasons of clarity, transitions

indicating a loss (which start and end at the same transition) are omitted.

In trunk reservation admission control strategies [114], [115], a request of class is only

admitted if not more than a class-dependent threshold number of servers are currently occu-

pied by requests of any class. Hence, service differentiation by a one-way protection of higher

priority classes against lower priority classes is realized by rejecting requests of lower priority

when the available number of resources in the system are less than a specified threshold. In lit-

erature, trunk reservation admission control is mainly applied in order to obtain the same loss

probability for classes of requests with different bandwidth requirements. A detailed overview

on research activities in the field of trunk reservation can be found in [132].

In [115], it is stated that the trunk reservation policy is generally better with respect to an

objective function value (e. g., total reward, see Section 4.2.3) and stability (e. g., choice of the

threshold and number of calls in the system) than the best coordinate convex strategy. Fur-

thermore, in [69] it is shown that under the assumption of same bandwidth requirements of all

classes as well as same mean holding times, a policy maximizing the reward rate is a trunk res-

p4 0,
p0 4,

0,0 1,0 2,0 4,0

Figure 4.5: State transition diagram of a two-dimensional system with four servers
with complete sharing admission control policy
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ervation policy with multiple priority levels. Because of the just listed favorable attributes of

trunk reservation, its theoretical background will be discussed in the following.

In Figure 4.7, the already known example with 4 servers is depicted for a trunk reservation

admission control strategy with no access restrictions for class 0 ( ) whereas class 1

requests are only admitted if not more than 2 servers are occupied ( ). From Figure 4.7,

it can be seen that not all transitions come in pairs and hence the product form solution cannot

be applied. Formulæ for the loss probability are derived in Chapter 4.2.2.

Virtual partitioning strategies see, e. g., [20], extend trunk reservation strategies by a dynamic

threshold which depends on the number of currently accepted calls of class . By doing

so, relative guarantees for blocking probabilities can be realized, see also [18]. However, as

detailed state information is required for this mechanism, it is not in the focus of this thesis and

will not be considered in the following.

4.2.1 Formulæ for Loss Systems with Complete Sharing

The system state is described by the number of requests of each class . Thus, the multi-

dimensional state space is of the order of the number of classes. In Figure 4.5, a state transition

q0 4=

q1 2=

0,0 1,0 2,0 4,0

Figure 4.6: State transition diagram of a two -dimensional system with four servers
with partial sharing admission control policy
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diagram is depicted for the case of two classes which require one server per request in a system

with 4 servers. The probabilities of state can be either obtained by a product form solution or a

recursive solution [132]. As the recursive approach is applied in Chapter 4.2.2, both

approaches will be introduced here shortly.

Product form solution

Probabilities of state can be obtained according to

(4.4)

Here, denotes the number of classes, the overall system capacity in number of servers and

the required number of servers per request of class with in all scenarios. However,

for generality, the formulæ are listed with in the following. Derived from (4.4), for the

blocking probabilities  of class  it follows

Figure 4.7: State transition diagram of a two-dimensional system with four servers
with trunk reservation admission control policy
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(4.5)

with

(4.6)

Recursive solution

For a large number of classes and servers, the following recursive approach yields the results

faster. Hereby, the multi-dimensional state space is mapped to a one-dimensional state space

according to a proper bandwidth discretization [132]. Under the assumption already made in

Figure 4.5 with a basic bandwidth requirement of one server, the reduced state space depicted

in Figure 4.8 follows.

Unnormalized steady state probabilities can be calculated by

(4.7)

Herby,  denotes the overall number of occupied servers.

Normalization yields

(4.8)
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Figure 4.8: One-dimensional state transition diagram of a two-dimensional system
with complete sharing admission control policy
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And finally, the blocking probabilities  for classes  can be obtained from

(4.9)

In [116], it is has been shown that the results for obtained by this recursive solutions are

exact, also for generally distributed holding times.

4.2.2 Formulæ for Loss Systems with Trunk Reservation

Based on the formulæ for the strategy ‘complete sharing’ obtained in Chapter 4.2.1, [132] pre-

sents also a recursive solution for loss systems with trunk reservation admission control.

In loss systems with trunk reservation admission control, a request of class is accepted if –

upon arrival – servers are available and not more than servers are occupied. For a class

which is not subject to trunk reservation (e. g., the highest priority class), . For the

approximation of probabilities of state, it follows:

(4.10)

with

(4.11)

In this context, the parameter is introduced which denotes the highest occupancy

where a request of class  is still admitted. Again, normalization yields
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Figure 4.9: One-dimensional state transition diagram of a two-dimensional system
with trunk reservation admission control policy
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(4.12)

And finally, an approximation for the blocking probabilities  of class  follows

(4.13)

4.2.3 System Reward

In order to determine the thresholds appropriately, class dependent rewards are granted

per admitted request in the system, see, e. g., [118], [69]. Thus, the overall reward can be

calculated according to

(4.14)

Hereby, denotes the probability of system state. If the rewards are given, an

optimized system is obtained by maximization of (4.14). For the following discussion, is

normalized by the maximum achievable reward  yielding

(4.15)
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Figure 4.10: Loss probability against num-
ber of servers ( )
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4.2.4 Performance Evaluation of Loss Systems with Trunk Reservation

All following evaluations are carried out in a scenario of a loss system with servers and

if not denoted differently. The offered traffic is generated from two classes with

the same traffic characteristics, and . Thus, in contrast to intuition,

the amount of high priority traffic is greater than the amount of low priority traffic. Such a sce-

nario is chosen because of the application in Chapter 6. Trunk reservation admission control is

applied where requests of class can use all servers whereas requests of class are not admit-

ted if more than  servers are currently occupied.

In Figure 4.10 and Figure 4.11, the loss probability of both classes as well as the overall loss

probability are depicted against the number of servers. Additionally, for orientation, the loss

probability of the classless M/G/n loss system is also depicted. In Figure 4.10, a greater degree

of service differentiation is chosen ( ) in contrast to  in Figure 4.11.

From both figures, it can be seen that is lower than as a result of the service differentia-

tion by trunk reservation admission control. Furthermore, is also lower than the loss proba-

bility in an M/G/n loss system. However, this improvement in performance of class 0 has to be

paid by an increase in as well as the overall loss probability . For a smaller value of ,

more requests of class 1 are blocked by the admission control mechanism and thus the overall

loss probability does not decrease as fast as is would without admission control. This can be

seen in Figure 4.10 where  only slightly decreases with increasing number of servers.

In Figure 4.12, the grade of service differentiation between class 0 and class 1 is evaluated.

Like in the previous figures, the loss probability is depicted against the number of servers. In

this graph, the amount of class 0 traffic is kept constant whereas the amount of offered traffic of

n
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class 1 (and thus the overall offered traffic) is increased. In Figure 4.12, is multiplied with

factors 1, 1.25, 1.5, 1.75 and 2, respectively. Hereby, an arrow indicates the direction of the

increase. It can be seen that an increase in also slightly influences . This behavior can be

also explained because of the small which has only a small impact on the overall system.

Thus, as already explained earlier, no total isolation between classes is provided.

The compromise between lower loss probability of class 1 and higher overall loss probability

as well as loss probability of class 1 is also visible in Figure 4.13. Here, the loss probabilities

are depicted against in a scenario with 20 servers. In case (requests of class 1 are

allowed to use all servers, independent of the current occupancy and thus a complete sharing

admission control policy is applied) both loss probabilities are the same and can be calculated

by the M/G/n loss system. The other extreme, where (no request of class 1 is admit-

ted) the loss probability of class 0 can be calculated from an M/G/n loss system with only

class 0 traffic whereas equals 1. also strongly increases as all class 1 request are

blocked.

In Figure 4.14 and Figure 4.15, the loss probability is depicted against for and

, respectively, in a scenario with 20 servers. In both figures, it can be seen that is

smaller than over the entire range of . This confirms that a service differentiation is

achieved between class 0 and class 1 over the entire range of . However, as already indi-

cated from Figure 4.10 and Figure 4.11, the grade of differentiation is smaller with greater .

In Figure 4.16, the normalized reward is depicted against the number of restricted serv-

ers for class 1 in a scenario with 4 servers which is also depicted in Figure 4.7. Hereby,

is always satisfied. The bound that is reached if only class 0 requests are admit-

ted is obtained in this scenario from
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(4.16)

For small , the overall system performance is optimized by not restricting any class 1

requests whereas for great values of , total restriction of class 1 request yields best results.

In between (see, e. g., and ), has a flat maximum indicating the

number of servers (trunks) which should be restricted for class 1.

Finally, in Figure 4.17, the loss probability is depicted against the share of class 0 requests for

the scenario of 20 wavelengths with . Both, and increase with increasing

share of class 0 requests. The increase of is caused by the increasing offered load of class 0

while the increase of can be explained by an increasing number of class 0 requests which

occupy wavelengths which are also available for class 1.

equals the loss probability of the M/G/20 system which does not differentiate between

classes if either all requests are originated from class 0 or from class 1, respectively. In

between, the graph of has a flat maximum, i. e., is increased if trunk reservation

admission control is applied. This is obvious, as trunk reservation rejects requests although not

all system resources are occupied. As a consequence, in order to minimize , it is advanta-

geous to have most requests of just one class.

4.2.5 Summary

Summarizing, trunk reservation provides service differentiation between a number of classes

over the entire range of load. The grade of service differentiation is determined by a fixed
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parameter per service class which compromises between a low overall loss probability and

small loss probability of high priority classes. Thus, the price that has to be paid for service dif-

ferentiation in loss systems with trunk reservation admission control is an increased overall

loss probability.

As trunk reservation thresholds as well as the number of servers which are currently allocated

is sufficient to determine whether a request is admitted or not, such an admission control mech-

anism is very simple, robust and independent of system states. However, it should be empha-

sized here, that although higher priority traffic is protected from lower priority traffic, no total

isolation is achieved.
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Chapter 5

Modelling and Performance Evaluation

of OBS-QoS Mechanisms 5

In this chapter, only those reservation mechanisms reported in literature are evaluated whose

granularity in the core is a whole burst, i. e., segmentation-based mechanisms introduced in

Section 3.4.2 are not considered. In Section 5.1, reservation mechanisms which only support

one service class are evaluated analytically and compared with each other. As already indicated

in Chapter 4, the theory of loss systems can be taken as basis for all evaluations. This is due to

the fact that buffers are not mandatory in OBS nodes and wavelengths can be modelled as serv-

ers. Thus, the basic conclusions drawn for loss systems in Chapter 4 are also valid for the fol-

lowing performance evaluations.

Section 5.2 concentrates on the offset-based OBS-QoS mechanism as this is the first and most

important mechanism reported in literature. Here, an approximative analysis of the offset-

based OBS-QoS mechanism JET is presented which was published first in [43] and an exten-

sion in [42]. In Section 5.3, performance evaluations are carried out by the approximative anal-

ysis presented in Section 5.2 as well as by simulations. The focus of this section is on short-

comings of the offset-based OBS QoS mechanisms which motivates the introduction of a new

OBS-QoS mechanism which overcomes these shortcomings.

All following evaluations have in common that collisions of burst header packets, BHPs, are

not considered and thus, an ideal signalling is assumed throughout the rest of this thesis.

Instead, only collisions on the data path are taken into account. Furthermore, all evaluations are

carried out in a one-node scenario. A discussion of additional effects arising in a network sce-

nario are presented in Appendix A.
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5.1 One-Class OBS Reservation Mechanisms

The performance of reservation mechanisms introduced in Section 3.3 can be expressed in

terms of burst loss probability. If evaluation is restricted to a single node case with fixed offsets

for all bursts the loss probability may be obtained analytically, see [43]. In the case of JET,

this also means that only a single service class is considered.

Under the assumption that BHPs (and in consequence data bursts) arrive according to negative-

exponentially distributed interarrival times with rate , Erlang’s B formula (4.3) can be taken

for calculating the loss probability of an M/G/n loss system. Consequently, all properties of the

M/G/n loss system which are discussed in Section 4.1 also apply for such a system.

In Erlang’s loss formula represents the number of servers in a loss system which in this con-

text corresponds to the number of wavelengths on a link. Hence, it is assumed that full wave-

length conversion is possible, i. e., a burst can change to any wavelength in case the wave-

length it arrives on is currently occupied on the outgoing fiber. The offered traffic relevant

for loss computation depends on the reservation mechanism. For Horizon and JET, the offered

traffic is simply the product of arrival rate and mean transmission time of a data burst. So

the loss probability of a burst is given for Horizon and JET by

. (5.1)

Note, that Horizon and JET have the same performance under above given assumptions as the

scenario where a burst is reserved in between two already reserved bursts does not occur in the

single node case with constant .

If JIT is applied as reservation mechanism the system behaves like a loss system with

increased offered traffic, resulting in the loss probability:
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(5.2)

The reason for this behavior is that each request blocks a channel for an interval whose length

is the sum of basic offset and burst transmission time . The increased load leads to a higher

loss probability of JIT compared to Horizon and JET, especially for large as demonstrated in

Figure 5.1. Therein, as well as in several following graphs, the burst loss probabilities are

depicted against the mean offset normalized by , i. e. , in order to ease interpretation.

A derived measure, especially interesting for dimensioning, is the maximum burst arrival rate

which can be allowed in order to not exceed a certain loss probability on a link with a

given number of wavelengths. From (5.2) it can be concluded that in case of JIT is

reduced by a factor of

(5.3)

as compared to Horizon and JET. Figure 5.2 indicates that JIT drastically remains behind JET

and Horizon even for relatively small . One can see from this figure that a JET/Horizon sys-

tem with 16 wavelength channels is even better than a 32 wavelength channel system using JIT

if .

In a network scenario (see also Appendix A), the offset values occurring in a node will not be

constant. Therefore, the influence of randomly varying is also investigated in Figure 5.1 by

simulations [161] as the analysis does not cover varying offsets. For JIT this has no effect, i. e.,

the loss probability can still be determined using (5.2). In the case of JET and Horizon, how-

ever, simulations show that this variation leads to higher losses (variable offset results in

Figure 5.1 are obtained for negative-exponentially distributed offsets and burst lengths). While

this effect is minor for JET, the loss probability significantly increases for a larger mean offset

when Horizon is applied. The conclusion is that the higher complexity of JET as compared to

Horizon results in better performance for varying offsets.

5.2 Approximative Analysis of Offset-Based QoS Mechanisms

In this section, an analysis of the burst loss probabilities of a JET-OBS node is presented,

which distinguishes multiple classes of bursts and was originally published in [42]. The mean

burst length is the same for all classes whereas the offsets can be arbitrary. The loss probability

is calculated for a WDM output link assuming full wavelength conversion capability. In Sec-

tion 5.2.1 the analysis is presented for two classes and in Section 5.2.2 it is extended to multi-

ple classes.
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Unlike the single class case where all bursts have the same fixed basic offset to compen-

sate switching and processing times – as mentioned in Section 3.4.1 – offset-based differentia-

tion is applied to introduce additional offsets for all but the least priority class, called QoS off-

set , which provide service class differentiation. For the following analysis, it is assumed

that class has priority over class if for positive , i. e., the highest priority class has

index .

If the basic offset and all QoS offsets are constant, the degree of isolation between two arbi-

trary classes solely depends on their effective offset difference, i. e., the constant basic offset

has no impact on isolation. This stems from the fact that a constant basic offset for all

classes can be interpreted as a constant shift in time of the reservation process and thus neither

arrival nor reservation events are reordered in time. This result has also been proven by simula-

tion for various arrival and service time distributions and offsets. Hence, is

assumed without loss of generality and the effective offset difference between class and

 can be introduced as

(5.4)

5.2.1 Single Node with Two Classes

5.2.1.1 Basic Formulæ

As introduced in Section 5.1, the loss probability of a one-class system can be obtained by

Erlang’s loss formula (4.3). In [151], it has been stated that the overall burst loss probablity

is kept constant for equal mean burst lengths regardless of the number of classes

which is called in [151] a conservation law. Thus, on the considered output link in a

two-class OBS node with total offered traffic can be obtained independently of ser-

vice differentiation as

. (5.5)

In order to calculate the burst loss probability of the high priority class , not only the

offered traffic of the high priority class has to be considered but also a fraction of the car-

ried traffic of the low priority class. This low priority traffic represents bursts which

started transmission prior to the arrival of the high priority BHP and are still being served when

the high priority burst starts, i. e., after the high priority QoS offset began. This additional

traffic stems from the fact that high priority traffic is not totally isolated from low priority traf-

fic. Thus,  is approximated by

. (5.6)

The burst loss probability of the low priority class  can be obtained solving
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δQoS
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(5.7)

with arrival rates and for this output link, respectively. This averaging weights burst loss

probabilities with respect to their occurrence.

For the carried traffic  it follows

(5.8)

where is the carried traffic of the low priority class at the time when the high

priority control packet arrives. is the complementary distribution function of the

forward recurrence time of the burst transmission time at time . It describes the probabil-

ity that a low priority burst which has already started transmission prior to some random obser-

vation time has not finished transmission within the period , see, e. g., [91]. In

the considered case, this observation time corresponds to the arrival time of a high priority

BHP. Finally, (5.8) is an approximation because in reality, longer bursts are discarded with a

higher probability, see also Section 5.3 for simulation results.

5.2.1.2 Iterative Solution

According to (5.6), (5.7) and (5.8), there is a mutual dependency between and .

Therefore, [42] suggests an iterative solution for above formulæ. The iteration is initialized

with estimates for loss probabilities of high and low priority classes, and .

These zero order estimates are given in (5.9) and can be derived from (5.5) - (5.7) by decou-

pling the high priority class from the low priority class which is equivalent to neglecting

.

(5.9)

Similar formulæ are also published by Qiao and Yoo [152] and yield lower boundaries for the

analysis if the QoS offset is very large (Figure 5.6 and Figure 5.7, see below).

The distribution function of forward recurrence time (see, e. g. [91]) of burst transmission time

is given by

(5.10)

where and represent the mean and the distribution function of the burst transmission

time, respectively. Finally, the amount of carried low priority traffic is determined by (5.8)

using (5.9) and (5.10)

λ0 λ1+( ) P⋅ Loss,all λ0 PLoss,0⋅ λ1 PLoss,1⋅+=

λ0 λ1

Y 1 ∆0 1,( )

Y 1 ∆0 1,( ) A1 1 PLoss,1–( ) 1 F1
f ∆0 1,( )–( )⋅ ⋅=

A1 1 PLoss,1–( )⋅
1 F1

f ∆0 1,( )–

∆0 1,

τ τ τ ∆ 0 1,+,[ ]

PLoss 0, PLoss 1,

PLoss 0,
0( )

PLoss 1,
0( )

Y 1 ∆0 1,( )

PLoss 0,
0( )

B A0 n,( )=

PLoss 1,
0( ) 1 λ1⁄ λall P⋅ Loss all, λ0 PLoss 0,

0( )⋅–( )⋅=

F1
f

t( ) 1 h1⁄ 1 F1 u( )–( ) ud

u 0=

t

∫⋅=

h1 F1 u( )



– 74 –

(5.11)

and can be inserted in (5.6) yielding a first order result for the loss probability of the high prior-

ity class . By application of (5.7) and the just derived result for a first order

result for the low priority class is obtained. Iteration until some precision criterion is

satisfied leads to  and .

5.2.2 Single Node with Arbitrary Number of Classes

5.2.2.1 Basic Formulæ

The burst loss probabilities for service classes with different QoS offsets is obtained by heu-

ristically generalizing basic formulæ (5.5) - (5.8) to an arbitrary number of classes [42]. This

is performed by considering all interferences from a class of lower priority on a class of

higher priority ( ). again follows Erlang’s loss formula as given in

(4.3). is calculated by taking into account its own offered traffic and the interfering

carried traffic components  originating from all lower priority classes

. (5.12)

In the multi-class case, an equation corresponding to (5.7) can be formulated for every set of

classes  with

(5.13)

where is the total loss probability of all classes in . Each class in experiences

additional interfering traffic  from each class  not belonging to

. (5.14)

These interference components are weighted by the arrival rate of class within – repre-

senting relative occurrence of class bursts in – and summed up over all and for given

. (5.15)
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Consequently, (5.12) and the set of equations in (5.13) completely describe approxima-

tions of burst loss probabilities for all  classes.

5.2.2.2 Iterative Solution

Again, [42] suggests the iterative solution of (5.12) - (5.15). Starting with (5.12) for the highest

priority class, (5.13) is repeatedly solved for with increasing class indices . Initial val-

ues for from (5.12) are calculated and for all other from set of equations (5.13)

assuming no interference, i. e.,

. (5.16)

These zero order estimates have been described in [152]. They yield lower boundaries in case

of perfect isolation with , i. e., no interference of classes. By evaluating (5.14) for

zero order estimates and inserting results in (5.12) and (5.13) first order results for all

can be calculated. Iteration until some precision criterion is satisfied leads to all burst loss

probabilities.

5.3 Performance Evaluation of Offset-Based QoS Mechanisms

In this section, a two-class OBS node is evaluated which provides service differentiation by an

additional QoS offset for a higher priority class indexed with 0 which is also depicted in

Figure 5.3. The number of wavelengths is assumed to be 8. The example of two different

classes is sufficient to work out the main characteristics of an offset-based QoS mechanism

without introducing unnecessary complexity. In, e. g. [151] and in Appendix A, evaluations of

a system with more classes are shown. As analytically obtained results for a higher number of

wavelengths indicate, the principle behavior of an offset-based OBS node does not change for

an increased number of wavelengths. For the following, a scenario is considered where the nor-

malized offered traffic is 0.6 with a share of 30% of high priority traffic. Comparable to the

k 1–

k
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Figure 5.3: Evaluation scenario of a two-class OBS node
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above introduced approximative analysis, the following results are published first in [43], [42]

and [55].

In Section 5.3.1, the impact of the interarrival time distribution is evaluated in order to motivate

why the M/G/n loss system is taken as basis for the approximation. Section 5.3.2 compares the

burst loss probability obtained by analysis and simulation and discusses the dependencies of

the low priority burst length distribution on the high priority burst loss probability. In Section

5.3.3, the impact of the actual burst length on low priority burst losses is shown. Section 5.3.4

discusses the impact of different burst lengths on the burst loss probability. Finally, Section

5.3.6 summarizes the results of this chapter and draws conclusions with respect to the applica-

bility of offset-based OBS-QoS.

In all evaluations in this section, bursts are not assembled from, e. g., IP packets. Instead,

bursts are generated directly according to a certain interarrival time and a burst length distribu-

tion. This traffic model is chosen in order to work out the impact of traffic characteristics on the

burst loss probability.

5.3.1 Impact of Interarrival Time Distribution

As the assumption in the approximative analysis that the burst interarrival time has Markovian

property seems to be very restrictive, simulations varying the burst interarrival time distribu-

tion of both classes are carried out. In Figure 5.4, burst loss probabilities of a high and a low

priority class for different uncorrelated interarrival time distributions1 and negative-exponen-

tially distributed burst lengths ( ) are depicted against the overall offered traffic. The

various interarrival time distributions are further characterized by the coefficient of variance,

1 The hyperexponential distribution satisfies the symmetry condition p . h1 = (1 - p) . h2 where p is the branch
probability and h1 and h2 are the mean values of the respective phases.
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CoV. It can be seen that changes in the arrival process have only small impact on the burst loss

probabilities of both classes. Thus, the model of a Poisson arrival process assumed for the

approximative analysis yields reasonable results even for different interarrival time distribu-

tions.

5.3.2 Impact of Low Priority Burst Length Distribution

In this section, mean burst transmission times of high and low priority bursts and ,

respectively, are assumed to be identical, i. e., . Figure 5.6 shows against the

QoS offset normalized by for different low priority burst length distributions. An upper

bound for the case of no isolation as well as a lower bound for perfect isolation (see Section

5.2.1.2) are included. The upper bound corresponds to a system without isolation. According

to Erlang’s loss formula (4.3) results can be obtained considering . The lower

bound reflects the case of total isolation and thus is obtained by Erlang’s loss formula and an

offered traffic . Hence, this bound reflects a minimal burst loss probability of the high prior-

ity class for all possible OBS-QoS mechanisms.

From Figure 5.6, it can be seen that the presented approximative analysis matches the simu-

lated curves quite well for all distributions. Furthermore, the strong impact of the forward

recurrence time of low priority bursts as indicated by (5.6) and (5.8) on the high priority burst

loss probability, is visible. If the coefficient of variation, CoV, of the low priority burst

length distribution is increased, the probability also increases that very long low priority bursts

occupy wavelengths for a long time and thus reduce the service differentiation. In case of, e. g.,

a hyperexponential distribution with , the lower bound of is approached very

slowly. The herefore required offset of the high priority class is too large to be realized and

hence, service differentiation according to the theoretical lower bound cannot be assumed.

h0 h1

h0 h1= PLoss 0,
δ0 h1

A A0 A1+=

A0

Figure 5.6: Impact of low priority burst
length distribution on ;

Figure 5.7: Impact of low priority burst
length distribution on ;PLoss 0, nWL 8= PLoss 0, nWL 64=

0 2 4 6 8 10

QoS offset / mean transmission time

10
-27

10
-24

10
-21

10
-18

10
-15

10
-12

10
-9

10
-6

10
-3

10
0

b
u
rs

t 
lo

ss
 p

ro
b
a
b
ili

ty
 o

f 
h
ig

h
 p

ri
o
ri
ty

 c
la

ss

neg.-exp.
hyperexp. CoV 2
hyperexp. CoV 4
uniform [0,2]

lower boundary

no isolation

0 2 4 6 8 10

QoS offset / mean transmission time

10
-4

10
-3

10
-2

10
-1

b
u
rs

t 
lo

ss
 p

ro
b
a
b
ili

ty
 o

f 
h
ig

h
 p

ri
o
ri
ty

 c
la

ss

simulation
analysis

neg.-exp.

lower boundary

hyperexp. CoV 2

hyperexp. CoV 4

no isolation

uniform [0, 2]

PLoss 0,

CoV 4= PLoss 0,



– 78 –

This result is especially critical as recent publications, e. g. in [65], proof that burst assembly

does not reduce the self-similar traffic characteristic. As a consequence, if no additional traffic

engineering mechanism is applied, it cannot be expected that the burst length distribution has a

small CoV.

Figure 5.7 shows that the principle shape of curves depicted in Figure 5.6 remains unchanged

for a higher number of wavelengths. Only the order of magnitude of losses changes drastically,

e. g., for 64 wavelengths the lower bound reduces to about . This characteristic system

behavior also emphasizes why it is acceptable to carry out simulations in a scenario with a

reduced number of wavelengths. Another intention of this graph is to show that very low burst

loss probabilities and thus reasonable performance characteristics for transport networks can

be achieved. Hereby, as already indicated during the discussion of loss systems in Section 4.2,

the significantly reduced burst losses are obtained through multiplexing gain for a large num-

ber of servers/wavelength and a normalized offered traffic which is far below 1.

5.3.3 Impact of Low Priority Burst Length

In Figure 5.5, an important impact of offset-based service differentiation on loss probabilities

is depicted. In this graph, is depicted against the burst transmission time normalized by

the mean burst transmission time. It demonstrates for a system with different offsets that the

loss probability of a low priority burst depends on the actual length of a burst. This behavior is

inherent to a system in which low priority bursts tend to occupy wavelengths in between

already reserved high priority bursts (see also Section 3.4.1). Thus, the probability to find a gap

of appropriate length is higher for bursts which are shorter than . It can be seen that the con-

ditional low priority burst loss probability as depicted in Figure 5.4 increases until the respec-

tive burst transmission time is as long as and stays constant from there on. The longer the

offset time, i. e., the greater the isolation, the larger is the difference between the burst loss

probabilities of a short burst and a very long burst. For the scenario of a QoS offset of five

times the mean burst transmission time, more than doubles for long bursts. A solution

to this problem could be to bound burst lengths within a short interval. However, this has the

disadvantage that several short bursts produce much more overhead concerning connection

management and signalling, which is especially undesirable for the low priority class.

5.3.4 Impact of Ratio of Mean Burst Lengths

In order to reduce processing overhead and increase efficiency for large volume bulk traffic,

longer low priority bursts might be advantageous. However, in order to maintain a certain

degree of isolation, larger low priority bursts result in a larger QoS offset and consequently a

longer pre-transmission delay for the high priority class. With respect to this trade-off, the per-

10 26–

PLoss 1,
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formance of an OBS node is evaluated depending on the ratio of the mean burst lengths

. In order to keep the offered traffic unchanged within each class

the arrival rates are adapted. Figure 5.8 shows against . In this graph, curves are

drawn for several offsets. As expected, is unchanged for varying if no offset dis-

tinguishes the classes. But even for very small offsets changes significantly with

. For shorter high priority bursts decreases while it increases for longer high pri-

ority bursts. Thus, a decreased can be achieved by operating the system with bursts

satisfying . This scenario contradicts and therefore is not covered

by the analysis presented in Section 5.2.

In order to get a deeper inside into this effect, the burst loss probabilities of both classes are

observed separately by simulations. From Figure 5.10 it can be seen that significantly

increases for decreasing . As already discussed in Section 5.3.3, this effect is caused by

the reservation mechanism itself, as low priority bursts in most cases fill gaps left over by high

priority bursts. Due to the higher number of arriving high priority bursts per time interval, the

link is fragmented and the length of gaps left for low priority bursts is reduced. It can be seen

that the burst loss probability increase is larger for lower . If the burst transmission time is

longer than the offset duration, a boundary value is reached. This boundary value increases for

decreasing . Again, very short bursts are not affected as they fit into small gaps left over by

higher priority bursts.

Resuming the above discussion, Figure 5.9 indicates that slightly decreases for shorter

high priority bursts. Together with the description of in (5.6) and (5.8) and the increase

of , the decrease of can be explained: High priority traffic experiences reduced

low priority interference due to higher low priority losses. Considering the significant changes

of the arrival rates over in (5.7) as well as the behavior of and , the depen-

dence of  on  depicted in Figure 5.8 can now be explained.
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Summarizing, on the one hand, it is desirable to have a small because it fits the idea of

short high priority, potentially real-time bursts and long bulk traffic low priority bursts, and it

results in a reduced . On the other hand, if is small, increases signifi-

cantly for longer low priority bursts. This is undesirable, especially as from the signalling and

processing point of view, it is much more efficient to transmit long low priority bursts.

5.3.5 Impact of Occupancy

For completion, , as well as their ratio are depicted in

Figure 5.11 against the total offered load which is equally increased for both classes. Here, like

in Figure 5.7, a scenario of 64 wavelengths is chosen. The offset is set equal to the mean

burst transmission time, which yields at a total offered traffic of 0.7. It can be

seen that a good grade of isolation is kept over the whole range of offered load. However, the

ratio increases with increasing occupancy. Furthermore, like already indi-

cated in graphs in Chapter 4, it can be seen that the occupancy has to be controlled in order to

keep  within reasonable boundaries.

5.3.6 Summary and Conclusions

Summarizing the qualitative evaluation in Section 3.4.1 as well as the quantitative evaluations

in Section 5.3, it can be stated for an offset-based OBS-QoS mechanism:

• The type of interarrival time distribution does not significantly influence burst loss probabil-

ities.
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• The burst loss probability of a higher priority class strongly depends on the burst length dis-

tribution of lower priority classes. Hereby, burst length distributions with a greater CoV

yield significantly increased losses.

• The burst loss probability of lower priority classes depends on the actual length of a burst.

Shorter bursts experience a lower probability to be lost.

• If bursts of different classes do not have the same mean burst length, is

not satisfied any more. Additionally, in a desirable scenario of short high priority bursts and

long low priority bursts, the burst loss probability of low priority bursts is significantly

increased.

• A good grade of isolation is kept over the whole range of occupancy. However, an addi-

tional mechanism to control the offered load is required in order to bound burst losses and

thus guarantee a certain grade of service, a requirement which is already generally pointed

out for loss systems in Section 4.1.

These results, especially the dependencies of burst loss probabilities on traffic characteristics

like, e. g., burst length distribution and mean burst length, are undesirable. A QoS mechanism

should yield service differentiation independent on traffic characteristics, especially from

lower priority traffic and thus, make the performance of service classes predicable and calcula-

ble. Furthermore, feedback from the network to the edges is required in order to be able to pro-

vide service guarantees. Such a feedback should be integrated into the reservation mechanism

or the OBS-QoS mechanism. Therefore, a new OBS-QoS mechanism called Assured Horizon,

see Chapter 6, is designed to overcome these shortcomings.

PLoss all, const=
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Chapter 6

The new OBS-QoS Framework Assured

Horizon 6

Based on shortcomings of OBS-QoS mechanisms presented in Chapter 3 and Chapter 5, a new

OBS-QoS framework called Assured Horizon is introduced in this chapter. Assured Horizon is

a combined framework for a burst assembly mechanism, a burst reservation mechanism as well

as the communication between them in optical burst switched networks [40], [41].

In Section 6.1, design goals of Assured Horizon and an overview are presented and the major

new contributions of Assured Horizon to the research community are outlined. Corresponding

to the three parts of the framework, the remainder of this chapter also consists of three parts:

the new bandwidth reservation mechanism is discussed in Section 6.2, the new burst assembly

mechanism is discussed in Section 6.3 and the new wavelengths reservation mechanism is

introduced in Section 6.4.

6.1 Design Goals and Overview of Assured Horizon

Section 6.1.1 lists the main design goals of Assured Horizon and Section 6.1.2 presents a brief

overview of this framework whose parts are discussed in more detail in Section 6.2 - Section

6.4. Section 6.1.3 outlines the major new contributions of Assured Horizon.

6.1.1 Design Goals

In general, the design goal of Assured Horizon is to overcome the three main challenges which

are faced when realizing QoS differentiation (see Section 3.4), namely (i) limited time for burst

header processing in core nodes, (ii) no buffers in the core (beyond FDLs) to perform schedul-

ing, and (iii) no feedback about the network status provided from the core nodes to the edge
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nodes by the one-pass reservation. Derived in the context of general loss systems in Chapter 4

as well as from the performance evaluation of an offset-based OBS-QoS mechanism in Chap-

ter 5, more specific requirements for a new OBS-QoS mechanism, which is in the focus of this

thesis, are:

• isolation of service classes,

• independence of burst losses from burst characteristics,

• invariance with respect to networking effects,

• provisioning of feedback from the network to the ingress without two-way signalling, and

• control of offered traffic by ’burst admission control’.

More general design goals are

• integration/utilization of GMPLS control, see Section 2.4.2, and

• accomplishment of as much header processing as possible at the ingress.

Thus, a kind of (distributed) scheduler has to be designed which considers and also takes

advantage of special requirements of the optical layer. Hereby, one of the greatest differences

to the electronic domain is the fact that optical random access memory is not available and thus

most scheduling principles which are well-known from the electronic domain [155] cannot be

applied here.

Assured Horizon can be classified to the class of active dropping-based OBS-QoS mecha-

nisms, see Section 3.4.3. This class of OBS-QoS mechanisms inherently satisfies most of the

requirements and design goals which have just been introduced. In this class of OBS-QoS

mechanisms, the burst dropper controls admission to the wavelengths reservation process

according to a dropping function which should be dimensioned in that way, that the burst loss

probability equals to the burst drop probability, i. e., every burst which passes the dropper can

reserve a wavelength. This allows to directly engineer the burst loss probability by the burst

dropping function.

Finally and perhaps most important, the overall design goal is a mechanism which is as simple/

incomplex as possible. Hence, it can satisfy the stringent time requirements which arise with

increased data rates and thus can be applied in real OBS networks.

6.1.2 Overview of Assured Horizon

Assured Horizon consists of three major building blocks

1. Coarse-grained (or static) reservation of a bandwidth envelope for every FEC
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The basic idea of Assured Horizon is the reservation of a timely coarse-grained or even

static amount of bandwidth for every forwarding equivalent class, FEC, between an ingress

node and an egress node by a protocol of the GMPLS architecture or statically by manage-

ment, respectively. This bandwidth envelope allows to control the accepted traffic by giving

feedback from the core to the edges whether the reservation envelope can be increased in

case it is dynamically adapted to the mean rate of a FEC. Additionally, as consequence of

this feedback, a timely coarse-grained or static ‘burst admission control‘ can be provided by

this framework which is the basis for any QoS guarantees.

The experienced burst loss probability is determined by the ratio of reserved bandwidth and

mean bandwidth of a FEC and hence can be determined independently for each FEC.

2. Policing and marking at the ingress by the burst assembly mechanism in a distributed way

In order to consider the challenge of little available time to perform burst header processing

in the core, a major part of the policing functionality can be carried out by the burst assem-

bly mechanism at the ingress in a distributed way. This functionality includes observation

whether the used bandwidth exceeds the reserved bandwidth envelope. Therefore, each

burst assembly mechanism has an assembly queue per FEC and marks bursts in a new field

in the BHP as compliant, C, or non-compliant, NC, with respect to its reserved bandwidth

envelope. Hereby, an algorithm compromises between the proportion of NC bursts and the

waiting time in the assembly buffer.

3. Central enforcement of policed bursts

The last building block of Assured Horizon is the active dropping-based enforcement of the

policing at each core node and thus the performance of a distributed burst admission con-

trol. Dependent on the load situation of a core node (whether a node is congested or not), a

core node either admits all bursts to the wavelengths reservation process in order to allow

for multiplexing gain or drops NC bursts in order to increase the probability of C bursts to

successfully reserve a wavelength and hence guarantee a certain burst loss probability of C

bursts.

In order to further explain the meaning of the three building blocks, they are compared with an

electronic scheduler with queueing which is an analogon in the electronic domain. The

reserved bandwidth envelope in Assured Horizon corresponds to a weight at a weighted sched-

uler, e. g., weighted fair queueing, WFQ [155]. This comparison confirms that the bandwidth is

only adapted in a timely coarse-grained or even static manner as weights at a weighted sched-

uler are also not adapted at the same time level as an IP packet.

The traffic share in this framework which is marked as compliant corresponds to packets which

are guaranteed to experience less than a certain queueing delay whereas non-compliant traffic

uses the excess bandwidth and thus allows for multiplexing gain. So, generally, the major dif-
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ference to the electronic analogon is that queueing in the electronic world corresponds to drop-

ping in this approach. However, the queueing probability of an electronic scheduler cannot be

mapped directly to the dropping probability in this approach as some contention can be

resolved in the frequency domain by wavelength conversion. Furthermore, FDL buffers might

be included in an architecture to further reduce the burst loss probability and thus to reduce

retransmissions which are possibly initiated by higher layer protocols [53], [56], [122].

6.1.3 Major new Contribution of Assured Horizon

The framework Assured Horizon provides the following major new contributions:

• Introduction of feedback from the core to the edges

This is the basis to control the offered traffic while still allowing for multiplexing gain. As a

consequence, some sort of ‘burst admission control’ can be carried out. Hereby, the burst

admission control mechanism is based on the simple but very efficient trunk reservation

admission control mechanism introduced in Section 4.2.

• Intelligent ingress nodes

The intelligence is shifted from the core to the edges and thus from optical core routers to

electronic assembly nodes. By doing so, a distributed scheduler can be realized without

mandatory use of queues.

• Provisioning of service guarantees

Burst admission control allows to guarantee a certain burst loss probability. As these guar-

antees are independent of traffic characteristics of other classes, isolation between classes

can be obtained.

• Stateless core network

In order to have a very simple optical core network, Assured Horizon realizes a stateless

core, an idea which was published first in a different context in [128].

6.2 Bandwidth Reservation Mechanism

For every FEC between an ingress node and an egress node including all intermediate core

nodes, a bandwidth reservation envelope has to be set up and maintained. This reserved

bandwidth envelope allows for traffic isolation between FECs and is the basis for feedback

from core nodes to the ingress node about the network congestion status. Thus, is the major

building block for QoS guarantees in the Assured Horizon framework.

i

ri

ri
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Bandwidth reservation for a FEC results in a QoS architecture with a granularity between

class-based (e. g., DiffServ, Section 2.2.2) and flow-based (e. g., IntServ, Section 2.2.2). In

order to comprise between the advantages of both approaches and to get rid of their disadvan-

tages, reservation in Assured Horizon is ‘class-based per path’, i. e., aggregates of flows with

the same ingress and egress nodes. This is especially efficient as bandwidth is only reserved on

a per-class basis. Additionally, protection between traffic of the same service class but origi-

nated from different ingress nodes /destined to different egress nodes is provided.

The allocation factor is the ratio of the reserved bandwidth envelope of a FEC

and its mean bandwidth . Starting from , the greater , the greater the probability

that also a temporarily greater arrival rate is fully covered within and thus can be delivered

without any losses to the egress node. Consequently, directly determines the QoS that is

experienced in the network and thus has to be carefully determined. This concept is also

reported in literature as reservation for effective bandwidth, see, e. g., [87] for a comprehensive

overview. A discussion how to determine  is presented in Section 7.1 and Section 7.3.

As is crucial for the QoS, may be adapted to in order to keep reasonable constant.

However, this adaption should be of a granularity which is much coarser than the one of a

mean burst duration. A protocol, e. g., of the GMPLS family is required to perform this

dynamic bandwidth management. Such a scheme will be assumed throughout the rest of this

thesis. The functionality of such a dynamic bandwidth management scheme is depicted in

Figure 6.1 and – in a slightly different context – a more detailed description and analysis can

be found in, e. g. [96].

Hereby, an ingress node and a core node play a different role. Whereas the core node only has

to remember the accumulated reserved bandwidth of all FECs passing it, an ingress/assembly

node is responsible to observe the mean bandwidth of every FEC and – in case of a significant

f i ri mi⁄= ri

mi f i 1= f i

ri

f i

f i

time

bandwidth

Figure 6.1: Dynamic bandwidth management scheme

reserved
bandwidth envelope
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change of – signal towards the egress node the adapted new bandwidth requirement. In

Figure 6.2, the signalling is depicted schematically. This signalling can be carried out by, e. g.,

a signalling protocol of GMPLS, see Section 2.4.2.1.

The functionality which has to be covered by such a signalling protocol is the request of more/

less bandwidth for a FEC. As a core node only remembers the accumulated reserved band-

width1, the delta of bandwidth which is additionally required/can be released is sufficient to be

contained in the signalling message. In case of greater required bandwidth, every intermediate

node checks whether the request can be granted. If the additional bandwidth can be granted,

the node pre-reserves the bandwidth and forwards the request towards the egress node. If the

egress node is reached, it signals back a positive acknowledgement, ack, in order to indicate

that the pre-reserved bandwidth has to be reserved. In case it cannot be granted, the request is

rejected and dependent on the applied signalling protocol, this information is signalled back

towards the ingress node as negative acknowledgement, nack, and the pre-reserved bandwidth

is released. A more detailed specification of such a signalling protocol is out of the scope of

this thesis.

This signalling is the basis for a so-called coarse-grained ‘burst admission control‘, BAC. As

every core node between ingress and egress node has to agree to an increase in bandwidth, a

reservation request and thus an increase in offered traffic to the wavelengths reservation pro-

cess can be rejected. Thus, a burst switch can control the amount of (admitted) traffic in order

to avoid overload situations, a requirement which is the outcome of general evaluations of loss

systems in Chapter 4 as well as the performance evaluation of the OBS-QoS mechanism JET

in Chapter 5. This is also the basis for QoS guarantees in the Assured Horizon framework.

1 Remembering only the accumulated reserved bandwidth allows to keep the core stateless with respect to FECs
and also simplifies/accelerates the reservation. However, a solution where core nodes hold state information for
different FECs would also be possible.

f i

ingress node core node core node egress node

req

req

req

(n)ack

(n)ack

(n)ack

Figure 6.2: Signalling to increase/decrease reserved bandwidth envelope
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However, for simplicity, it is also possible to apply static reservation envelopes which partition

the link according to any (non-technical) policy. Such a static reservation envelope can be

setup and changed by a network management system.

6.3 Burst Assembly Mechanism

Besides aggregating flows of arriving IP packets and assembling them to bursts, the burst

assembly mechanism in the Assured Horizon framework has a variety of different tasks in the

context of QoS support. Among these tasks which are integrated in the assembly mechanism

are the observation and policing of the bandwidth reservation envelope per FEC. Hereby, clas-

sification and aggregation of arriving IP packets to a FEC, the decision how many FECs exist

between an ingress node and an egress node as well as management of a FEC (e. g., setup and

constrained-based routing) are assumed to be carried out by GMPLS, see Section 2.4.2.

The burst assembly mechanism has an assembly queue and a timer for every FEC, see also

Figure 6.4. It observes whether the offered traffic exceeds by marking bursts as compliant,

C, or non-compliant, NC, dependent on a burst conforming to or not. As already discussed

in the previous section, the greater , the greater the share of C bursts and thus the better expe-

rienced QoS. The length of a burst which is assembled follows

(6.1)

with the interarrival time since the last timeout (which may be greater than the timeout

interval ). Hence, greater as well as greater yield longer bursts. As in a real imple-

mentation, it is not meaningful to split an IP packet in two bursts, may be exceeded by the

maximum length of an IP packet.

In order to consider the greater amount of Bytes that has been sent or to use some bandwidth of

previous intervals which have not been used, may be adapted according to the well-known

exponential weighting following

(6.2)

with being the estimate of in the interval and a normalization constant .

Dependent on , this exponential weighting allows also to use same amount of bandwidth

from previous timeouts that has not been used so far. However, exponential weighting of is

just an option and the burst assembly mechanism also works fine if is always determined

according to (6.1).
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In order to indicate whether a burst is C or NC, a new field in the BHP called burst drop prior-

ity, BDP, is introduced. The name of this field follows an idea in ATM where a bit in the ATM

header called ‘cell loss priority’, CLP, indicates a cell exceeding its reservation, see, e. g. [89].

In the core, all evaluations to support service differentiation are solely based on that new BDP

field and thus, no calculation has to be carried out upon arrival of a BHP. In the following, a

purely time-based algorithm is presented and also illustrated in Figure 6.3 which applies the

basic marking scheme:

1. Upon arrival of an IP packet, the packet is classified by GMPLS to a FEC and forwarded to

the respective queue and the respective timer is set to  (if it is not already set).

2. When a timer of a FEC expires, the assembly unit assembles a burst of maximum length

which is still compliant to according to (6.1) or (6.2). In case the resulting burst length is

shorter than a defined minimum burst length, the burst may be padded. This burst is

released into the network.

3a. If the accumulated length of the IP packets remaining in the assembly queue exceeds a

threshold , they are all sent in a second burst marked as NC. In order to further control

the offered traffic of a FEC, an option of this algorithm may bound the number of Bytes

per FEC sent as NC.

3b. Otherwise, the non-compliant IP packets remain in the assembly buffer, the timer is set to

 and arriving IP packets are added until the next expiration of the timer.

τ i

ri

σi

Figure 6.3: Burst assembly mechanism
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The threshold compromises between the proportion of NC bursts and the waiting time in

the assembly buffer. If is very small, a second burst marked as NC is generated every time

not all packets are sent out in a C burst. Thus, as a limit, the amount of burst may be doubled.

However, the waiting time in an assembly buffer is bounded to for this case. On the con-

trary, a great results in very little additional bursts but possibly long (unbounded) waiting

time, see Section 7.1.3.

6.4 Burst Reservation Mechanism and Burst Dropping

The design of a bandwidth reservation mechanism has to distinguish between a reservation

mechanism at an access node where bursts are assembled and are waiting in an electronic

buffer and a reservation mechanism in the core where no buffers are available.

6.4.1 Reservation at the Edge

A local reservation mechanism controls the access to wavelengths at an edge node where

bursts are assembled. The difference to a core node is hereby, that these bursts are still in the

electronic domain and hence can be buffered in a random access memory before being trans-

formed to the optical domain. Consequently, an electronic scheduling algorithm with queueing

can be applied to schedule bursts to outgoing wavelength channels. A model of this is depicted

in Figure 6.4. Here, burst assembly queues sent bursts to ‘sending queues‘ which are still elec-

tronic and can be scheduled according to any scheduling strategy.

σi

σi

τ i

σi

...

...
.. ...

E
O

IP traffic and classi-
fication to FECs

assembly queues
per FEC

sending queues
and scheduling

optical trans-
formation

wavelength
channels

Figure 6.4: Model of burst assembly and local reservation mechanism

burst assembly control
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The most simple solution is to apply just one sending queue and hence schedule all burst

according to first come first serve, FCFS. However, especially for a large number of FECs and

different service classes, this might result in undesired waiting time for C bursts. Therefore, it

is more appropriate to apply two sending queues, one for C bursts and one for NC bursts. In

order to minimize the waiting time for C bursts, a scheduling algorithm always prioritizing C

bursts fulfills the requirements and is very simple to realize. Additionally, it already follows the

design principle in the core where only C and NC bursts are distinguished no matter to which

service class they belong to. In case of reasonable dimensioning of the reservation envelopes,

their overall sum is smaller than the link capacity and thus, starvation of NC bursts cannot

occur. If, however, additional isolation between bursts of the same service class but different

FEC is desired, more sending queues can be applied. These sending queues of the same prior-

ity can be scheduled according to weighted fair queueing, WFQ, or an approximation of it,

e. g., self clocked fair queueing, SCFQ, see [155] for a comprehensive overview on scheduling

algorithms.

Assuming reasonable dimensioning of the reserved bandwidth, it can be expected that no C

burst is lost at the edge of the network due to an overflow of a sending buffer. On the contrary,

depending on the traffic characteristics, NC bursts may be lost in case of great overload.

6.4.2 Reservation in the Core Supported by Active Dropping

In contrast to the just described local reservation mechanism at ingress nodes, the global reser-

vation mechanism at core nodes cannot be based on queueing-based scheduling as no optical

random access memory is available. However, in order to be able to control burst losses, a res-

ervation mechanism which does not distinguish between bursts, see Chapter 3.3 is supported

by an active dropper which realizes an admission control to the wavelengths reservation pro-

cess, see Chapter 3.4.3. For simplicity, Horizon [134] is chosen as wavelengths reservation

mechanism. However, any other mechanism which carries out complete sharing of wave-

lengths can be applied in this framework.

The major task of the burst dropper is to support the reservation mechanism by dropping NC

bursts before contention occurs and thus before reserved C bursts have to be discarded because

they cannot find an available wavelength1. Hence, the burst dropper carries out burst admission

control functionality which is distributed throughout the whole core network. The difficulty

hereby is the grade of dropping. If too few bursts are dropped, the isolation between FECs is

only weak and as a result NC bursts can interfere with C bursts. However, if too many bursts

are actively dropped, the overall burst loss probability increases as there may be the case that

1 The intention of this proposed active dropping is very different from the active dropping called random early
detection, RED [51] which is proposed in the context of TCP. Whereas dropping in RED aims to signal back to the
TCP sender to throttle the sending rate, dropping in the context of Assured Horizon aims to leave available resourc-
es (wavelengths) unused in case a reserved burst will arrive in future.
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an NC burst is not admitted and no C burst follows that can reserve the left over wavelength.

Thus, a compromise for a good dropping strategy has to be found.

In order to reduce the complexity and thus also the processing time in the core, a very simple

dropping mechanism is suggested for the Assured Horizon framework. Hereby, the decision

whether a burst has to be dropped or not is directly based on information which is available in

the BHP without the necessity to carry out any calculations.

Following the general evaluations of multi-class loss systems presented in Section 4.2, the

dropping mechanism of Assured Horizon is based on the trunk reservation admission control

mechanism. By trunk reservation admission control, a burst of class is only admitted if the

normalized occupancy of the system does not exceed a class-dependent threshold whereas

the highest priority class is always admitted, i. e., .

As core nodes of Assured Horizon only know two classes of bursts, C and NC, trunk reserva-

tion admission control with two classes, comparable to the introduction of trunk reservation in

Section 4.2.2 is applied. Here, C bursts have the highest priority and are always admitted to the

wavelengths reservation process whereas NC burst have lower priority and are only admitted if

i
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– at the time a BHP arrives – the normalized occupancy of the system does not exceed

. Hence, as also depicted in Figure 6.5, a core node only knows two states, a

regular state where all bursts are admitted and a congestion state where only C bursts are

admitted. In the example depicted in Figure 6.5, the already known system from Chapter 4

with four wavelengths is depicted with . Here, the regular state comprises the sys-

tem states (0,0), (1,0), (2,0), (0,1), (1,1) and (0,2) and the congestion state all other states that

can be reached. The system state (0,4) does neither belong to the regular state nor to the con-

gestion state as it is never reached. As can be seen from Figure 6.5, trunk reservation admis-

sion control leaves from all states the last wavelengths for the exclusive use of C

bursts.

The functionality of admission control is also depicted in Figure 6.6. Here, for the regular state

and the congestion state, a respective specification in specification and description language,

SDL (see, e. g., [90]), of the functionality is depicted. In regular state, upon arrival of a new

burst, the burst is forwarded to the wavelengths reservation process and the burst dropper waits

for the next arrival. In congestion state, a new arrived burst is only forwarded if it is marked as

C whereas NC bursts are dropped.

State changes of the burst dropper are triggered from the wavelengths reservation mechanism

dependent on the number of currently allocated wavelengths which is taken as a measure

of the current occupancy. If the dropper is in congestion state. Hence, neither the
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dropper nor the reservation mechanism is required to perform any calculations to determine if

a burst is dropped. An SDL-specification of the functionality of the reservation process mecha-

nism is depicted in Figure 6.7. In this graph, it is distinguished whether a burst transmission

ends or a new burst arrives.

Upon arrival of a new burst, the wavelengths reservation mechanisms (according to Horizon) is

carried out. If it is successful, an internal variable counting the number of currently allocated

wavelengths is increased and – if the system state changes – the dropper is informed and the

system waits for the next arrival. If the wavelengths reservation process is not successful, the

burst is dropped. If the end of a burst transmission occurs, the counter is decreased and,

depending whether the system state is changed, the dropper is informed before the system

returns to the idle state.

As already generally discussed in the context of Figure 4.13, dimensioning of depends on

the objective for the carried traffic and is a trade-off between overall burst losses and isolation

between FECs. The aim is that at the objective for the carried traffic, only a negligible number

of C bursts cannot find an outgoing wavelength and thus have to be discarded from the reserva-

tion mechanism. By doing so, this OBS-QoS mechanism realizes isolation between FECs, as

most bursts which are marked as C can find an outgoing wavelength. Accordingly, this traffic is

guaranteed a negligible burst loss probability. In this scheme, there is no isolation between NC
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bursts which all experience the same service. Multiplexing gain is achieved by (dynamic) par-

tial sharing of wavelengths between C and NC bursts. The dynamic results from dedicating the

last  not allocated wavelengths to C bursts.

A possible extension of the trunk reservation mechanism to more than two classes is also pos-

sible. In such a scheme, marking at the network ingress has to differentiate NC bursts of differ-

ent service classes whereas it does not make sense to distinguish between C bursts of different

service classes. However, as this option of Assured Horizon makes the system more compli-

cated, it is not in the focus of this thesis and will not be considered in the following.

n qNC–
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Chapter 7

Modelling, Analysis and Performance

Evaluation of Assured Horizon 7

In this chapter, the framework Assured Horizon which was introduced in Chapter 6 is evalu-

ated with respect to its performance, see also [39]. In Section 7.1, an approximative analysis of

the NC traffic share and the resulting burst loss probability is presented. In Section 7.2, the

evaluation scenario as well as traffic model and system parameters are introduced. Finally, in

Section 7.3, a detailed analytical and simulative performance evaluation is presented and dis-

cussed.

7.1 Approximative Analysis

The approximative analysis of Assured Horizon is also subdivided in two parts – policing

including marking of bursts and enforcement – like the framework itself, see also Section 6.3

and Section 6.4 as well as Figure 7.2 and Figure 7.3. Policing of burst traffic at the edge of the

network possibly leads to generation of NC bursts. This process depends on the reserved band-

width envelope , the threshold and the timeout interval of an assembly buffer as well

as IP traffic characteristics. The probability to generate an NC burst is analyzed in

Section 7.1.1. Based on the share of NC bursts and the theory of trunk reservation admission

control introduced in Section 4.2 the drop probability as well as the loss probability are

obtained analytically in Section 7.1.2. Finally, in Section 7.1.3 an upper bound of the waiting

time in an assembly buffer is obtained.

For simplicity of the formulæ, an index indicating an assembly queue is only considered in

Section 7.1.2 where different assembly queues interact.

ri σi τ i i
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7.1.1 Analysis of the NC Share

Marking of bursts in Assured Horizon can be considered as a renewal process where the depar-

ture of an NC burst is a renewal point as at that instance in time, an assembly buffer is com-

pletely emptied, see Figure 7.1. Therefore, the following analysis starts at such a renewal

point. Random variable denotes the amount of Bytes arriving at an assembly buffer

within time interval .

(7.1)

is the probability that exceeds . An NC burst is generated if the inflow to an assembly

buffer is greater than its outflow plus a threshold . Under assumption of heavy traffic, a burst

assembly buffer is a time-discrete system where C bursts are generated at multiples of , see

Figure 7.1 and Figure 7.2. This is an approximation, as – in case an assembly buffer is empty –

a new time interval begins if a new packet arrives to the assembly buffer and thus two consecu-

tive timeouts may happen at a greater interval than . Thus, for the generation of an NC burst,

 with (7.2)

has to be satisfied. As a second heavy traffic approximation, the outflow is estimated by the

maximum outflow which is . Then, (7.2) can be inserted in (7.1) yielding the excess prob-

ability of  in any interval smaller or equal to

 with (7.3)

However, for smaller inflow within a time interval and a small amount of Bytes in the assembly

buffer, the outflow within the considered time interval may also be smaller. Thus, within sev-

eral accumulated time intervals, an NC burst may be generated although is not

exceeded. As a consequence of this second approximation, may underestimate

the real excess probability.

In order to obtain the probability that an NC burst is generated in the th interval ( ), it has

to be also considered that no NC burst is generated in previous intervals, thus
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, (7.4)

needs to be satisfied. Finally, the share of NC bursts, , is obtained from (7.4) by summa-

tion over all intervals and multiplication with the factor which considers, depend-

ing on the interval , the percentage of NC bursts.

. (7.5)

Hereby, it is assumed that a non-zero reservation envelope exists and thus a C burst is sent out

after each timeout interval as also depicted in Figure 7.1. For the share of C bursts

(7.6)

follows directly. Summarizing, (7.5) and (7.6) describe the outcome of the marking process of

one assembly queue. As the marking processes of different assembly queues are independent

of each other, can be obtained independently for each assembly queue. is a very

important performance metric, as admission to the wavelengths reservation process is only

based on the share of NC bursts of class , , and the occupancy of outgoing wavelengths.

7.1.2 Analysis of Burst Loss Probability

In order to obtain the burst loss probability of a class , the probability that an NC burst

of any class is actively dropped, , and thus not admitted to the wavelengths reserva-

tion process is calculated, see Figure 7.3 for the applied scenario. Herefore, has to be

considered according to
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(7.7)

with offered traffic of FEC yielding separation of traffic in C and NC bursts (without dis-

tinction of classes) as it is seen by a core node. Based on this traffic, a two-class system (C and

NC bursts) with TR has to be solved according to (4.13) yielding and . This

now explains why the focus in Chapter 4 is on loss systems with only two classes. However, as

C bursts are always admitted, only is required. Afterwards, the drop probability of a

class ,  can be obtained according to

(7.8)

as is independent of service classes. Thus, differentiation with respect to is

only caused by different marking of bursts, i. e., . If, in contrast to the recommended

operation in Chapter 6, the system is not properly dimensioned or no internal FDLs are

applied, bursts that have already passed the admission control unit may fail to reserve a wave-

length. Those losses, called , have to be considered to obtain  according to

. (7.9)

In case of recommended operation,  can be neglected and  follows

. (7.10)

7.1.3 Upper Bound for the Waiting Time in an Assembly Buffer

Besides the marking process at an assembly buffer which influences the burst loss probability

, the maximum waiting time in an assembly buffer is of interest and will be evalu-

ated in the following.

The worst case of the waiting time in an assembly buffer happens to a packet that – together

with the packets already in the buffer – just exceeds threshold but not . Further-

more, until the time when the packet is assembled to a burst and sent out, is not

exceeded, i. e., the packet is sent out in a C burst.

According to (6.1), C bursts of length Bytes1 are sent every seconds. Consequently,

 can be calculated individually for each assembly buffer by

1 As packets have a discrete length and are not split in different bursts, the burst length of a C burst can exceed
 by the maximum length of a packet minus one Byte.
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. (7.11)

Where denotes the smallest integer which is greater or equal to . Form (7.11) it is obvi-

ous that a greater threshold or a greater timeout interval yield longer maximum waiting

time. On the other hand, can be reduced by greater reservation envelope individually

for each assembly buffer.

7.2 Evaluation Scenario

7.2.1 Traffic Model

The traffic model which is applied in the following evaluations is the burst process1

which is also called Poisson burst process, PBP, see, e. g., [114], [18]. denotes here the neg-

ative-exponentially distributed interarrival time, denotes a general burst length distribution

and indicates that an infinite number of sources are superimposed. Mathematically, it is a

limit of the superposition of on-off sources where the number of sources as well as the mean

off duration of a source approaches infinity whereas the mean on time as well as the total mean

rate are kept unchanged. As a result, each source is active only once [114].

A PBP is often suggested as simple model for aggregated traffic as it is close to the real traffic

behavior (see, e. g., [100], [18], [17]) and already considers correlations between packets. In

case of a Pareto distributed holding time with parameter it creates a self-similar process.

An additional interesting property of such a process is that a superposition of independent PBP

with the same burst length distributions is again a PBP with the sum of the arrival rates of the

original PBPs [100]. However, it is still a model and thus a rough approximation as protocol

specific characteristics, e. g., from transport control protocol, TCP, are not considered.

Bursts which are generated by such a PBP are called files in the following in order not to con-

fuse these bursts with data bursts in OBS. Furthermore, this notation also indicates that data

generated by a PBP can be interpreted as files. A file is segmented in packets of maximum

length and a packet containing the remaining Bytes. These packets are sent out according to a

maximum link speed. For the following analysis, the maximum link speed is assumed to be

infinite, i. e., all packets belonging to a file arrive at the same time at the assembly buffer which

is a worst case approximation. Evaluations per simulation will show the effects of a reduced

maximum link speed which is equivalent to traffic shaping.

In Figure 7.4, an example of a file arrival process and the resulting packet arrival process is

shown. In this figure, the correlation between packets is visible. Hereby, packets belonging to

1 This burst process model should neither be confused with the queueing system which has the same notation,
nor with the term burst in optical burst switching.
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different files are treated if they have an access link each, i. e., packets of different files are not

subject to be shaped. This is shown in Figure 7.4, where packets belonging to file 2 and file 3

overlap.

In order to determine the overall burst loss probability, according to (7.3) is

required and will be determined in the following sections.

7.2.1.1 File Length Independent Calculations

From, e. g. [91], it is known that the amount of arriving Bytes in a time interval of such a

PBP is a compound distribution. The outer distribution is the distribution of the number of files

which arrive within whereas the inner distribution covers the number of Bytes contained in a

file.

According to, e. g. [91], the outer distribution is Poissonian with random variable describing

the number of arrivals in the time interval . Assuming an arrival rate , the distribution can

be calculated according to

(7.12)

The inner distribution – which will be specified later – has a distribution

(7.13)

where  denotes the random variable describing the number of Bytes contained in a file.

The resulting distribution of the number of received Bytes in can either be obtained in fre-

quency domain using the theory of generating function or in time domain by discrete convolu-

tion. In the following, a solution in time-domain will be presented.

Let  be the number of received Bytes in . Then,

(7.14)
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is its distribution which can be obtained by n-fold discrete convolution. Under the assumption

that the number of arrivals is known, the probability that more than Bytes arrive can be

obtained by

. (7.15)

Applying the law of total probability and using (7.12) and (7.13),

(7.16)

follows for the unconditioned probability.

7.2.1.2 Negative-Exponentially Distributed File Length

If the file length is negative-exponentially distributed, is an Erlang-n distri-

bution (see, e. g. [91]). Thus, for (7.15) it follows

(7.17)

with rate . Finally, for the unconditioned probability comparable to (7.16) it follows

. (7.18)

7.2.2 System Parameter

For the following performance evaluations, the scenario depicted in Figure 7.5 is taken as basis

for simulations. Hereby, traffic for every FEC is generated by a PBP where files are generated

and segmented in IP packets, see Section 7.2.1. The file length distribution is negative-expo-

nential, hyperexponential1 or Pareto2 distributed with mean 10 kByte in accordance to mea-

surements, see, e. g., [31]. All IP traffic of a FEC is assembled to bursts in an assembly queue

according to the mechanism introduced in Section 6.3 and bursts are marked as C or NC in

their BHP. After reservation in a local reservation mechanism and E-O conversion, optical

bursts reach a core node. Prior to the wavelengths reservation process, a burst dropper controls

admission to these wavelengths according to trunk reservation admission control strategy, see

1 The hyperexponential distribution satisfies the symmetry condition where is the
branch probability and  and  are the mean values of the respective service times.

2 In case file lengths follow a Pareto distribution, is chosen which results in self-similar packet traffic.
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Section 6.4.2. If all outgoing wavelengths are occupied, internal buffering with FDLs may be

applied. However, in all simulations, no internal buffering is carried out. For studies with buff-

ering, see, e. g., [54] and [56].

Parameters of such a system which influence the marking of NC bursts are reserved bandwidth

envelope , threshold in the assembly buffer, timeout interval , access bandwidth

as well as the file length distribution of a PBP. The impact of those parameters is evaluated in

Section 7.3.1. Hereby, for the following evaluations, the overall reserved rate equals the overall

mean rate , i. e., and is kept constant. Thus, in case of two classes and 30%

share of high priority traffic, an increase in  implies a decrease in  according to

(7.19)

with allocation factor .

If not denoted differently, timeout interval and threshold are assumed

for service class . Section 7.3.2 discusses the burst characteristics which results from the burst

assembly process.

Parameters which determine whether a burst is dropped in the core are TR threshold , the

number of wavelengths and possible internal buffering by FDLs. The influence of those param-

eters will be evaluated in Section 7.3.3.

7.3 Performance Evaluation

In this section, the dependencies of traffic and system parameters on the marking process at the

assembly buffer are evaluated by the just introduced approximative analysis as well as simula-

tions [161]. In Section 7.3.1, will be evaluated, i. e., the part of traffic which is marked as
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NC, and thus, might be subject to policing by active burst dropping. The marking process is

especially important as – according to (7.10) and (7.8) – the burst loss probability follows

by reduction of a constant factor.

7.3.1 Marking at the Network Edge

7.3.1.1 Impact of the Reservation Envelope

In Figure 7.6, of both classes as well as are depicted against the allocation factor

. The reservation envelope of class 1 is hereby determined according to (7.19) in order to

keep the overall reserved bandwidth constant. An increase in starting from leads

to a decrease of  and thus below the mean bandwidth of class 1.

It can be seen that an increase in results in more bursts of class to be within the reserva-

tion envelope, i. e., less NC bursts are required in order to transmit all Bytes which are in the

assembly buffer. This figure is very important as it is the basis for service differentiation in the

Assured Horizon framework. Dependent on , the grade of service differentiation can be

adjusted, e. g., for is two orders of magnitude greater than and –

according to (7.10) – consequently the burst loss probability will also be about two

orders of magnitude greater than . If , class 1 bursts have priority over class 0

bursts.

Also depicted in Figure 7.6 is the overall NC share . It can be seen that if more weight

is allocated to one class, is increased, i. e., more NC bursts are generated. As a conse-

quence, the overall loss probability in the core is increased. This is the price that has to be paid

for differentiated QoS in the Assured Horizon framework.

As already mentioned in Section 6.1.2, an analogon of the marking (and later enforcement) of

bursts in the electronic world is a weighted scheduler with queueing. Hereby, the variation of

the allocation factor corresponds to the variation of the weight at a weighted scheduler.

This is also obvious from the progression of by, e. g., comparing the curves with the loss

probability of a weighted scheduler depicted against the varying weight, see, e. g. [16].

Also from Figure 7.6, it can be seen that the approximative analysis matches the simulated

results very well and consequently correctly reflects the dependencies of the marking process

from system and traffic parameters. The small underestimation stems from both approxima-

tions indicated in Section 7.1.1. In the range , the simulation is too optimistic

due to rounding caused by granularity of packets and the adaption of the maximum burst size

to the size of timeout intervals which – however – does not fully explain the difference

between simulation and analysis. As the progression of is in principle the same for both

classes, most of the following evaluations will focus on .
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In Figure 7.7, the shape of according to (7.5) and Figure 7.6 is explained for a broad

range of by also depicting its components from (7.4), i. e., the probability that an NC burst

is generated is depicted for the first five timeout intervals. Additionally, the NC share obtained

by weighted summation of these five graphs is depicted. It should be mentioned here again,

that the marking process strongly depends on the traffic characteristics and thus the graphs are

not valid for general file length distributions, see Section 7.3.1.5. However, the principle

dependency from can be seen. It can be also seen, that is small if is either

small or great. For small this can be explained with a great probability that is exceeded

in a previous timeout interval whereas for great , the probability that an NC burst is gener-

ated is generally small as C bursts are mostly sufficient to carry the offered traffic.

An upper bound for is 1 if only NC burst are sent. This is the case if no bandwidth is

reserved. In case a small amount of bandwidth is reserved, an NC burst is sent out if the thresh-

old in the assembly buffer is exceeded. If, additionally, is small, is bounded by

as additionally to every C burst also a NC burst is sent. If is chosen to be the mean

amount of Bytes which arrives within timeout interval – which is the case in this scenario –

the upper bound of is mainly determined by and . The probabil-

ity that a greater number of timeout intervals is required to exceed is small. Thus, a rough

approximation for  and small  assuming that  yields

(7.20)

which matches the simulated curves very well.

If is great, follows reduced by the factor . This can be explained with

the fact that the considered traffic smooths out if the considered time interval increases (as it is

not self-similar). Because the outflow of an assembly buffer strongly exceeds its inflow, the

Figure 7.6: NC share of both classes
against allocation factor

Figure 7.7: Overall NC share
against allocation factor
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probability to exceed the threshold is primarily determined within one timeout interval. For the

range between no bandwidth reservation and strong overallocation, a greater number of time-

out intervals have to be considered in order to determine .

Summarizing this discussion, is composed of three regions. The first region (small )

is determined by the threshold in an assembly buffer, the last region (great ) is determined

by the excess of the outflow within one timeout interval and the region in between considers

the excess probability in many timeout intervals.

7.3.1.2 Impact of the Threshold

The impact of threshold is evaluated in Figure 7.8 and Figure 7.9. In Figure 7.8, is

depicted against , comparable to the scenario with negative-exponentially distributed file

length depicted in Figure 7.6. In this graph, normalized by the mean amount of data within

one timeout interval, i. e., is an additional parameter. It can be seen that for an

increase in , is decreased for all values of , which is already obvious

from (7.2) and (7.3). Additionally, the slope of the decrease of increases with increasing

. It can be seen, that already an increase of from 1 to 2 yields more than one

order of magnitude less bursts marked as NC for .

On the other hand, according to (7.19), a greater may also yield longer waiting time in the

assembly buffer. Thus, the threshold is a compromise between more bursts which are sent

marked as NC and longer waiting time in the assembly buffer.

In Figure 7.9 is depicted against the normalized threshold . Here, not only

results obtained for negative-exponentially distributed files are shown, but also results obtained

from Pareto distributed file sizes. Like in the previous scenario, the access link rate is

infinite. It can be seen that an increase in and a scenario with negative-exponen-
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tially distributed file sizes yields an exponentially decrease of . Hereby, determines

the slope. Additionally, self-similar traffic generated from a PBP with Pareto distributed file

sizes is also depicted in this figure. This traffic results in a decrease of which is much

smaller than the one obtained for negative-exponentially distributed file sizes. Besides, the dif-

ference between different values of is small. This behavior is mainly caused by the fact that

with , an infinite amount of Bytes can reach an assembly buffer per time unit and

the probability of very large files cannot be neglected. However, a greater still yields a

lower .

A direct consequence of the evaluations in this section is that applications which are sensitive

to delay (variation) should be assembled in an assembly queue with smaller , whereas appli-

cations which are not delay sensitive can be assembled in an assembly queue with a greater

in order to obtain lower burst losses. The impact on the waiting time in an assembly buffer is

discussed in Section 7.3.1.6.

7.3.1.3 Impact of the Timeout Interval

In Figure 7.10 and Figure 7.11, the impact of the timeout interval on is evaluated in

a scenario with , negative-exponentially distributed file sizes and . In

Figure 7.10, is depicted against with as additional parameter. From this figure, it

can be seen that an increase in only leads to a decrease in if . If , a

greater even leads to an increase in . This can be explained from (7.3). In average, the

amount of Bytes remaining in an assembly buffer after timeout is . Thus, if

, the amount increases with and thus also the probability that is exceeded. In the

case where , an additional amount of information is taken out of the assembly buffer at

every timeout interval which decreases the probability that is exceeded in a greater number

of timeout intervals.
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This characteristic is also visible from Figure 7.11 where is depicted against with

as additional parameter. It can be seen that for smaller , increases for increasing

timeout interval and for greater , decreases. In between ( ), has a flat

maximum. With this figure, the impact of the first approximation can be now explained. As the

heavy traffic approximation assumes that a new timeout interval starts immediately after the

old one finished, timeout intervals are approximated too small, resulting in underestimation of

 for underallocation and overestimation for overallocation.

Summarizing, can only be used to decrease if . This result has especially to be

considered for dimensioning of for lower priority classes. Furthermore, it has to be consid-

ered that an increase in also increases the maximum waiting time in the assembly buffer

according to (7.11), see also Section 7.3.1.6.

7.3.1.4 Impact of the Access Bandwidth

In all evaluations so far, results are presented for . In order to show how much

is reduced by a smaller , the impact of the access link bandwidth on marking in

an assembly buffer is evaluated. Reducing results in shaping of packets belonging to a

file. Especially for file size distributions with a large coefficient of variation, shaping has a sig-

nificant impact as in case of no shaping the amount of Bytes which can possibly arrive to an

assembly buffer within a time interval is not bounded.

In Figure 7.12 - Figure 7.15, the dependencies of the access link speed on is depicted.

In Figure 7.12 and Figure 7.13 files have negative-exponentially distributed lengths whereas in

Figure 7.14 and Figure 7.15 files lengths follow a Pareto distribution.
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In Figure 7.12, is depicted against with the link access rate as parameter. In

this graph, is varied from 1 Mbps to 1 Gbps. It can be seen that the bandwidth of the

access link has no impact in case of underallocation, but strongly influences the slope of the

decrease of for increasing as smaller access bandwidth strongly shapes the traffic

which arrives at an assembly queue.

In Figure 7.13, the same scenario is depicted in a different way. Here, is depicted

against and is an additional parameter. From this graph, the access link rate where

saturation starts can be determined, e. g., for is hardly influenced if the

access link bandwidth is greater than 500 Mbps.

In Figure 7.14 and Figure 7.15, the file length is Pareto distributed with , i. e., it has

an infinite variance and thus the traffic is self-similar. Here, the influence of is even

more visible as the probability that a very large file is generated – and thus immediately con-

tained in the assembly buffer – cannot be neglected. In comparison to Figure 7.12, it can be

seen that a small access link bandwidth, e. g., 150 Mbps, results in roughly the same shape of

. However, for greater the possible decrease of is only small. It can be

seen that even for ,  is hardly reduced for great .

This fact is depicted more clearly in Figure 7.15 where is depicted against . Here,

for the aformentioned overallocation of , increases until 1 Gbps and remains

one order of magnitude greater compared to negative-exponentially distributed files.

7.3.1.5 Impact of the File Length Distribution

From Figure 7.12 and Figure 7.14 it can be already assumed that the slope of is about

the same for both file length distributions in a scenario with . In order to
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confirm this assumption, Figure 7.16 depicts against for different file length distri-

butions where  equals 150 Mbps as well as 1 Gbps.

From Figure 7.16, it can be seen that in case of shaped traffic in the access link, the file length

distribution has only small impact on . Even self-similar traffic and hyperexponentially

distributed files with varying coefficient of variance, CoV, have very similar shape compared to

negative-exponentially distributed files. On the contrary, results in signifi-

cantly changed marking behavior. Whereas of traffic with negative-exponentially dis-

tributed files still drops down quickly, Pareto and hyperexponentially distributed files yield a

much higher share of NC bursts.

7.3.1.6 Waiting Time in an Assembly Buffer

In Figure 7.17, the complementary distribution function of the waiting time in an assembly

buffer is depicted. Hereby, the scenario of and thus, according to (7.19),

is depicted. For class 0 bursts, a knee is visible indicating bursts leave the assembly buffer

within one timeout interval ( ) and burst that have to wait another timeout interval.

For class 1 bursts, this knee is not visible as less bandwidth than the mean bandwidth is allo-

cated and thus a strong decrease at the end of a timeout interval does not take place.

The maximum waiting time for both classes, according to (7.11) is also depicted in this

figure. In an assembly buffer of a class 0 burst, the maximum waiting time is 2 ms whereas it is

3 ms in a class 1 assembly buffer. However, as already discussed in the context of the differ-

ence between analysis and simulation, the simulation applies exponential weighting in order to

be able to use some part of bandwidth which is reserved but was not used in the past. There-

fore, the maximum waiting time obtained by analysis in (7.11) may be exceeded with a small

probability.

Figure 7.16: NC share against allocation
factor – file length distribution

Figure 7.17: Complementary distribution
function of the delay in an assembly buffer
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7.3.2 Resulting Burst Characteristics

All following evaluations in this section are carried out in a scenario with Pareto distributed file

sizes and infinite access rate in order to emphasize the impact of system parameters on burst

characteristics. Thus, the results depicted in this section are extreme values which are exagger-

ating the burst characteristics of traffic which is not self-similar or which is shaped by a lower

access rate.

Like in previous sections, in all following evaluations, only results of class 0 are depicted and

and are chosen as parameters. As the burst assembly mechanism

is carried out independently for different FECs, burst characteristics of every FEC can be influ-

enced independently according to the influence of the parameters described in the following

sections.

7.3.2.1 Impact of the Reservation Envelope

Figure 7.18 depicts the resulting overall mean burst length of class 0, , as well as mean burst

length of compliant bursts of class 0 bursts, and the mean burst length of non-compliant

bursts of class 0 bursts, , against . Additionally,  and  are shown.

It can be seen that,  follows

. (7.21)

For this is motivated by the assembly strategy described in (6.1) which says that C

bursts with maximum length are assembled. For , flattens out and reaches

σ0 m0 τ0⋅( )= τ0 1 ms=

Figure 7.18: Mean burst length  against
allocation factor

Figure 7.19: Burst length distribution of
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the boundary value which corresponds to the mean amount of Bytes that arrives within

timeout interval . Not depicted here, this behavior is rather independent of the IP traffic

characteristics. Hence, is almost the same also for negative-exponentially distributed files.

As the share of NC burst gets smaller for increasing , see also Figure 7.6, the difference

between and decreases. In the contrary to , strongly depends on the charac-

teristics of the traffic that is assembled. In case of Pareto distributed file sizes, increases

linearly for increasing whereas in case of negative-exponentially distributed file sizes,

decreases for increasing . This can be explained as NC bursts transport the amount of

information that exceeds the reserved bandwidth envelope and thus contains peaks of IP traffic.

This behavior is also confirmed by the resulting burst length distributions which are depicted in

Figure 7.19 for . Whereas the burst length distribution of C bursts drops quickly and

is very similar for different IP traffic characteristics, the variance of the IP file size distribution

is captured by NC bursts. This behavior is especially advantageous as C bursts (and hence the

smoothed burst traffic) are always admitted to the wavelengths reservation process whereas NC

burst are only admitted if the carried traffic is low. Thus, the undesirable impact of long lasting

congestions caused by very long NC bursts is moderated. For completeness, the overall burst

length distribution of class 0 is also depicted. It can be seen that the impact of NC bursts on the

overall burst length distribution is significant, although the share of NC bursts is very small.

7.3.2.2 Impact of the Threshold

In Figure 7.20, the impact of the threshold in the assembly buffer on the mean burst length

is depicted. As it is obvious from the functionality of the burst assembly described in

Section 6.3, has no impact on whereas increases linearly for increasing .

Because of the small share of NC bursts,  almost equals .
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Figure 7.20: Mean burst length  against
normalized threshold

Figure 7.21: Mean burst length  against
timeout interval
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7.3.2.3 Impact of the Timeout Interval

The impact of an increase of the timeout interval on the mean burst length is evaluated in

this section. As expected from the description of the assembly mechanism in Section 6.3, both,

and increase linearly from increasing . Like in the previous section, is very

similar to  because of the small share of NC bursts.

7.3.3 Enforcement at the Network Core

In this section, the focus is on the probability that a burst is dropped and thus is not admitted to

take part in the wavelengths reservation process. Furthermore, the probability that a burst is

lost because the wavelengths reservation process fails is considered. Hence, in contrast to pre-

vious evaluations, not only the assembly at the ingress is considered but the focus is on the

superposition of assembled traffic at a core node. Herefore, a number of edge nodes send bursts

to one core node which applies trunk reservation admission control, has a certain number of

wavelengths and carries out the wavelengths reservation process according to the Horizon res-

ervation mechanism, see Section 3.3.2. If not denoted differently, trunk reservation threshold

is assumed for all evaluations. In this section, only the one-node scenarios are

considered whereas network scenarios are considered in Appendix A.

The chosen scenario, i. e., the number of edge nodes that sends traffic to a core node, will influ-

ence the resulting performance of a system as a greater number of edge nodes yields a greater

number of bursts that may arrive within the transmission time of a burst at a core node and thus

may cause a collision or at least the rejection of NC bursts due to a greater number of simulta-

neously allocated wavelengths. The approximative analysis represents the superposition of an

infinite number of edge nodes which send traffic with a negative-exponentially distributed

interarrival time. This is a very rough approximation as – according to the burst assembly

mechanisms introduced in Section 6.3 – the burst interarrival time of one burst assembly node

is approximative constant.

In order to highlight these differences, two scenarios will be considered in the following. The

first scenario is a great network where traffic of 50 assembly nodes with two different FECs

each representing a high and a low priority class is generated. Hence, a core nodes receives

traffic of 100 different FECs. This scenario can be applied as upper bound and also to compare

simulation results with results obtained analytically. The second scenario represents a small

network, e. g. the size of Germany see [64], where 10 edge nodes which distinguish 2 FECs

each sent traffic to a core node, i. e. the core nodes receives traffic of 20 FECs.

If the scenario is changed, i. e., from a higher number of assembly nodes to a lower number of

assembly nodes, the file interarrival time is reduced according to the ratio of assembly nodes

which results in a reduced offered traffic. As a consequence, the reserved bandwidth envelope

τ0

l0 C, l0 NC, τ0 l0

l0 C,

θNC 0.75=
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is reduced accordingly. Additionally, in order to obtain the same burst characteristics, the

timeout interval is increased (also according to the ratio of assembly nodes). Following

, the threshold in an assembly queues remains unchanged.

In case the scenario is kept, but the number of wavelengths in the core is changed, the adaption

is carried out accordingly in order to remain the burst characteristics.

7.3.3.1 Impact of Number of Wavelengths on the Burst Drop Probability

In Figure 7.22, as well as according to (7.10) are depicted. Thus, is

obtained by duplication of and reduction by a constant factor which results from the

trunk reservation admission control. For the calculation of the factor of reduction , a

constant is assumed for the solution of (4.13) which is an approximation. For all curves

in Figure 7.22, is applied. It can be seen that a higher number of wavelengths in

the core yields a lower drop probability. According to the discussion in Chapter 4, this can be

explained by the increased multiplexing gain.

The factor of reduction is depicted in Figure 7.23 for different values of . This graph cor-

responds to the loss probability of a request of a low priority class depicted in Figure 4.10 and

Figure 4.11. Like already generally discussed in Section 4.2, the decrease of the drop probabil-

ity is exponential with increasing number of wavelengths and the slope of the decease depends

on and thus on the grade of differentiation. A smaller yields a smaller decrease, but

also greater differentiation. Hence, as can be seen from Figure 7.23, in case of great differenti-

ation, a higher number of wavelengths yields a significantly lower burst drop probability.

In Figure 7.24, results obtained by analysis and simulation are compared for 20 and 60 wave-

lengths, respectively in the large network scenario. The analysis matches the behavior quite

well, however, it can be seen that for greater overallocation the analysis underestimates

ri
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Figure 7.22:  for different number
of wavelengths in the core

Figure 7.23: Factor of reduction against
number of wavelengths

PDrop 0,

0 20 40 60 80 100 120 140 160

number of wavelengths

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

fa
ct

or
 o

f r
ed

uc
tio

n,
 P

D
ro

p,
N

C

θNC = 0.7

θNC = 0.75

θNC = 0.8

θNC = 0.85

θNC = 0.9

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

allocation factor f0

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

pr
ob

ab
ili

ty
SNC,0

PDrop,i - 20 λs

PDrop,i - 40 λs

PDrop,i - 60 λs

PDrop,i - 80 λs

PDrop,i - 160 λs

θNC

θNC θNC



– 116 –

. This behavior can be explained by the approximation already discussed in the context

of the analysis. Another very important evidence of Figure 7.24 is that all results obtained indi-

vidually in Section 7.3.1 for each assemble queue are the basis for the drop probability in the

core.

In Figure 7.25, as well as according to (7.10) are obtained by analysis and sim-

ulation. In contrary to the just discussed results, the small network scenario is applied. It can be

seen that for a small number of wavelengths, e. g. 20, the analysis matches the simulation very

well. For clarity, only a simulated curve is depicted for 40 wavelengths whereas the analyzed

cures can be taken from Figure 7.22 and Figure 7.24. It can be seen that for a greater number of

wavelengths, the analysis strongly overestimates . However, the principal shape is still

reasonably approximated with a factor of reduction that is smaller than the one obtained from

trunk reservation admission control. The much smaller drop probability in the small network

scenario stems from the fact that only a small number of bursts may arrive at the same time and

cause congestions. The greater the number of wavelengths, the smaller the probability that

is exceeded and as a consequence an NC burst is dropped. Thus, this effect can be also

explained by the theory of finite source loss systems, see, e. g., [91] where the number of

sources is small compared to the number of servers.

Also depicted in Figure 7.25 are loss probabilities of the M/G/n loss systems with ,

and , respectively, obtained by (4.3). As expected, exceeds the

loss probability of an M/G/n loss system for underallocation. However, if the reserved band-

width envelope exceeds the mean rate, is smaller than . Hereby, is

intersected roughly for . This is also an important result confirming the reasonable per-

formance of the Assured Horizon framework.

PDrop 0,

SNC 0, PDrop 0,

PDrop 0,

θNC

A n⁄ 0.6=

E1 20, 12( ) E1 40, 24( ) PDrop 0,

PDrop 0, E1 x, A( ) E1 x, A( )
f 0 1=

Figure 7.24: Comparison of  by
simulation and analysis in a large network

Figure 7.25: Comparison of  by
simulation and analysis in a small network
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7.3.3.2 Impact of Trunk Reservation Threshold

All evaluations in this section are carried out for the small network scenario. As already indi-

cated generally in Section 4.2 as well as for the Assured Horizon framework in Figure 7.23,

the trunk reservation threshold strongly influences the burst drop probability as it is the

only parameter in the core. A greater yields greater service differentiation, but also

increases the overall burst drop probability. Therefore, the impact of comparable to the

general shape depicted in Figure 4.13 is shown in Figure 7.26.

For as well as analyzed and simulated curves are depicted for . Addi-

tionally, in order to underpin the negligence of in (7.10), simulated curves of

are depicted. It can be seen that is increased with decreasing and approaches

as – for the limit of – all NC bursts of all classes are dropped by TR. In case

of no service differentiation ( ), and differ significantly. However,

this is an operation point which is not meaningful. Instead, for ,

approaches , even without additional internal buffering. It can be seen that the analysis

captures the simulated curves quite well for meaningful values of .

Finally, in Figure 7.27, the impact of is discussed in a different context. Here, as

well as for varying are depicted against the allocation factor in the scenario of

a small network. Again, it can be seen that a greater yields a lower . However, for

greater overallocation, and differ significantly as too many bursts are admitted

to the wavelengths reservation process. This results in a which is even greater for

greater . In case of internal buffering by FDLs, can be reduced to follow

again.
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7.3.3.3 Impact of Offered Traffic

In Figure 7.28, as well as are depicted against the normalized offered traffic

comparable to Figure 4.14 and Figure 4.15. It can be seen that a good grade of differenti-

ation with respect to the burst loss probability is kept over the whole range of offered traffic.

Furthermore, the difference between and which was already discussed in the

context of Figure 7.26 is visible. Whereas follows directly, there is a signifi-

cant difference between and for . Due to the increased number of

NC burst which are not admitted to the wavelengths reservation process for greater offered

traffic, the probability that a burst of class 0 is dropped is even decreased. If internal buffering

is applied, can be reduced in order to follow . By doing so, the loss probability

of class 0 can be kept reasonably constant for a great interval of offered traffic, even if

approaches 1.

7.3.3.4 Impact of Burst Length

In order to show that the performance of Assured Horizon does not depend on the actual burst

length, the burst loss probability conditioned on the actual burst length is depicted in

Figure 7.29. This figure is comparable to Figure 5.5 which is discussed in Section 5.3.3. It can

be seen that the conditioned burst loss probability does neither depend on the class of a burst

nor on its actual length. Also visible in this figure is the different loss probability for C and NC

bursts. Thus, one major design requirement of Assured Horizon which is derived from a short-

coming of offset-based QoS is satisfied.
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7.4 Summary

In the first part of this chapter, an approximative analysis of the burst loss probability of the

Assured Horizon framework was presented which consists of two steps, comparable to polic-

ing of bursts at the edge and enforcement of bursts at a core node. In this approximation, the

probability that a certain threshold in an assembly buffer is exceeded and thus a NC burst is

generated is obtained independently of the IP traffic characteristics which are considered in a

later step of the approximation. A major advantage of this approximation is that the excess

probability can be calculated separately for each assembly buffer. The second step of this

approximation considers the admission control to the wavelengths reservation process in front

of every core node which is carried out by a burst dropper. The dropping probability follows

the theory of trunk reservation admission control. In addition to the approximation of the burst

loss probability, an upper bound of the waiting time in an assembly buffer was presented.

Dependencies of the NC share per assembly buffer on the threshold in an assembly buffer ,

the timeout interval , the rate of the access link and the file lengths distribution,

respectively are highlighted. It is shown that the NC share can be reduced by an increase in ,

an increase in in case of overallocation and by a smaller , respectively. The file length

distribution has a strong impact in case of great and is almost insignificant in case of

small . As a consequence of the presented evaluations, a reasonable parameter setting of

burst assembly queues is possible.

In order to get a deeper understanding of the effects, the impact of the above introduced param-

eters on the burst characteristics are presented. It is shown that the mean length of C bursts fol-

lows in case of underallocation and in case of overallocation and their burst

length distribution drops down very quickly, almost independent from the IP traffic characteris-

tics. In the contrary, both, the mean burst length as well as the burst length distribution of NC

bursts strongly depend on the IP traffic characteristics.

The third part of this chapter focuses on the comparison of the presented approximative analy-

sis and simulations as well as on the dependence of the results on various parameters in the

core. It is shown that the approximation matches the simulation reasonably well and thus, the

major characteristics of the Assured Horizon framework are captured by this analysis.

For the scenario of a small network as well as the scenario of a great network, the burst drop

probability is depicted depending on the number of wavelengths. It is shown that the

approximation with the theory of trunk reservation admission control captures the results rea-

sonable well for greater networks. However, for the small network scenario and a greater num-

ber of wavelengths,  is overestimated by the approximation.
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As already indicated generally in the context of the trunk reservation theory in Chapter 4, it is

also shown here that a greater trunk reservation threshold yields better differentiation but

also a greater burst loss probability.

Finally, the difference between and are outlined in a scenario without buffering

in a core node. For reasonable dimensioning and controlled offered traffic, and

are similar. However, for small service differentiation (great ) or normalized offered traffic

greater than 0.6,  an  differ significantly.

Thus, QoS-differentiation with respect to burst loss probability is achievable comparable to a

weighted scheduler. Because the burst admission control at every core node only distinguishes

between C and NC bursts, bursts of any class are subject to be dropped. However, if a class

sends only traffic within the reserved bandwidth envelope, no burst is intentionally dropped.

Furthermore, a stateless core is realized which is also an indicator that the presented frame-

work is simple and efficient.

7.4.1 Comparison to the Offset-Based OBS-QoS Mechanism

In comparison to the offset-based OBS-QoS mechanism which is evaluated in Chapter 5, the

following conclusions can be drawn:

As it was a requirement for the design of Assured Horizon, the burst loss probability does nei-

ther depend on traffic characteristics of a different class nor on the actual length of a burst.

Thus the unpleasant characteristics of the offset-based OBS-QoS mechanism are overcome.

Additionally, isolation between FECs is achieved which may allow to operate an OBS system

with several FECs having all the same priority, but are protected from each other.

A very important milestone that is achieved by Assured Horizon is the control of the offered

traffic which is the basis for low and controlled burst loss probabilities as well as the basis for a

guaranteed service.

However, the very low burst loss probabilities obtained by the offset-based OBS-QoS mecha-

nism for the highest priority class achieved in the Assured Horizon framework, as no class can

exclusively reserve all wavelengths.

θNC
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Chapter 8

Conclusions and Further Work 8

In this dissertation, mechanisms for QoS differentiation in optical burst switched networks are

evaluated and compared. Chapter 2 surveys on transport network architectures and motives the

evolution towards an IP-over-WDM-based architecture also by current work of different stan-

dardization bodies.

In Chapter 3, optical burst switching, OBS, as a promising representative of an IP-over-WDM-

based transport network architecture is introduced and burst assembly mechanisms as well as

burst reservation mechanisms are outlined. Furthermore, currently in literature reported OBS-

QoS mechanisms are classified and discussed. As major OBS-QoS mechanisms, offset-based,

segmentation-based and active-dropping based mechanisms are distinguished. In the evalua-

tions, segmentation-based mechanisms are not considered any more as they give up the

assumption that a burst is an atomic unit which leads to highly increased complexity in the

core.

In Chapter 4, the theory of loss systems is presented as this theory provides a deeper under-

standing of possible OBS-QoS mechanisms – which, in this thesis, work without mandatory

buffering in the core. The major conclusions of this chapter are also requirements for the

design of a new OBS-QoS framework in Chapter 6, namely: (i) the normalized offered traffic

has to be controlled far below 1 in order to achieve a reasonable multiplexing gain. (ii) For

multi-class loss systems, trunk reservation admission control is a simple, efficient and robust

mechanism to control the number of requests of different classes. However, the price for ser-

vice differentiation that has to be paid is an increased overall loss probability as requests may

not be admitted to the system in order to leave space for higher priority classes and no higher

priority request arrives.

Chapter 5 compares the performance of one-class OBS reservation mechanisms JIT, Horizon

and JET and shows that added complexity in the reservation protocols of Horizon and JET
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leads to decreased burst loss probability compared to JIT. However, the additional complexity

of JET yields only better results compared to Horizon if the offset is varying.

In the second part of Chapter 5, an approximative analysis of the burst loss probability of off-

set-based OBS-QoS mechanisms is presented. A very central building block in this approxima-

tion which is based on the well-known Erlang-B formula is that in order to obtain the burst loss

probability of a high priority class, the forward recurrence time of the burst length distribution

of lower priority classes contributes. Thus, the performance strongly depends on burst charac-

teristics of other (lower priority) classes and worsens if the variance is increased. Another

unpleasant feature that is revealed in this section is that the burst loss probability of lower pri-

ority classes depends on the actual length of a burst which contradicts an efficient operation

with longer low priority bursts and shorter high priority bursts. Longer low priority bursts are

discarded with a higher probability that shorter low priority bursts.

As a consequence of these shortcomings revealed in Chapter 5 and based on the requirements

of multi-class loss systems discussed in Chapter 4, a new OBS-QoS framework called Assured

Horizon is introduced in Chapter 6. This framework consists of a new burst assembly mecha-

nism, a new burst reservation mechanism as well as the communication between them. The

major building blocks of Assured Horizon are (i) a coarse-grained or static bandwidth reserva-

tion envelope, (ii) policing including marking of bursts at the network ingress combined with

the burst assembly mechanism and (iii) enforcement of the marked bursts in case of congestion

by a burst dropper in front of every core node. Hereby, the burst reservation mechanism is an

active-dropping based mechanism where the access to the wavelengths reservation mechanism

is controlled by trunk reservation admission control. This allows to realize a very simple but

efficient solution for QoS differentiation.

Finally, in Chapter 7, the performance of Assured Horizon is evaluated. In the first part of this

chapter, an approximative analysis of the burst loss probability is presented. After (mathemati-

cal) formulation of a traffic model and system parameters, results obtained by the analysis are

compared to results obtained by simulation. Herefore, the impact of major parameters of the

Assured Horizon framework on the burst loss probability are discussed.

In Appendix A, the performance analysis of OBS-QoS mechanisms is extended from the one-

node case to a network scenario. In the first part, it is shown that the offset-based OBS-QoS

mechanism leads to an increased number of classes in case the basic offset in not compensated

by an FDL in front of every core node. The second part evaluates Assured Horizon and shows

that, in a networking scenario, the burst loss probability of NC bursts increases with increasing

number of hops, however,  is an upper bound for the overall burst loss probability.

Further work could improve the second step of the approximative analysis by considering the

real number of assembly nodes. Thus, the burst drop probability obtained by the trunk reserva-

tion admission control could be obtained by an exact formula considering the real finite source

SNC
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model and not only an approximation by Markovian traffic. By doing so, the decomposition

approach which yields the burst loss probability would be more accurate. Finally, a verification

by a prototypical realization/demonstration would round up the evaluation of the new OBS-

QoS framework Assured Horizon.
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Appendix A

OBS in a Networking Scenario A

So far, all evaluations presented in this thesis focus on the performance of one node. However,

especially as the focus of OBS is on core networks, the performance in a network scenario is of

interest. Therefore, a brief discussion on how to extend the results obtained in the single-node

case to a scenario of a whole network is presented here.

Section A.1 presents general formulæ and conditions in order to obtain the burst loss probabil-

ity in a network scenario from burst loss probabilities obtained individually for each (isolated)

node. In Section A.2, specific characteristics of the burst loss probability in an OBS network

with offset-based QoS mechanism is evaluated which are published first in [42]. Section A.3

focuses on Assured Horizon in a network scenario.

A.1 General Formulæ

One way to calculate the burst loss probability between source and destination without consid-

ering the whole network is the approach of a reference path, see also Figure A.1. Here, a refer-

ence path through a network from a source node to a destination node traversing core nodes

is depicted. Under the assumption of independence, i. e., traffic seen by a core node is approx-

imately the same for each core node, the well-known stream analysis can be applied. In this

analysis, the solution of the loss probability on a path is decomposed in the solution of loss

Figure A.1: Network scenario with reference path
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probabilities for each node. Afterwards, the end-to-end loss probability is obtained from the

loss probabilities at each core node.

The derivation of the burst drop probability on a reference path, concentrates on the

burst drop probability, of class which can be obtained individually for each core

node according to the solution of (5.9) in case of offset-based OBS-QoS and according to

(7.8) in case of Assured Horizon. Moving along the reference path from source to destination,

the offered traffic of class reduces to after node 1,

 after node 2 etc. Hence, after node , it follows

(A.1)

And the end-to-end burst drop probability  for class  on the reference path as

(A.2)

Thus, under the assumption that the burst loss probability at a core node is very small (which

should be always the case in a core network), the burst loss probability on a reference path is

obtained by summation of the loss probabilities of each core nodes.

A.2 Performance of Offset-based OBS-QoS in a Network

Scenario

In the following, the burst loss probabilities in a simple network scenario where every destina-

tion can be reached with either one or two hops is evaluated. This is a reasonable scenario for a

future national core network in a country like Germany [64]. In Section A.2.1, the focus is on

effects in a single node in a network scenario while network wide effects are considered in

Section A.2.2.
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Figure A.2: Traffic flows and effective classes at the evaluated node
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A.2.1 Multiple Effective Classes due to Basic Offset Adaptation

In a network scenario, bursts with a different number of remaining hops to their destination

have different basic offsets as the offsets are decreased in every OBS node traversed. The

resulting differentiation based on QoS as well as basic offset can be described by an increased

number of effective classes. Approximations of burst loss probabilities for the effective classes

can be calculated with the multi-class analysis presented in Section 5.2.2. For two service

classes in a two hop network, i. e., bursts have either one or two more nodes to traverse (as in

Figure A.2), four effective classes have to be considered.

In order to get an idea how basic offset , QoS offset , and mean burst length should

be chosen, a basic offset ratio as is introduced. While is determined

by the speed of processing and switching, can be chosen rather independently always

keeping in mind its influence on loss probability and delay. Original traffic flows and classes

are mapped to effective classes according to Table 1. In Figure A.3 and Figure A.4 burst loss

probabilities are depicted for different values of against . Herefore, the parameters

listed in Table 1 and Table 2 with .

In Figure A.3, analytical and simulation results are compared for . It can be seen, that

the shapes of respective curves match rather well and that the following principle effects are

described by the analysis. From Figure A.4, it can be observed that the curves diverge for both

increasing and increasing . However, an increased significantly splits up both, the

high priority class and the low priority class, which is very undesirable as bursts which already

occupied resources are discriminated. For instance, high priority bursts of the two hop flow at

their last hop (effective class 2), which already occupy resources on their first hop link, have a

higher loss probability than any high priority burst at its first hop (effective class 0). Thus

must hold in order to keep the difference in loss probabilities to roughly less than one

Figure A.3: Comparison of analytical and
simulation results for two-class network sce-

nario

Figure A.4: Burst loss probability at the sec-
ond node in a two-class network scenario
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order of magnitude for QoS offsets and to allow a reasonable operation in a

multi-hop environment. For or very large offset values, this spreading in more classes

has to be avoided by placing a fiber delay line of length in front of each JET-OBS node.

This fiber delay line compensates processing and switching times and makes a basic offset

unnecessary.

Thus, these effects which are just discussed are not caused by the offset-based OBS-QoS

mechanisms, but by the compensation of the processing time by a basic offset (and not by an

FDL in front of every node). One major results of this evaluation is that this should be avoided

in a network scenario and instead, processing of burst header packets should be compensated

by an FDL in front of every core node. This has the additional advantage that no source routing

is required in order to know the number of hops and determine the respective basic offset.

A.2.2 Generalization of Single-Node Results to Networks

In this section, the assumption is studied that congestion in an OBS-node is independent of the

origin of traffic streams as long as they are mixed to a certain degree. If a stream of bursts

traverses a sequence of nodes without injection of any other bursts there will be no blocking

but in the first node. However, if traffic leaving a node is split up among several nodes and

δQoS 3 h1⋅<
rb 0.1>

δbasic

Figure A.5: Burst loss probability in a tan-
dem model with varied „through traffic“
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flow share 1/2 1/2
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QoS class share 3/10 7/10 3/10 7/10
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traffic share 1/3 2/3

QoS class 0 1 0 1
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Tabelle A.1: Flows and classes Tabelle A.2: Effective classes



– 141 –

input traffic into a node comprises traffic from several preceding nodes, blocking is almost

equal for all streams. In Figure A.5 the ratio of traffic is varied which has already undergone a

reservation process in a preceding node (through traffic, e. g., solid line at second node in

Figure A.2) and traffic which has not (local traffic, e. g., dashed lines at second node in

Figure A.2) and plotted the ratio of loss probabilities of through and local traffic. It is shown

that for a smaller traffic share of an individual traffic stream, the loss ratio increases and

approaches 1.

In a meshed core network, node degrees of at least four (splitting in Figure A.5)

are assumed allowing the approximation of independent loss probabilities. Due to this justifi-

cation the results for the single-node evaluation can be applied also to OBS networks. The end-

to-end loss probability can be estimated by the solution given in (A.2).

A.3 Performance of Assured Horizon in a Network Scenario

In Figure A.6, , as well as are depicted against the number of nodes

in the reference path. According to the above discussion, it is assumed that all nodes on the ref-

erence path carry the same amount of traffic and the ratio between C and NC bursts is the

same. Furthermore, all parameters are the same as in Figure 7.23, i. e. , ,

20 wavelength and . The dependence of the number of nodes in the reference path

follows (A.2) whereas the burst drop probability of a class is obtained by reduction of

by the share of NC bursts of class , derived in (7.8). For the burst loss proba-

bilities, the values for the one node case are take from simulations and are extended to multiple

nodes in the reference path according to (A.2). Also depicted are which are upper

boundaries of as in a worst case for class , all NC bursts are dropped in the core net-

work and hence only C bursts reach the destination. Thus, the share of discussed in

detail in Section 7.3 yields an upper boundary for large and highly loaded networks. In this

case, no multiplex gain between classes is possible.

Also from Figure A.6, it can be seen that is increased with increasing number of

nodes in the reference path until about 50% of NC bursts are dropped in a scenario of 10 core

nodes between ingress and egress nodes. However, it should be emphasized here again, that

only NC burst may be dropped and thus not admitted to the wavelengths reservation process

whereas C bursts are never dropped. Hence, with given , the burst drop probability of

a class is determined by the share of NC bursts. Comparable to previous discussions,

and only hardly differ whereas the difference between, and is greater.

Unpleasant effects like discussed in Section A.2 where the number of effective classes is

increased and the burst loss probability depends on the current hop are not faced if the basic

offset is compensated at every node by, e. g., a FDL like it is proposed for Assured Horizon.
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