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Abstract— This paper presents an optimization of the mechanisms at various layers of the protocol stack, includ-
power saving mgchanism in the Distributed Coordination ing work on routing [1] [2] [3] [4], medium access control
Function (DCF) in IEEE _8_02.11 standa_rd. !n the_ 802_.11 (MAC) [5] [6] [7] [8] [9], and transport protocols [10] [11]
power saving mode specified for DCF, time is divided into [12]. This paper focuses on an energy efficient MAC pro-
so-calledbeacon intervals. At the start of each beacon inter- . .

tocol for wireless LANs, which attempts to reduce energy

val, each node in the power saving mode periodically wakes . ) . ; . i
up for a duration called the ATIM Window. The nodes are consumption by putting the wireless interfaces in a “doze

required to be synchronized to ensure that all nodes wake State when deemed reasonable.

up at the same time. During the ATIM window, the nodes A wireless interface can be mwakestate,dozestate or
exchange control packets to determine whether they need to o¢f state [13] — we may say that a node is in a certain state,
stay awake for the rest of the beacon interval. The size of the when its wireless interface is in that state. In dfestate,

ATIM window has a significant impact on energy saving and . ;
throughput achieved by the nodes. This paper proposes an the wireless interface consumes no power. Indbee state

adaptive mechanism to dynamically choose a suitable ATIM "’_‘ISO a node cannot transmit or receive, and consumes very
window size. We also allow the nodes to stay awake for only little power. In theawake statea node may be in one of
afraction of the beacon interval following the ATIM window.  three different modes, namely, transmit, receive, and idle
On the other hand, 802.11 DCF mode requires the nodes to modes, and consumes somewhat different power in each
stay awake either for the entire beacon interval followinghe  mode (although all three modes in awake state consume
ATIM window or none at all. Simulation results show that significantly more power than the doze state). In this pa-
the proposed approach outperforms the IEEE 802.11 power ;
. o per, we only consider the awake and doze states. Thus,
saving mechanism in terms of throughput and the amount ) )
of energy consumed. the prop_osed MAC protocol may place a erele:ss mt_er-
Keywords—energy efficiency, power saving, MAC, wire- face in _elther the awake or the doze state at any given tlme.
less, dynamic ATIM window. Transition from the doze state to the awake state requires
small duration of time (for instance, [14] reports 2&Xor
this transition). Also, transition from the doze state te th
awake state results in additional energy consumption dur-
IRELESS hosts are often powered by batteriefhg the transition [15].

The batteries can provide a finite amount of en- o noted above, except in the off state, the wireless
ergy, therefore, to increase the battery lifetime, it IS iM4eqyork interface consumes energy. For instance, Lucent
portant to design techniques to reduce energy CONSUMBEE 802.11 Wavel AN card [16] [17] consumes 1.65
tion by the wireless hosts. In the last few years, theW, 1.4 W and 1.15 W in the transmit, receive and idle
has been significant activity with the goal of conserving,,qes, respectively, in the awake state. In the doze state,
energy. Past research has investigated energy consernyiid,e| AN consumes 0.045 W [16]. Clearly, a significant

This research is supported in part by National Science Fatiomi ~ amount of energy is consumed even in the idle mode. This
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occurs due to the CSMA/CA mechanism in IEEE 802.Iesults. Section 6 concludes the paper.

which requires each awake node to continually listen to the

channel. [l. POWER SAVING MECHANISM FORDCF IN
IEEE 802.11 consists of two components: PCF and IEEE 802.11

PCF' PC.F (Point Coordination Function) is a centra_l- Figure 1 illustrates the power saving mechanism (here-
ized medium access control protocol, whereas DCF (Di

Rfter referred as PSM) for DCF. As noted before, time is
tributed Coordination Function) is a fully distributed pro ) j

tocol 1131, IEEE 802.11 ii . divided into beacon intervals [13]. At the start of each bea-
ocol [13]. 1 SPECIles a power saving mec%bn interval, each node stays awake for an ATIM window

anism for pOth PCF af‘d DCF. This paper focus_es on t&d—hoc Traffic Indication Message window) interval. We
power saving mechanism proposed for DCF (DlstrlbutecﬂeSCribe the power saving mechanism using Figure 1.
Coordination Function).

In DCF, time is divided into the so-calldmkacon inter-

vals by means of a distributed protocol for beacon trang - ATIM  DATA :

mission. One purpose of the beacons is to synchronize ATIM.window
the different nodes [13][18] — so far as our power sav- "T "T :

ing scheme is concerned, any other mechanism, sucheas

GPS [19], may also be used to synchronize the nodes if : ATIM-ACK ACK ATIM window
available. The beaconing protocol has a shortcoming (par-
ticularly when used in conjunction with the power savin&
mode): when two groups of nodes that are initially parti-
tioned from each other come together it may not be possi- beacon interval
ble for them to synchronize their beacpn intervals. Hovy_.-ig' 1 Power save mode for DCE: Node A announces a
ever, the beaconing protocol can work in networks that are' p, tered packet for B using an ATIM frame. Node B replies
connected and remain connected. In this paper, we do notpy sending an AIM-ACK, and both A and B stay awake
consider the problem of synchronizing the nodes, and as- during the entire beacon interval. The actual data transmis
sume that a mechanism exists for this purpose. For the restsion from A to B is completed during the beacon interval.
of our discussion, we will assume that time is divided into Since C does not have any packet to send or receive, it dozes
beacon intervalghat begin and end approximately at the 2fter the ATIM window.
same time at all nodes. A similar approach is also taken in
[18]. In PSM, when any node has a packet destined for
The power savingmechanism specified for DCF re-another node, this packet is announced during a subse-
quires that, at the start of each beacon interval, each nagent ATIM window. For instance, in Figure 1, node
must stay awake for a fixed time interval, called ATIMA announces a packet destined for node B by transmit-
window (ATIM stands for Ad-hoc Traffic Indication Mes-ting an “ATIM frame” during the ATIM window. The
sage). Thus, during an ATIM window, all nodes are itransmission of an ATIM frame is performed using the
awake state. The ATIM window is utilized to announc€SMA/CA (collision avoidance) mechanism specified in
any packets pending transmission to nodes in doze st&@2.11. When a node has sent an ATIM frame to another
as described later. An earlier investigation [20] shows thaode, such as node A in our example, the node remains
any fixed size of the ATIM window cannot perform well inawake for the entire beacon interval. A node that receives
all situations, when throughput and energy consumptiam ATIM frame replies by sending an ATIM-ACK. Such
are considered. This paper presents an adaptive mechaode remains awake for the entire beacon interval, after
nism to dynamically adjust the size of ATIM window. Weransmitting the ATIM-ACK.
refer to our protocol as Dynamic Power Saving Mecha- In our example, node B sends ATIM-ACK to node A
nism (DPSM). Note that DPSM allows different nodes tand remains awake for the rest of the beacon interval.
use different ATIM window sizes. Transmission of one or more data packets from node A to
The rest of the paper is organized as follows. Secti@can now take place during the beacon interval, after the
2 presents an overview of the DCF power saving mecend of the ATIM window. A node that has no outstanding
anism in IEEE 802.11, and Section 3 reviews the relatpdckets to be transmitted can go into the doze state at the
work. Proposed approach, DPSM (Dynamic Power Sasnd of the ATIM window, if it does not receive an ATIM
ing Mechanism), is presented in Section 4. Section 5 deame during the ATIM window. In the example in Fig-
scribes our simulation model and discusses the simulatiore 1, node C dozes after the ATIM window, thus saving

ATIM window® ®ATIM window

Dozing




energy. All dozing nodes again wake up at the start of tipackets for the coordinators can be transmitted, and non-
next beacon interval. coordinators can go to doze state if they do not have traffic
In PSM specified in 802.11, all nodes use the sart®send or receive.
(fixed) ATIM window size, as well as identical beacon in- [22] proposes a communication protocol in wireless mi-
tervals [13]. Since the ATIM window size critically affectscrosensor networks, where each node usually has limited
throughput and energy consumption, a fixed ATIM winenergy capacity and limited wireless channel bandwidth.
dow does not perform well in all situations, as shown iA cluster-based routing protocol, LEACH (Low-Energy
[20]. If the ATIM window is chosen to be too small, theréAdaptive Clustering Hierarchy), is proposed to minimize
may not be enough time available to announce buffergtbbal energy consumption by distributing the load to all
packets (by transmitting ATIM frames), potentially dethe nodes.
grading throughput. If the ATIM window is too large, In PAMAS [5], each node uses two separate channels
there would be less time for the actual data transmissidar control packet and data packet transmissions. Using the
since data is transmitted after the end of the ATIM wircontrol channel, a node determines when to power off and
dow, again degrading throughput at high loads. Largee power-off duration. This scheme has the disadvantage
ATIM windows can also result in higher energy consummf requiring two channels for communication.
tion since all nodes remain awake during the ATIM win-
dow. At low load, in particular, large ATIM windows are IV. PROPOSEDDPSMSCHEME
unnecessary. Thus, a static ATIM window size cannot al-\\e propose adynamic power saving mechanism
ways perform well. This paper proposes a dynamic megfbPSM). We now describe the features of DPSM scheme.
anism for choosing an ATIM window size. « In the proposed DPSM scheme, each node indepen-
dently chooses an ATIM window size based on observed
network conditions. This might potentially result in each
[20] presents simulation results for the power sawode using a different ATIM window size.
ing mechanisms of two wireless LANs standards, IEEEIn PSM specified in 802.11, when a node transmits or
802.11 and HIPERLAN. It shows that the different sizagceives an ATIM frame during an ATIM window, it must
of beacon interval and ATIM window in IEEE 802.11 havatay awake during the entire beacon interval. This ap-
significant impact on throughput and energy consumptigoroach allows a single ATIM frame from, say node A to
IEEE 802.11 uses a handshake consisting of RT8de B, to be followed up by multiple data packets dur-
(Request-To-Send) and CTS (Clear-To-Send) preceeding the remaining beacon interval — that is, a single ATIM
transmission of a data packet. [21] proposes a powéiame and ATIM-ACK exchange can be used to deliver
conserving algorithm that requires a node to enter the daveral packets in the same beacon interval. While this
state if it overhears RTS/CTS for data transmission bapproach has its advantages, at low loads, this approach
tween some other nodes (the RTS and CTS packets sperfults in a much higher energy consumption than neces-
duration of the impending data transfer, which can be usgary. In the proposed DPSM scheme, we allow a node
to determine the doze period). However, this approachtisenter the doze state after completing any transmissions
not always suitable due to the time and energy costs asstitat are explicitly announced in the ATIM window. For
ated with a doze-to-active transition — these costs can makstance, if node A has only one packet pending, say, for
it expensive to transition between awake and doze statesyadle B, and no other node has a packet pending for node
a per-packet basis. Our scheme, on the other hand, maBethen both nodes A and B would enter the doze state after
transitions between awake and doze states at most oncegpenpleting transmission of the single packet (when using
beacon interval. DPSM) — on the other hand, with PSM in 802.11, both A
SPAN [18], a power saving technique, elects a group ahd B will remain awake for the entire beacon interval. As
“coordinators” which are changed periodically. The coonroted above, 802.11 approach has the benefit of being able
dinators stay awake and forward traffic for active connets transmit multiple packets to a destination following a
tions. Non-coordinators follow the power saving mechaingle ATIM frame. We incorporate another mechanism
nism in IEEE 802.11. Nodes buffer the packets for dodescribed in the next item to gain the benefit of the IEEE
ing destinations and announce these packets during AT8@2.11 approach.
window. SPAN introduces a new advertised traffic windows noted previously, there is a finite delay associated with
following an ATIM window. During this advertised traffic the doze-to-awake transition, in addition to a higher eperg
window, the announced packets and the packets for the consumption. Therefore, in our scheme, a node will not
ordinators can be transmitted. After this window, only thenter the doze state after completing packet transmissions
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if the remaining duration in the current beacon interval isled. This will decrease the probability of collision withi
“too small” — specifically, in our simulations, a node wilthe next ATIM window. Backoff interval range (i.ecw)

not enter the doze state if the remaining duration is lefs a given destination will not be resetéamin until the
than 160@s — the delay for both doze-to-awake transitionode receives ATIM-ACK from that destination — that is,
and awake-to-doze state transition are considered ass800ntil a packet is successfully announced to that destinatio
each [15][23]. « Packet marking.

« When a node, say node A, successfully transmits &s noted above, when a node transmits an ATIM frame,
ATIM frame to another node, say node B, node A wilhn ATIM-ACK may not be received in response. In such
not transmit another ATIM frame to the same destinatiarases, the node will retransmit the ATIM frame. We set
in the same beacon interval. Instead, node A includesthre retry limit for ATIM frame as 3 — that is, ATIM frame
each packet sent to B the number of packets still pendingl be transmitted three times, before the retry limit is
for node B. This information allows node B to determineeached. If ATIM-ACK has not been received after three
when it has received all the packets pending at node Atetnsmissions, the transmitted packet is “marked” and re-
the time of data transmission. If node A could not désuffered for another try (also up to 3 times) in the next
liver all pending packets that were previously announcdtacon interval. Thus, after three attempts in a beacon
to node B, and the current beacon interval expires, nodeterval, the ATIM frame for a given destination is only
A and B both stay up in the next beacon interval, with Bansmitted again in the next beacon interval. In the cur-
anticipating the remaining packets from node A, withouent interval, the node is then free to transmit ATIM frame
node A having to send an ATIM frame to node B. Node £ another node. A rebuffered packet can stay in the buffer
delivers the remaining packets to B, and then may enter floe at most 2 beacon intervals. If ATIM frame cannot still
doze state if it has no other announced pending packetb& successfully transmitted, the packet will be dropped.
transmit or receive. Similarly, node B may enter the doZehe “marking” performed here is useful to dynamically
state after receiving the previously announced packetsjni€rease ATIM window size, as explained below.

it is not aware of any other pending packets.

« DPSM specifies rules for dynamically increasing and de- AT window ATIM window ATIM window

creasing the ATIM window size. This may result in differ~ | A™ | ATM | DATA ‘

ent nodes using different ATIM window sizes. We specify u Dozing 1A M :

a finite set of ATIM window sizes that may be used by each ’—‘ Il

node, with the smallest ATIM window size being denoted Dong _ ATWPACK  ACK  Indreased AT windor
: beacon interval : beacon interval

asATIMmin Each allowed window is calledlavel.
« As noted previously, transmission of each ATIM fram€ig. 2. DPSM: node A fails to announce a packet, because
is performed using the CSMA/CA mechanism in 802.11. node B is already in doze state. A witlark the packet and

In particular, a node wanting to transmit an ATIM frame retry it during the next ATIM window. When B receives the
picks a backoff interval in the range, cw] wherecw de- marked packet it will increase its ATIM window.

notes thecontention windowThe initial cw value is called

cwmin. The backoff interval is decremented by 1 aftegince in DPSM, nodes dynamically adjust their ATIM
each “clock tick” if the channel is sensed as idle [13}yindow size, it is possible for a node to have a different
An ATIM frame is transmitted when the backoff intervalatim window size from the other nodes. For example,
reaches 0. When the ATIM frame is received by the desfi; Figure 2, node A has a larger ATIM window than node
nation node, it will respond by sending an ATIM-ACK B, |n the first ATIM window, let us assume that, due to
However, the ATIM frame may collide with an ATIM contention with ATIM frames from other nodes, node A
frame transmitted by another node. In this case, the ATIN& not able to deliver its ATIM frame until after B's ATIM
ACK will not be sent. If an ATIM-ACK is not received in window has ended. Eventually, node A does manage to
response to the transmitted ATIM frame, the node trangend ATIM frame to B within three times. However, by
mitting the ATIM frame doubles the value ofv, selects then, node B is already in doze state, so B cannot reply
a new backoff interval, and repeats the process. Note thgfh ATIM-ACK. In the next beacon interval, node A is
while the backoff interval is being decremented, say, gble to deliver the ATIM frame within B's current ATIM
node A, the ATIM window of node A might end. In thiswindow. As described earlier, when node A cannot suc-
event, the node will attempt to send an ATIM frame for thgessfully transmit the ATIM frame in the first beacon in-
corresponding destination again in the next beacon intgsryal, A will "mark” and rebuffer the packet. In the sec-
val. Thecw used in the next beacon interval is also dond beacon interval in Figure 2, when node B receives the



marked packet, as per our “ATIM window increase rulesSimulation, if a node has more than 10 pending packets that

described later, node B will increase its ATIM window sizeould not be announced, it will increase its ATIM window

from the subsequent beacon interval. size.

« Each node piggybacks its own ATIM window size on2. Based on overheard information.

all transmitted packets. Thus, each node may be aw&ach node piggybacks its ATIM window size on all trans-

of the ATIM window size used by some or all the othemitted packets. If a node, say node A, overhears an ATIM

nodes. A node that has a small ATIM window may entevindow size that is at least two levels larger than that being

doze state earlier than a node that has a larger ATIM winsed by node A, then node A increases its own ATIM win-

dow. When transmitting the ATIM frame packets, eactiow size by one level. We use this procedure, as opposed

node gives preference to destination nodes whose ATtbisimply copying the overheard ATIM window size when

window size is known to be small — when the ATIM windarger, to allow the ATIM window size reduction heuristic

dow size for a destination node is not known, it is assumédiescribed later) to work as desired.

to be equal taATIMmin. Thus, the packets pending to 3. Receiving an ATIM frame after ATIM window.

be transmitted are sorted by the size of the ATIM windoBuppose a node has a small ATIM window. For exam-

at their destinations. The ATIM frames are then transmiple, in Figure 3, the ATIM window size used by node B

ted in the order in which packets appear in the sorted dg-smaller than that used by node C. In this case, because

der, with the provision that for any given destination, atode B receives ATIM frame from node A, node B stays

most one ATIM frame is transmitted within a given beaawake for the remaining beacon interval waiting for a data

con interval (recall that the packet announces the numiparcket from node B. Now, after node B’'s ATIM window

of pending packets for the destination). has been completed, but node C’s window is not yet com-

The mechanism for implementing the above scheme cqteted, node C sends an ATIM frame to node B. Thus, node

sists of several queues, one queue corresponding to eBaleceives the ATIM frame after its own ATIM window

allowed level of the ATIM window, the smallest value ohas been concluded (node B is still awake expecting a data

the ATIM window beingATIMmin. Now recall that a packet from node A). In such a situation, we allow node B

packet is be rebuffered on failure to transmit correspontb increase its ATIM window size by one level.

ing ATIM frame within a given beacon interval (either be-

cause the ATIM window ended, or because ATIM-ACK  ATIM window ATIM window

is not receieved despite three transmissions of the ATIM ATIM DATA

frame). In such cases, the packet is rebuffered in the queue ATIM=ACK i ;
T ACK Ing

corresponding to ATIM window sizédT' I M min, to give
a higher transmission priority to such packets. ‘ ok
Now, we describe the rules for dynamic adjustment of | l
the ATIM window size. Initially, each node begins withc v T
ATIM window size equal tAATIMmin— in our simulations, 3 ATIM DATA . _ATIM window
ATIMminis chosen to be 2 ms. A finite set of ATIM win- | beacon interval |
dow sizes is specified; a node may use any ATIM windogjg. 3. Increasing ATIM window in DPSM. B receives ATIM
size from this set of values. We present the rules for in- frame from A and stays awake. After its ATIM window ex-

creasing the ATIM window size, followed by the rule for pires, B receives an ATIM frame from C. In this case, B will
decreasing the ATIM window size. increase its ATIM window by one level from the next beacon
interval.

Y| | aATIM-ACK reased ATIM window

« There are four rules for increasing the ATIM window
size, as listed below.

1. Based on the number of pending packets that could ndt Receiving a marked packet.
be announced during the ATIM window. Earlier we described how a packet may be marked. When
After the ATIM window expires, a node checks its buffea node receives a marked packet, the node will increase its
to see if the current window was big enough to announéd M window size to the next higher level. Marked packet
one ATIM frame to all destinations which have pendinindicates failure to deliver the corresponding ATIM frame
packets. If the number of pending packets that could riata small number of attempts — this might indicate that the
be announced is too large, it means that using the curremtipient node may be using too small ATIM window. For
ATIM window size is small to transmit an ATIM frame our earlier example in Figure 2, node A has a larger ATIM
to all destinations that have pending packets. Thus, thendow than node B. When node A sends ATIM frame to
node will increase its ATIM window by one level. In ourB to announce a packet, B is already in doze state, so node



B cannot reply with ATIM-ACK. per joule as a measurement of energy consumption — the
greater the value of thruoghput per joule, the lower the en-
If any of the above rules are satisfied, a node will increasegy consumption.
its ATIM window size to the next higher value at the be¥We do not use total energy consumption over a simulation
ginning of the next beacon interval. In our simulationgjuration as a metric, because the amount of useful “work”
we allowed ATIM window values between 2 ms and 2@one (i.e., throughput achieved) by different schemes over
ms, in increments of 2 ms. Once the ATIM window siza given amount of time may be different. For instance,
reaches 26 ms, it is not allowed to increase further. TBeme scheme may consume very little energy, but also
proposed scheme may be modified to selectively turn efthieve very little throughput. Thus, it is not fair to com-
the power saving mode if a very large ATIM window sizgpare energy consumption of different schemes over a fixed
is required, indicating a high level of ATIM frame traffic -time interval. Therefore, we use the throughput per joule
in such cases, instead of making the ATIM window largemetric.
it might be beneficial to simply not use the power saving
mode, and stay awake all the time. We have not evaluatéd Simulation Model
this approach in the current paper, and impose an uppefFor our simulation, we used ns-2 with the CMU wire-
bound of 26 ms on the ATIM window size. less extensions [24]. Each simulation was performed for
a duration of 25 seconds in a wireless LAN environment,
« Rule for decreasing ATIM window size: During anwith the number of nodes chosen to be 8, 16, 32 or 64. In
ATIM window, if a node has successfully announced ongach case, half of the nodes are source nodes and the rest
ATIM frame to all destinations that have pending packetge destinations, for the simulated flows. For example, in
and no window increasing rule defined above is satisfiedgihodes senario, 4 nodes send packets to the other 4 nodes.
means that the current ATIM window size was big enougBach flow transmits a constant-bit rate traffic, the rate of
In such cases, the node will be decreasing its ATIM winraffic being varied in different simulations. Channel bit
dow size by one level (by 2 ms in our simulations). Recathte is 2 Mbps and the packet size is fixed at 512 bytes.
that we also maintain a minimum ATIM window size so
that when the ATIM window size reachdsl IMmin, it is , , ,
not decreased any further. In our simulatioAs;I M min f
5 10 15 20 25
Simulation time (ms)

is 2 ms.

T T T T

Network load (%)
w
o

o

V. PERFORMANCEEVALUATION

We simulated the proposed DPSM scheme, the PSM
scheme in IEEE 802.11, and also 802.11 without a,@g. 4. Inour dynamic network Ioaq senqrio,_source nodes
nodes in the power saving mode — we refer to the last one change their network load as the simulation time changes.
as WithOut Power Saving Mechanism (WOPSM). We sim-
ulated a LAN environment wherein all nodes are in each We varied the total network load to observe the effect of
other’s transmission range. We use two metrics to evalugite network loads on throughput and energy consumption.
the proposed scheme. Simulated network loads are 5%, 10%, 20%, 30%, 40%,
1. Aggregate throughput over all flows in the networkand 50%, measured as a fraction of the channel bit rate of
One of our goals is to design an energy conserving MALZMbps. For instance, at network load of 10%, the total bit
protocol that improves energy consumption without deate of all the traffic sources 1 x 2 = 0.2 Mbps. Each
grading throughput. Therefore, this metric is useful twaffic source has the same bit rate. Thus, with total load
measure if any throughput degradation occurs when usioigl0%, and with, say 4 traffic sources, each traffic source
the proposed scheme. has the rate of 0.05 Mbps.
2. Aggregate throughput per unit of energy consump-We also simulated each scheme with dynamic network
tion (or, throughput per joule): This metric measures thead. As Figure 4 shows, the source nodes start with a
amount of data delivered per joule of energy. It is obtainegttwork load of 50% and change network load from 50%
by dividing the aggregate throughput over all flows by totéab 10% at 5 seconds. The nodes then change from 10% to
energy consumption over all nodes in the network. Tota0%, from 20% to 30%, and from 30% to 40% at 5 second
energy consumption is the sum of each node’s energy camtervals.
sumption during the simulation time. We use throughput For the enregy model, we use 1.65W, 1.4W, 1.15W, and



0.045W as values of power, consumed by the wireless ngé&rable or better than PSM, even if we use the optimal
work interface in transmit, receive, and idle modes an@lue of ATIM window size for PSM. Also, DPSM typi-
doze state, respectively. We use g80dor a doze to awake cally conserves more energy than PSM as we will discuss
transition time [15] [23], which is a much more consetfater in Figure 6.
vative estimate than 2p@ in [14]. During this transition At low load in Figure 5, throughput with PSM is less
time, a node will consume twice the power than idle modsgensitive to the ATIM window size. However, as load is
The initial energy for each node was 1000 joules — rincreased, the choice of ATIM window size can signifi-
node runs out of its energy during our simulations. Alantly affect the PSM throughput. If the ATIM window
the simulation results are averages over 30 runs. We us@oo small, there is not enough time to announce all the
100 ms for each beacon interval, which is the value spasending packets, resulting in throughput degradation. If
ified for PSM in [13]. We simulated PSM, DPSM, andhe ATIM window is too large, there is less time for actual
WOPSM. For PSM simulation, we varied the ATIM windata transmission, resulting in throughput degradation as
dow size from 2ms to 50ms. well.

For example, in Figure 5 (a), 2 ms ATIM window is
enough to acheive the desirable throughput for 5% of net-
Although the purpose of the power saving technique vgork load. However, with 50% of network load in Fig-
to save as much energy as possible, we would like it toe 5 (c), ATIM window of about 27.5 ms gives the best

not degrade throughput. Thus, the goal is to use an ATliifroughput. Moreover, although 27.5 ms of ATIM window
window size that leads to a high energy saving withosize gives the best throughput here, throughput in PSM
degrading throughput. is significantly less compared to WOPSM. As the num-
When a node is in doze state, it can save 1.105 jouder of nodes increase or as the network load gets heav-
of energy per 1 second of dozing time, since the powir, ATIM window size becomes a significant factor for
consumption difference between idle mode and doze sthtgh throughput and the energy consumption in PSM. Ag-
is 1.105W (1.15W - 0.045W). However, there is also emregate throughput is also degraded in DPSM with 50%
ergy loss due to the overhead of sending beacons, ATIbf,network load in 64 nodes in Figure 5 (c). This is be-
and ATIM-ACK frames. Whenever a node transmits thesause the highly loaded network needs more time for data
packets, it will consume the power of transmit mode, ancansmission, but both PSM and DPSM use extra channel
the neighbor nodes will consume the power of receimapacity for ATIM window. However, DPSM always per-
mode. Therefore, we have to make sure that the enefgyms comparable or better than PSM. As explained ear-
gain from the doze state is larger than the energy loss. lier, in DPSM, each packet includes the number of pend-
_ ing packets for the destination. Therefore, both source and
B.1 Fixed Network Load destination nodes know how many pending packets at the
This section presents simulation results in the caseurce node. When the network load is highly loaded,
where the total network load is constant throughout tiileere may be situation where the source node has not trans-
simulation. Later, we will present results for a case whemitted all the pending packets for the destination during
the network load changes with time. the current beacon interval. In this situation, in DPSM,
Figure 5 shows the aggregate throughput (aggregateeth source and destination nodes will stay awake dur-
over all flows) with fixed network load when using PSMing the next beacon interval without sending any further
DPSM, and WOPSM schemes. In these figures, letterAJIM frame to the same destination. This allows DPSM
on the horizontal axis corresponds to the proposed DP$®rforms better than PSM in Figure 5 (c).
scheme, and W corresponds to the WOPSM scheme. Th&igure 6 shows the aggregate throughput per joule.
performance of the PSM scheme in 802.11 depends on BleSM always performs better than PSM. In particular, in
chosen ATIM value. The figure plots the throughput dfigure 6 (a), DPSM conserves 3 to 4 times more energy
PSM as a function of the ATIM value, the ATIM valueghan PSM or WOPSM. For instance, in case of 10% net-
being varied between 2 ms and 26 ms, as plotted on therk load, DPSM achieves 4 kbps/joule, while both PSM
horizontal axis. The results in Figure 5(a), (b) and (c) aend WOPSM achieve 1 kbps/joule. Since with WOPSM,
for different number of nodes on the LAN. all nodes are always awake, the energy consumption is
As the figures show, ATIM window size affects throughhigher than PSM and DPSM. Although PSM allows a node
put achieved with PSM quite significantly. On the othdp be in power saving mode, the node cannot enter doze
hand, proposed DPSM typically yields throughput compatate if it has at least one packet to transmit or receive.
rable to WOPSM. Also, DPSM typically performs comThis is a disadvantage when the network load is low. In

B. Simulation Results
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DPSM, a node can enter doze state whenever it finislSK transmissions. However, DPSM always performs
the transmission. This allows a node to be in doze stat@mparable or better than PSM due to the similar reasons
longer than PSM, leading to reduced energy consumptierplained in Figure 5 (c).

as compared to PSM. Now we discuss how a node using DPSM adapts ATIM

Energy gain from power saving mode becomes smallgindow size. The first graph in Figure 7 shows the ATIM
when the network load gets higher or the number of nodg#dow changes at one of the source nodes during the sim-
increases. For instance, throughput per joule in 32 noggytion time using 16 node sinario with 10% constant net-
network (Figure 6 (b)) and 64 node network (Figure 6 (Clork load. The second graph in Figure 7 shows the num-
are lesser than 8 node network (Figure 6 (a)). Note that iy of packets the node transmitted during a beacon inter-
scale for the vertical axis in Figures 6(a), (b) and (c) is Ng§| peginning at the time shown on horizontal axis. The
identical. When the network load is high, there is less tin?@ure shows how a node using DPSM adjusts its ATIM
for a node to be in doze state because of data transmiss{Qfhdow size during the simulation time and its impact on
Also, when the number of nodes in the network is largghe number of packets the node transmitted. The node will
there can be more collisions among the nodes. Therefgigyrease its ATIM window when the increasing ATIM win-

a node will take more time to finish the data transmissiofgyw rule is satisfied. The number of pending packets that
hence, it is more likely to stay in awake state. Lesser duig;y|d not be announced is the main factor for a node to in-
tion in doze state will yield lesser energy conservation. srease its ATIM window. From Figure 7, whenever there

In Figure 6 (c), PSM performs similar or worse thais a peak for ATIM window increment, more packets are
WOPSM. When the network is highly loaded, havingransmitted. When a node transmits an ATIM frame and
power saving mode itself does not help the energy caees not get ATIM-ACK from the destination node, there
servation — recall there are extra channel usage for ATIb&n be two possible reasons. One is the network conges-
window and energy loss for beacons, ATIM, and ATIMtion during the ATIM window and the other is the des-
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Fig. 7. DPSM allows a node to adjust its ATIM window accordinghe network load. Increasing ATIM window size gives the
node more time to successfully transmit ATIM frames. Morekeds are transmitted after increasing ATIM window size.

tination in doze state. While the node cannot successfullym well all the time. ATIM window size should be dy-
transmit ATIM frames, the number of pending packets thatimically adjusted according to the network load. The
could not be announced may grow. When the number gsimulation using dynamic network load shows that DPSM
pending packets that could not be announced is too larglyays performs well compared to PSM.
the node will decide to increase its ATIM window, assum- In Figure 8 (a), 15 ms of ATIM window in PSM gives
ing that the current ATIM window was not big enoughcomparable throughput as DPSM and WOPSM. However,
By increasing the ATIM window size, the node will havehe corresponding throughput per joule is significantly
more time to transmit ATIM frames. Whenever the nodiewer than DPSM in Figure 9 (a). When the number of
receives ATIM-ACK, DPSM allows the node to transmihodes in the network increases, there may be more con-
all the pending packets to the same destination withdention in order to transmit data. Thus, PSM requires a
sending further ATIM frame. In Figure 7, the number ofarger ATIM window size, as shown in Figure 8 (c). Also,
packets transmitted increases just after the ATIM windo®RSM gives throughput per joule similar to WOPSM in Fig-
is increased. This indicates that DPSM fairly adjusts itge 9 (c) with the similar reason, explained in Figure 5 and
ATIM window size according to the network load. Figure 6 — that is, extra channel capacity for ATIM win-
dow and extra energy overhead. DPSM performs better
than PSM with dynamic network load in Figure 8 and Fig-
Section B.1 presented results for the case when agguee 9.
gate load by the traffic flows was held constant. Now we
present results for a case when the load is time-varying.
The time-varying load used in these simulations is pre- In this paper, we presented an energy efficient MAC pro-
sented in Figure 4, as discussed previously. Figure 8 pltesol, DPSM. The ATIM window size in PSM significantly
the aggregate throughput for the DPSM scheme (labelaffects the throughput and the amount of energy saving. As
on horizontal axis), WOPSM scheme (label W on horthe network load gets heavier, the desirable ATIM window
zontal axis), and the PSM scheme (with different valusize becomes larger. Thus, a fixed ATIM window cannot
of fixed ATIM window size for PSM). Figure 9 showsperform very well all the time. In PSM, if the ATIM win-
the corresponding throughput per joule. As discussed edow is too small, the throughput degrades as the network
lier, since ATIM window size significantly affects on botHoad becomes heavier. If the ATIM window is too large,
throughput and energy consumption, PSM does not p#re energy gain from power saving mode becomes small,

B.2 Dynamic Network Load

VI. CONCLUSIONS
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since each node must stay awake during the ATIM win-
dow.

DPSM is based on PSM, but a node can dynamica[rri)
adapt its ATIM window size according to observed net-
work conditions. In DPSM, a node also can power off]
its wireless network interface whenever it finishes packet
transmission for the announced packets. Simulation re-
sults show that the proposed scheme can improve ene[r7dy
consumption without degrading throughput.

(8]
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