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Preface 
For Machine Learning and Knowledge Discovery, multimedia mining brings new challenges 
as data is extremely large in size, uses different modalities and has a rich internal structure. 
Required technologies include speech recognition, text mining, video and image analysis, 
information retrieval, and summarization.  

The workshop on Multimedia Discovery and Mining aims at addressing usage of the 
Knowledge Discovery and Mining methodology to multimedia. It can be characterized as the 
extraction of useful patterns from multimedia data, in order to interpret the contents and make 
useful decisions.  

Multimedia data typically has a complex structure and cannot readily be processed as a whole 
by the available data mining algorithms.  Therefore we can say that Multimedia Mining 
involves two basic steps: 

• Extraction of appropriate features from the data characterizing the aspects of interest. 

• Selection of Data Mining methods to identify the desired information. 

As experience grows the features will be refined to benefit from the algorithms at hand. At the 
same time new data mining procedures will emerge which are more adapted to the complex 
nature of Multimedia data. 

Each of the papers of this workshop uses a specific combination of features and mining 
algorithms: 

• Ceci, Berardi, and Malerba start with a symbolic description of a document layout and 
extract association rules between different layout characteristics. 

• Szegő develops a logical methodology for describing and reasoning about the 
properties of XML documents containing multimedia contents.  

• Saidi uses constraint satisfaction approaches to analyse training documents, e.g. 
typographically tagged print documents,  and generates a set of rules that recognize 
similar documents. 

• Grimaldi, Cunningham, and  Kokaram characterize music by a variant of wavelets and 
apply different classifiers to find the genre of the music, e.g. "Classic". 

• Leopold,  Kindermann, Paaß, Vollmer, Cavet, Larson, Eickeler, and Kastner use 
speech recognition as well as color clusters to capture the contents of news videos and 
classify them into thematic categories using the support vector machine. 
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• Dorado and Izquierdo characterize video data by features like shot length and motion 
activity during shots and employ fuzzy rules to detect higher semantic concepts like 
"anchorperson". 

• Jianfeng, Yang, and Zhanhuai describe Multimedia content in the hierarchical 
framework of the MPEG7 standard and show how complex retrieval operations may 
be implemented. 

A related and very important effort to advance mining methods for multimedia is the annual 
TREC Video Retrieval Evaluation (http://www-nlpir.nist.gov/projects/trecvid/). It is devoted 
to research in automatic segmentation, indexing, and content-based retrieval of digital video. 
The invited talk for this workshop will be give by Alex Hauptman (CMU), one of the most 
successful participants of this evaluation.   

We hope that this workshop will bring together researchers and practitioners interested in 
mining different type of multimedia data, e.g. users working in the media industry, experts on 
the technical background and standards of multimedia as well as data mining and machine 
learning specialists. 

 

By Dunja Mladenić and Gerhard Paaß, July 2003 
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Machine Learning for Video Classification  
and Retrieval 
Alexander Hauptmann 

Dept. of Computer Science, Carnegie Mellon University,  
Pittsburgh, PA 15213 USA 

Video analysis and retrieval from video collection is a difficult task. One would like to 
characterize the video in terms of various types and styles, understand what objects are in the 
video, divide it into camera shots and group those into coherent scenes. Ultimately we want to 
make video as tractable and ‘searchable’ as current text collections that are indexed through 
the web.  Video analysis is orders of magnitude more complex than speech recognition, where 
the data stream is merely a one-dimensional signal and suitable intermediate level 
representations such as sentences, words, and phonemes permit a divide-and-conquer 
approach utilizing machine learning.  

However, there are also great opportunities in the multimedia analysis of video. Large 
amounts of data are available, although accurate annotations are sparse, a core set of feature 
extraction techniques are now well established, we can exploit simultaneous, correlated 
channels (audio & video) to extract more information and there is a large number of easy-to-
use learning and mining software tools to make use of the annotated training material. 

The pervasiveness of machine learning/data mining approaches can be illustrated in a range of 
tasks at different levels of video analysis, including: 

• Learning of camera shot boundaries,  

• Classifying video into common ‘semantic’ categories (e.g. outdoor, sports, news 
anchor person, …) 

• Video retrieval as a classification problem through pseudo-relevance feedback 

Ultimately, a user in an interactive retrieval situation will make use of the output of all these 
pieces of ‘metadata’. The Informedia Digital Video Library system demonstrates the 
integration of multiple approaches and classes of features at different levels for the purpose of 
browsing through and retrieving from large broadcast video collections using image, text and 
audio information. 

Some of the fundamental open problems in video analysis remain, such as dealing with 
features that are very low level (e.g. RGB pixel color values), a sometimes bewildering 
variety of machine learning approaches, each with different strengths and weaknesses as well 
as tuneable parameter settings, the combinations of information across multiple media 
(combining video and audio information into one comprehensive score), and the combination 
of different types of data in separate collections (e.g. documents from an OCR library and a 
video library need to be presented in a single ranked list). 

In my talk I will illustrate these points with actual research results, as well as demonstrate the 
integration of all aspects into a complete system for video retrieval, which processes 
broadcast news on a daily basis, analyzes the recorded video in multiple ways, indexes all the 
extracted information into a comprehensive database. Finally a user is able to query, navigate, 
and summarize the accumulated data to find relevant and interesting information contained in 
the video. 
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Mining association rules in document images 

Michelangelo Ceci Margherita Berardi        Donato Malerba 

Dipartimento di Informatica – Università degli Studi di Bari 
via Orabona 4 - 70126 Bari 

{ceci, berardi, malerba}@di.uniba.it 

Abstract. In this paper we investigate the discovery of association rules from a 
particular kind of images, namely document images. Document images are 
initially processed to extract both their layout structures and their logical 
structures. To take into account the inherently spatial nature of the layout 
structure, a spatial data mining algorithm is applied, which returns spatial 
association rules. We illustrate and comment experimental results on a set of 
multi-page documents extracted by IEEE Transaction on Pattern Analysis and 
Machine Intelligence. 

1. Introduction 

The problem of mining association rules was originally introduced in the work by 
Agrawal et al. [1]. In its basic formulation, a database D of transactions is given, 
which is represented as a Boolean relational table. Each row in the table correspons to 
a transaction (a record); each columns corresponds to an item (or attribute); the i-th 
entry in a row contains true or false depending whether the item i is present in the 
corresponding transactions or not. An association rule is expressed by an implication:   

X → Y        
where X and Y are a sets of items, such that X∩Y = ∅. It means that whenever a 
transaction T∈D contains X  than T probably contains Y also. The conjunction X∧Y is 
called pattern. In the support-confidence framework, an association rule is 
characterized by a pair of parameters, namely the support, which estimates the 
probability p(X⊆T ∧ Y⊆T), and the confidence, which estimates the probability 
p(Y⊆T | X⊆T). The problem of mining for association rules can be stated in the 
following way. Given two thresholds for support and confidence, minsup and 
minconf, enumerate all rules from D, whose support and confidence are, respectively, 
greater than minsup and minconf. A pattern X∧Y whose support is greater than or 
equal to minsup is said to be large (or frequent). An association rule X→Y is strong if 
it has a large support (i.e. X∧Y is large) and high confidence.  

Traditionally, association rules are discovered for market basket analysis. 
However, it is becoming clear that they can be successfully applied to a wide range of 
domains, including for mining knowledge from images [13], where  a transaction 
correspond to an image, and the items are objects recognized in the segmented image. 
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Mined association rules refer to the co-occurrence of objects in an image, and no 
spatial relationship between objects in the same image is considered. 

In this paper we investigate the discovery of association rules from a particular 
kind of images, namely document images. Document images are raster images of 
paper documents acquired through scanning. Documents can be business letters, 
articles published on journals, invoices, and so on, and are characterized by the 
prevalence of textual information. This means that both text and graphics may be 
present in a document image, and that they both may convey relevant information for 
the application at hand. Nonetheless, the graphical components (images, lines, table 
frames, and so on) can be optional, while the textual components are not.  

Recovering the symbol structure of digital images scanned from paper or produced 
by computer is the main goal of a research area known as Document Image Analysis 
(DIA). It is essentially considered as engineering discipline [12], because it 
systematically applies scientific knowledge to resolve conflicting constraints and 
requirements for problems of document image processing. From a document 
engineering perspective, it is important to create a disciplined approach to transform a 
paper document into some symbol structure (e.g., XML format). Altamura et al. [2] 
propose a decomposition of the data transformation process into six phases with a 
clear definition of both input and output.  

First, the document images of a multi-page document have to be scanned, pre-
processed and segmented to separate the background from the content. Then, a 
content-based classification of each extracted segment is required to separate text 
from graphics. A layout analysis process follows to extract the layout (or 
geometrical) structure of the whole document. The layout structure associates the 
content of a document with a hierarchy of layout components, such as blocks, lines, 
and paragraphs. It is related to the presentation of the document on some media. It is 
distinct from the logical structure, which associates the content of a document with a 
hierarchy of logical components, such as sender/receiver of a business letter, 
title/authors of a scientific article, and so on. It is related to the organization of the 
content. Luckily, in many documents the two structures are strongly related. This 
means that layout clues can be profitably used to reconstruct the logical structure of 
the document without “reading” the document itself. The general process of defining 
the mapping is called document image understanding1 (or interpretation)  [15], while 
the specific association of the whole document (root of the layout tree) with some 
class (root of the logical structure) is called document image classification [5]. 
Document image classification and understanding represent the fourth step in the 
transformation process. The fifth is the application of an OCR system only to those 
textual components of interest for the application domain. Once all necessary 
information has been extracted, data on the geometrical structure as well as on the 
corresponding logical labels and OCR’ed text can be stored in an XML document and 
properly rendered as the original document image by means of an automatically 
generated style sheet file (XSL and CSS) (sixth and last step).  

                                                           
1 This process is distinct from document understanding which is related to natural language 
aspects of one-dimensional text flow. 
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All document processing steps reported above are supported by the DIA system 
WISDOM++ (http://www.di.uniba.it/_malerba/wisdom++/) [11]. This complex 

transformation process is knowledge-intensive and at the same time requires a high 
degree of adaptivity which can be achieved by means of machine learning techniques. 
Indeed, WISDOM++ embeds two machine-learning systems with different 
characteristics of expressive power and efficiency. The two systems supports the 
acquisition of the knowledge required in several processing steps. 

In this paper we investigate an additional processing step, whose aim is that 
mining associations rules from document images. The discovery of association rules 
follows the processes of layout structure extraction (layout analysis) and logical 
structure extraction (document image understanding). We are interested in association 
rules expressing regularities among logical components of a set of document images 
belonging to the same class.  

The extracted association rules can be used in a number of ways. First, new 
documents can be recognized as satisfying the constraints that define the domain 
template (document classification and retrieval). Indeed, recent approaches propose to 
use discovered association rules for classification tasks [8]. 

Second, the rules could be profitably used in the automatic layout correction. 
Currently, in WISDOM++ the automatic correction of the layout is performed by 
means of a set of rules learned from the sequence of user actions [3]. By formulating 
the problem as a planning problem, it is necessary to define both a goal and a metric 
evaluating the distance between the current state (layout structure) and the goal. This 
metric can be based on the number of association rules supported by the extracted 
layout structure.  

Third, the rules could be also used in a generative way. For instance, if a part of 
the document is hidden or missing, strong spatial association rules can be used to 
predict the location of missing layout/logical components [7]. Moreover, a desirable 
property of a system that automatically generates textual documents is to take into 
account the layout specification during the generation process, since layout and 
wording generally interact [14]. Spatial association rules can be useful to define the 
layout specifications of such a system. Finally, this problem is also related to 
document reformatting [6].  

The paper is organized as follows. In the next section the architecture of the DIA 
system WISDOM++ is briefly described. In Section 3 the approach followed to 
extract association rules is reported, while some experimental results are shown in 
Section 4.     

2. Architecture of the system WISDOM++ 

The general architecture of WISDOM++, shown in Figure 1, integrates several 
components to perform all the steps reported in the previous section. 

The System Manager manages the system by allowing user interaction and by 
coordinating the activity of all other components. It interfaces the system with the 
data base module in order to store intermediate information. The System Manager is 

http://www.di.uniba.it/_malerba/wisdom++/
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also able to invoke the OCR on textual layout blocks which are relevant for the 
specific application (e.g., title or authors). 

The Image Processing Module is in charge of the image preprocessing facilities. 
Preprocessing consists of a series of image-to-image transformations, which do not 
increase the system’s knowledge of the contents of the document, but may help to 
extract it. One basic preprocessing step is the detection of the skew angle, which is 
defined as the orientation angle of the baselines of text blocks. Once the skew angle 
has been estimated the document image can be rotated to a reference direction to 
facilitate further format analysis and OCR. Additional preprocessing steps are noise 
filtering, such as removal of salt-and-pepper noise, and resolution reduction.  

The Layout Analysis Module supports the separation of text from graphics and the 
layout analysis. The separation of text from graphics is performed into two steps: the 
segmentation detects non-overlapping rectangular blocks enclosing content portions, 
while the block classification identifies the content type (e.g., text, drawings, pictures 
and horizontal/vertical lines). The classification of blocks is based on the description 
of some features of each block. In WISDOM++ only geometrical (e.g., width, height, 
area, and eccentricity) and textural features are used to describe blocks.  The 
classification of blocks as text, horizontal line, vertical line, picture (i.e., halftone 
images) and graphics (e.g., line drawings) is performed by means of the decision tree 
learning system ITI [16].  
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 The layout analysis detects structures among blocks extracted during the 
segmentation step. It generates a hierarchy of abstract representations of the 
document image, the layout structure, which can be modeled by a layout tree. It is 
performed in two steps: firstly, the global analysis determines possible areas 
containing paragraphs, sections, columns, figures and tables, and secondly, the local 
analysis groups together blocks that possibly fall within the same area. 

Once the layout analysis has been performed and the layout tree has been 
generated, the user can manually modify the layout tree by performing three different 
types of actions: vertical or horizontal split of a component in the layout tree, and 
grouping of two components. WISDOM++ stores both the result of corrective actions 
and the actions themselves. In this way it is possible to learn corrective layout 
operations from user interaction [3]. These operations are expressed as a set of 
“production” rules in the form of an antecedent and a consequent, where the 
antecedent expresses the precondition to the application of the rule and the 
consequent expresses the action to be performed in order to modify the layout 
structure. Production rules are then used by the Production System for Layout 
Analysis Module, which operates with a forward-chaining control structure. The 
production system is implemented with a theorem prover, using resolution to do 
forward chaining over a full first-order knowledge base. The system maintains a 
knowledge base (the working memory) of ground literals describing the layout tree. 
Ground literals are automatically generated by WISDOM++ after the execution of an 
operation. In each cycle, the system computes the subset of rules whose condition 
part is satisfied by the current contents of the working memory (match phase). 
Conflicts are solved by selecting the first rule in the subset. 

The Rule-based Semantic Indexing Module performs the document classification 
and the document understanding tasks. By performing document image classification 
and understanding, WISDOM++ actually replaces the low-level image feature space 
(based on geometrical and textural features) with a higher-level semantic space. 
Query formulation can then be performed using these higher level semantics, which 
are much more comprehensible to the user than the low level image features [4]. 
Rules for document classification and understanding are learned by means of the 
inductive logic programming system ATRE [9], as explained in the next section.  

The XML Generator Module is used to save the document in XML format. It 
transforms document images into XML format by integrating textual, graphical, 
layout and logical information extracted in the document analysis and understanding 
processes.  

3. A spatial data mining approach 

Differently from the work by Ordonez and Omiecinski [13], we also intend to take 
into account the inherent spatial nature of the layout structure, that is, we intend to 
discover, if any, spatial patterns between   logical components. Therefore, association 
rule mining methods developed in the context of spatial data mining are considered 
[10]. 
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There are three main peculiarities of the proposed approach. First, the spatial 
property of logical components is considered. Logical components are described in 
terms of their content type (e.g., text, graphics, etc.), their logical meaning (e.g., title, 
authors, etc.) and their geometrical features, which can be either relational or 
attibutional. Relational features relate two logical components on the basis of their 
mutual position in the document (e.g. on_top(A,B), to_right(A,B)). Attributional 
features refer to geometrical properties of layout components, such as width and 
height, as well as locational properties (position along x/y axis).  

Second, the hierarchical structure of logical components is considered as well. It is 
possible to look at the set of logical components of a document image as a hierarchy 
where each single logical component could be related to another one by a is_a or a 
part_of relation (e.g title is part_of identification, page_number is_a  
page_component). The levels in the hierarchy are called granularity levels.  

Third, the logical components can play different roles. Indeed, in spatial data 
mining attributes of some spatial objects in the neighborhood of, or contained in, a 
unit of analysis2 may affect the values taken by attributes of the unit of analysis. 
Therefore, it is necessary to distinguish units of analysis, which are the reference 
objects of an analysis, from other task-relevant spatial objects, and it is important to 
represent interactions between them. In our application, some logical components 
play the role of reference objects while other logical components play the role of task 
relevant objects.  

To mine spatial association rules we use SPADA (Spatial Pattern Discovery 
Algorithm) [10], which is based on a multi-relational data mining approach and 
permits the extraction of multi-level spatial association rules, that is, association rules 
involving spatial objects at different granularity levels. An example of association 
rule discovered by SPADA is: 

is_a(A,running_head)→  
on_top(A,B), is_a(B,content), type_text(A) 

support: 90.9%   confidence: 90.9% 
This rule means that if a logical component (A) is a running_head then it is textual 

and it is on top of another layout component (B) which is a component of type 
content. This rule has a high support and a high confidence (both expressed as 
percentages). 

The problem of mining association rules by means of SPADA can be formally 
stated as follows:  

Given 
• a set of descriptions of the labelled documents (result of the document 

understanding) 
• a set of reference objects S, 
• some sets Rk, 1≤k≤m, of task-relevant objects, 
• a background knowledge BK including some spatial hierarchies Hk on objects in 

Rk  and a domain specific knowledge, 
• M granularity levels  in the descriptions (1 is the highest while M is the lowest),  
                                                           
2 The unit of analysis is the basic entity or object about which generalizations are to be made 

based on an analysis and for which data are collected in the form of variables. 
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• a set of granularity assignments ψk which associate each object in Hk with a 
granularity level, 

• a couple of thresholds minsup[l] and minconf[l] for each granularity level, 
• a declarative bias DB that constrains the search space,  

Find  
strong multi-level spatial association rules. 
The description of the algorithm is beyond the scope of this paper. Further details 

can be found in [10] where the problem of mining association rules by means of 
SPADA has been investigated in the context of georeferenced census data. 

An example of labeled document image is shown in Fig 2. The set of descriptions 
of the labelled documents is expressed in the form of first-order logic conditions. The 
use of the first-order logic is necessary because the feature-vector representation, 
typically adopted in statistical approaches, cannot render the relational features. 

Spatial features (relations and attributes) are used to describe the logical structure 
of a document image. In particular, we mention locational features such as the 
coordinates of the centroid of a logical component (x_pos_center, y_pos_center), 
geometrical features such as the dimensions of a logical component (width, height), 
and topological features such as relations between two components (on_top, to_right, 
alignment). We use the aspatial feature type_of  that specifies the content type of a 
logical component (e.g. image, text, horizontal line). In addition there are other 
aspatial features, called logical features which define the label associated to the 
logical components. They are: affiliation, page_number, figure,caption, index_term, 
running_head, author, title, abstract, formulae, subsection_title, section_title, 
biografy, references, paragraph, table, undefined. In the following we present an 
example of document description on which runs SPADA: 

class(h,tpami),  
is_a(a,running_head), is_a(b,title),... 
page(h,first), 
part_of(h,a),part_of(h,b)=true,... 
width(a,390),width(b,490),... 
height(a,7),height(b,54),... 
type_text(a),type_text(b),... 
x_pos_centre(a,215),x_pos_centre(b,288),... 
y_pos_centre(a,26),y_pos_centre(b,83),... 
on_top(a,b),on_top(b,c),on_top(b,d),... 
to_right(e,f),... 
only_left_col(a,l),only_left_col(b,e), 
only_right_col(b,e),only_middle_col(b,e), ...  

where h represents the page and a,…,g represent the logical components of the page. 
It is noteworthy that the features class and page are used to describe the page and the 
relation part_of is used to express the membership of a component to a page. 
Numerical features are automatically discretized before inferring spatial association 
rules. 
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Fig. 2. An example of labeled document image. 

The specification, by means of a set of Prolog rules, of the following domain 
specific knowledge: 

at_page(X,first)   :- part_of(Y,X), page(Y,first) 
at_page(X,intermediate) :- part_of(Y,X), page(Y,intermediate) 
at_page(X,last_but_one) :- part_of(Y,X), page(Y,last_but_one) 
at_page(X,last)   :- part_of(Y,X), page(Y,last) 

permits to automatically associate information on page order to layout components, 
since the presence of some logical components may depend on the order page (e.g. 
author is in the first page). The specification of the hierarchy (Figure 3) allows the 
system to extract spatial association rules at different granularity size.  

The declarative bias DB constrains the search space and aims at defining the 
reference objects (ro) and task relevant objects (tro). In our task, the ro are the logical 
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Fig. 3. Hierarchy of logical components. 

components to which at least one satisfied logical feature, different from undefined, is 
associated. The tro are all the logical components. 

4. Experimental results 

Differently from [13], where the image mining system was evaluated on synthetic 
images automatically generated, we investigate the applicability of the proposed 
solution on real-world document images. In particular, we have considered six multi-
page documents, which are scientific papers published as either regular or short in the 
IEEE Transactions on Pattern Analysis and Machine Intelligence in the January and 
February 1996 issues. Each paper is a multi-page document and has a variable 
number of pages and layout components for page. A user of WISDOM++ labels some 
layout components of this set of documents according to their logical meaning. Those 
layout components with no clear logical meaning are labelled as undefined. All 
logical labels belong to the lowest level of the hierarchy reported in the previous 
section. We processed 54 document images in all.  

In Table 1 logical components distribution on the processed documents is shown. 
In particular, each table item reports the number of the logical components for the 
given document. The number of features to describe the six documents presented to 
SPADA is 17,880, about 331 features for each page document. The total number of 
logical components is 690 (114 of which are undefined) about 318 descriptors for 
each page document.  

An example of association rule discovered by SPADA is: 
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Table 1. Labels distribution. 

Document ID / Label 1 3 4 6 7 9 Total 
affiliation 1 1 0 1 2 2 7
page_number 8  13 12 1 5 5 44
figure 19 13 12 3 12 12 71
caption 13 17 7 3 11 5 56
index_term 1 1 1 0 0 0 3
running_head 14 15 14 1 6 5 55
author 1 1 2 1 1 1 7
title 1 1 1 1 1 1 6
abstract 1 1 1   1 1 1 6
formulae 24 19 21   0 4 5 73
subsection_title 3 1 1   0 0 0 5
section_title 4 4 2 0 1 1 12
biografy 2 1 1 0 0 0 4
references 3 3 2 1 1 2 12
paragraph 54 55 50 3 19 21 202
table 0 9 1 0 2 1 13
undefined 21 26 27 10 14 16 114

is_a(A,author) → only_middle_col(A,B) , 
 is_a(B,heading), height(B,[1..174]), type_text(A)  

support: 85.71% confidence: 85.71% 
The spatial pattern of this rule involves six out of seven (i.e. 85.71%) blocks 

labelled as authors. This means that six logical components which represent the 
author of some paper are textual components vertically centered with a logical 
component B at the heading of the paper, with height between 1 and 174.  

At a lower granularity level, a similar rule is found where the logical component B 
is specialized as abstract: 

is_a(A,author) → only_middle_col (A,B),  
is_a(B,abstract), height(B,[1..174]), type_text(A)  

support: 85.71%  confidence: 85.71%  

The rule has the same confidence and support reported for the rule inferred at the 
first granularity level.  

Another example of association rule is: 
is_a(A,index_term) → on_top(A,B), is_a(B,content), 

height(B,[1..174])  
support: 100.0 confidence: 100.0  
which states that all logical components index term are above a logical component of 
type content (body of the paper or final components). At the lowest granularity level 
the following rule is found:  

is_a(A,index_term) →  on_top(A,B), 
is_a(B,section_title), height(B,[1..174])  

support: 100.0 confidence: 100.0  
It discloses the fact that the specific fact that the content component associated to an 
index_term component in the previous rule is a section_title component. 
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Table 2. Number of rules. 
No of Rules Level 1 Level 2 Level 3 Level 4 
min_conf 0.5 0.5 0.5 0.5 
min_supp 0.8 0.8 0.8 0.8 
Affiliation 8 8 8 8 
Page_Number 16 16 16 16 
Figure 10 10 10 5 
Caption 7 7 7 1 
Index_term 34 34 34 34 
Running_head 11 10 9 2 
Author 38 39 39 39 
Title 55 55 56 52 
Abstract 46 69 69 69 
Formulae 15 15 15 5 
Subsection_title 41 41 41 41 
Section_Title 18 18 14 12 
Biografy 8 8 8 8 
Paragraph 24 15 15 4 
Table 13 13 13 4 
TOTAL 344 358 354 300 

The high support and confidence of both rules is mainly due to the very low 
number of index terms in the documents selected for the experimentation.  

A final example of association rule discovered for paragraphs is the following: 
is_a(A,paragraph), on_top(A,B) →  

is_a(B,body), width(A,[256..383]) type_text(A)  
support: 53.73 confidence: 100.0 

It states that 53,73% of textual paragraphs, whose width is between 256 and 383 
pixels, are above a body component.  

The number of mined association rules for each logical component at different 
granularity levels is reported in Table 2. Although the thresholds for the minimum 
support and the minimum confidence are quite high (0.8 and 0.5, respectively, for all 
levels) SPADA has found several spatial associations involving all logical 
components, references excluded. Many spatial patterns involving logical 
components  (e.g., affiliation, title, author, abstract and index term) in the first page of 
an article are found. This can be explained by the observation that the first page 
generally has a more regular layout structure and contains several distinct logical 
components.  

5. Conclusions 

This work presents an application of spatial data mining techniques to the problem of 
finding associations between  logical components extracted from document images by 
means of document analysis and understanding methods. As future work, we intend 
to investigate the application of mined association rules in three different contexts, 
namely document classification and retrieval, automated layout correction, and 
automated generation of documents.  
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Abstract. This paper describes some practical and theoretical foundations of 

Transformational Structured Document Logic (TSDL), which is a logical meth-

odology for analyzing properties of Web documents, XML or HTML, consist-

ing multimedia data, like image, natural language text, video or audio. TSDL 

can make benefits in searching, or in defining filters for multimedia Web 

documents. Both syntax and semantics of TSDL are described, and an efficient 

evaluation algorithm is also briefly introduced. 

1   Introduction 

During the last ten years, the success of World Wide Web was increasing and it has 

become part of our daily life. At the golden ages of WWW, pages mainly contained 

textual elements in well defined formats, like HTML or XML. In our days, this situa-

tion has become more complicated. Most Web documents contain non-textual ele-

ments either like images, videos, sounds or script language elements. These docu-

ments are usually referred as multimedia Web documents. Analyzing such a document 

is much more challenging than handling simple ones, because it requires knowledge of 

handling simultaneously different media and the structure of documents. For example, 

medical or geographical documents usually contain high-resolution images. Automatic 

processing of such a document surely requires the cooperation of image processing 

and traditional Web document techniques. Similarly, ornithological documents might 

include audio elements, which might be analyzed by signal processing techniques. 

Transformational Structured Document Logic (TSDL) is a logical framework for 

analyzing properties of Web documents consisting of non-standard elements like im-

age or audio components. TSDL itself does not realize signal processing, image proc-

essing or natural language understanding elements, but it provides a general logical 

framework in which these elements can easily be integrated. Hence, these elements 

can be cooperated with each other and with the structural part of a Web document to 

identify the existence of properties regarding to both structure and multimedia. 

The property of a document simply means a true or false value which is true for 

some multimedia documents and false for the others. This property might seem to be a 

simple service; however, its importance cannot be overestimated. First of all, proper-
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ties can be used in a searching process. A searching query can be implemented as a 

property, so documents for which the property is true provide the result of the query. 

This mechanism can be used in a simple WWW search, and it might be the basic 

query process of an XML database [1]. Secondly, properties of documents can be 

used to implement Web filters1 [2,3,4]. The main purpose of a Web filter is to select a 

few pieces of information from the WWW and to present it to the user in a specific 

way (e.g. by WAP). As a simple example, we can imagine a businessman desiring 

monitor the money market. Properties can be used in both finding the necessary in-

formation and maintaining the information even if the source documents are recon-

structed. Thirdly, documents can be validated with the help of properties, similarly as 

DTD (Document Type Definition) does for XML documents [5]. If a property is true 

for a given document, it represents a valid one, whilst non-valid documents are indi-

cated by false properties. Unfortunately, existing validation techniques do not pay 

attention on multimedia elements [5]. Last but not least, automatic categorization or 

data mining of documents can be supported by property analysis [6]. For example, a 

simple categorization process can be realized by identifying the existence of a set of 

properties over a set of Web documents. Documents with given properties could form 

a category. 

Several approaches were developed to analyze properties of Web documents. Some 

of them focus on the structure of documents [7,8,9], whilst others deal with the con-

nection of several different but linked document [10,11]. However, they usually do not 

pay attention on multimedia elements. These elements are usually treated in the same 

way as other parts of the documents; no special multimedia processing appears. 

The reminder of this paper is organized as follows. In section 2, basic concepts be-

hind the logic and the basic architecture are demonstrated. Section 3 introduces  

mathematical foundations of the logic containing model, syntax, semantics and some 

demonstrating examples. An efficient algorithm for evaluating TSDL expressions is 

also proposed in section 3. Finally, section 4 draws some conclusions. 

2   Basic Architecture 

The basic architecture of TSDL mainly focuses on HTML and XML documents, how-

ever theoretically other formats could also be considered. Documents are read and 

parsed by XML and HTML parsers. Parsing produces a document model which can 

be considered as the inside representation of the analyzed document. This representa-

tion is a directed tree which nodes are tags of the document and edges represent the 

embedding of tags. Nodes of the graph are usually marked by attributes (which will 

also be called as atomic predicates in the followings). Multimedia elements are also 

represented as tags, but they might refer to other resources like files of a directory 

system or objects of a multimedia database. For example, images of an HTML docu-

ment are usually stored as standalone jpeg files. Parsers produce only an initial docu-

ment model which might be further modified by different kinds of transformations. 

                                                           
1 TSDL was primarily motivated by the IKTA-0186 project which focused on studying and 

implementing Web filters. 
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Each transformation creates a new piece of document model which also must be a 

directed tree. Consequently, transformations can add and delete nodes from the docu-

ment model or they can change attributes of nodes. Basic concepts of the architecture 

can be seen on Figure 1. 

There are three major kinds of transformations. 

1. Pre-transformations try to increase the quality of inside representation by adding 

further important features. As an example, most HTML documents do not follow 

the HTML specification, therefore transformations need to be used to get the nec-

essary document model. 

2. Filters delete unnecessary parts of document models. For example, if we are not 

interested in handling comments or script language nodes, an adequate filter can 

easily eliminate them. 

3. Perhaps the most important transformation is the multimedia analysis. It may in-

clude transformations for images, sound or natural language texts. These transfor-

mations analyze the necessary subparts of the document model and create new 

models which contain information about the result of the analysis. For example, an 

image analysis may indicate that a picture is colored by adding an attribute to a 

node of the picture. Similarly, a natural language transformation can indicate topics 

of all natural language texts by adding some nodes and attributes to the original 

graph. 

 

HTML XML

PARSERS

PRE-TRANSFORMATIONS

FILTERS

MULTIMEDIA ANALYSIS

IMAGE PROCESSING

NATURAL LANGUAGE

...DOCUMENT MODEL

TRUE / FLASE

TSDL

EXPRESSIONS

 

Fig. 1. Basic Architecture  

Initially, there is only one document model, but different new models can also be 

created by applying different transformations. The exact order and number of trans-
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formations are controlled by TSDL expressions. Properties of multimedia Web docu-

ments are computed simultaneously from the initial and the newly created models. 

3   Mathematical Foundations 

This section introduces mathematical foundations of TSDL, which are based on the 

concepts of the previous architecture. The architecture can be formalized on two dif-

ferent levels. Firstly, mathematical model of Web documents can be expressed, which 

is called as document level. It describes the structure of individual documents, focus-

ing mainly on tags and relations between tags. Secondly, transformation of documents, 

the transformational level, will be described, which analyzes interoperations of docu-

ments and transformations. Our approach is based on modal logic. Consequently, 

three main elements of the logic have to be analyzed: the model theory, the syntax and 

the semantics. All three elements will be described on both document and transforma-

tional level. From clear theoretical point of view document level can be regarded as 

the object level of the formalism, and transformations represent meta level descrip-

tion. 

3.1   TSDL Model 

The document level of the model is a simple directed tree-graph, which nodes are 

labeled by atomic predicates. Transformational model is an edge labeled directed 

graph. Nodes of the transformational level graph are document models and labels of 

edges are atomic transformations. If two document models are connected by an edge 

labeled by ‘t’, it means that applying ‘t’ transformation on the first document results in 

the second document. Theoretically, transformational level graph could be infinite; 

however, only finite subparts are taken into account at real problems. 

The document model is a six tuple <V, AP, top, p, c, ap>. 

� V is a set of nodes of the graph. 

� AP is a set of atomic predicate, top∈ V is the top node. 

� p:V→V is a partial map associating each node with its parent node. 

� c:V→2V  is a partial map associating each node with its set of children nodes. 

� ap:V→2AP is a partial map associating each node with a set of atomic predicates. 

� Paths of the graph are represented by <v1,v2,v3,…vN-1,vN> sequences, where 

vi∈ V,  p(vi)=vi-1, and vi+1∈ c(vi). 

� Each path of the graph must be circle free, each maximal long path has to start 

from the t top node, and each node of the graph must be reached from the top node 

through one of the paths. 

This definition seems trivial for an XML document [5]. For example, tags can be 

translated to nodes and embedding of tags represents the parent-children mapping. 

This transformations is less trivial for an HTML document [12], consequently pre-

transformations need to be applied. A multimedia element of a document initially 

appears as a node whose atomic predicates represent type and resource information. 
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Applying multimedia transformations, this node might get further atomic predicates or 

other related multimedia nodes might be added to the model. For example, an image 

element of an HTML document is a simple node with an ‘image’ and a file location 

atomic predicate. After applying a ‘resolution identification’ transformation, a new 

atomic predicate may be introduces indicating the resolution of the image (e.g. ‘high 

resolution’ or ‘low resolution’). 

The transformational model is a graph whose nodes are document models, and the 

edges of the graph are labeled by atomic transformations. More formally, the trans-

formational model is a three tuple <D, T, η>. 

� D is a set of document models. 

� T is a set of atomic transformations. 

� η: D×D→T is a partial map associating each pair of document models (edges) 

with an atomic transformation. 

� Each transformation has to be deterministic: If η(<d1,d2>)=η(<d1, d3>)  then 

d2=d3 (where d1,d2,d3∈ D). 

� Primary consequence of deterministic behavior is that the following notations can 

be used:  tk(di) = dj, if and only if η(<di,dj>)=tk(di,dj∈ D, tk∈ D). 

Example 1. As a simple example, one can imagine a company whose confidential 

Web documents are marked by special confidentiality notes. There are two kinds of 

notes, an image and a natural language text, indicating that the given document is 

confidential. Although these notes represent the same content, it is not sure that they 

are equal bit by bit. For example, the confidentiality image might appear with different 

resolution, size or colors. Assume that we would like to develop a tool which identi-

fies secret documents. In this case, at least three different kinds of media must be 

handled. Images must be analyzed by image processing, natural language texts by text 

analysis and the structure of the document by structure analysis. Analyzing such 

documents requires at least three different atomic transformations (see Figure 2.). Pre-

transformation would eliminate all parts of the document which are irrelevant to con-

fidentiality. Natural language analysis would identify the text and image processing 

the image of confidentiality. 

The formal description of transformational and document model is the following: 

� {d0,d1,d2,d3}⊆ D, T={ t1,t2,t3}, {<d0,d1,t1>,<d1,d2,t2>,<d1,d3,t3>}⊆ η 

� d1=<V1, AP1, top1, p1, c1, ap1>, V1={v1, v2, v3, v4, v5},   

AP1 ={‘top’,’table’,’emphasis’,’image’,’text’,’resource_ref1’,’resource_ref2’} 

top1=v1, p1={<v2,v1>,<v3,v1>,<v4,v2>,<v5,v3>}, 

c1={<v1,{v2,v3}>,<v2,{v4}>,<v3,{v5}>}, ap1={<v1,{‘top’}>, 

<v2,{ ‘table’}>,<v3,{‘emphasis’}>,<v4,{‘image’,’resource_ref1’}, 

<v5,{‘text’, ’resource_ref2’}>} 

� d2=<V2, AP2, top2, p2, c2, ap2>, V2={w1, w2, w3, w4, w5} 

AP2={‘top’,’table’,’emphasis’,’image’,’text’,’resource_ref1’,’resource_ref2’,’conf 

_text’ } top2=w1, p2={<w2,w1>,<w3,w1>,<w4,w2>,<w5,w3>}, 

c2={<w1,{w2,w3}>,<w2,{w4}>,<w3,{w5}>}, ap2={<w1,{‘top’}>,<w2,{‘table’}>, 

<w3,{ ‘emphasis’}>,<w4,{‘image’,’resource_ref1’}, 

<w5,{‘text’, ’resource_ref2’, ’conf_text’}>}   
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Fig. 2. Simple Example 

� d3=<V3, AP3, top3, p3, c3, ap3>, V1={n1, n2, n3, n4, n5}, 

AP3={‘top’,’table’,’emphasis’,’image’,’text’,’resource_ref1’,’resource_ref2’, 

’conf_image’ } top3=n1, p3={<n2,n1>,<n3,n1>,<n4,n2>,<n5,n3>}, 

c3={<n1,{n2,n3}>,<n2,{n4}>,<n3,{n5}>}, ap3={<n1,{‘top’}>,<n2,{ ‘table’}>, 

<n3,{ ‘emphasis’}>,<n4,{‘image’,’resource_ref1’,’conf _image’}, 

<n5,{‘text’, ’resource_ref2’}>} 

It is important to note that transformational model is only partially determined in 

this simple example. For example, the structure of the initial document or the structure 

of the d2 document after the application of one of the transformations is not known 

exactly. However, for solving real-world problems, this partial knowledge is suffi-

cient. 

3.2   Syntax and Semantics 

Similarly to model theory, syntax and semantics are described at both document and 

transformational level. Document level focuses on expressing statements on stand-

alone documents, including expressions on atomic predicates, nodes and relation of 
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nodes. Transformational level focuses on statements of transformations and docu-

ments. The exact meaning of the syntax can be given with the semantics. 

� CT ::= {t} | CT ; {t} 

� D :: = {a}| T | ⊥  | D ∧  D | D ∨  D | ¬  D | D P D | D C∃  D | D C∀  D 

� TSDL :: = D | TSDL ∧  TSDL | TSDL ∨  TSDL | <<CT>> TSDL 

D describes the document level language and TSDL describes the transformational 

one. The ‘{a}’ expression does not represent a syntactic form, but the abbreviation of 

one piece of atomic predicate. Similarly, ‘{t}’ denotes one piece of atomic transforma-

tion. CT represents the language of complex transformations which is simply sequence 

of atomic transformations separated by ‘;’. T and ⊥  represent the top and bottom of a 

document model which can be regarded as being true or false for the whole document. 

∧ , ∨ , ¬  are the basic logical operators. P should be read as the parent operator, C∃  is 

the exist-children and C∀  is the all-children operator. <<T>> is a transformational 

level expression called as deterministic execution of transformations. 

The semantics of a document level expression is interpreted with an ‘x’ node of an 

‘M’ document model. In a theoretical point of view, nodes of the document model 

represent possible worlds of the modal logic, parent and children maps realizes rela-

tions between possible worlds [13]. We can say that an ‘x’ node of a given document 

model ‘M’ satisfies an expression ‘exp’, denoted by M, x |= exp. In other words, ‘exp’ 

expression is true for ‘x’ node of ‘M’ model. An expression is true for an ‘M’ model if 

there is an ‘x’ node for which M, x |= exp. 

� M, x |= T, for all x∈ V (where V is the node set of document model). 

� M, x |= ⊥ , for none of the x∈ V nodes. 

� M, x |= a, if and only if, a∈ ap(x).  

� M, x |= ¬D, if and only if, not M, x |= D. 

� M, x |= D1∧ D2, if and only if, M, x |= D1 and M, x |= D2. 

� M, x |= D1∨ D2, if and only if, M, x |= D1 or M, x |= D2. 

� M, x |= D1P D2, if and only if, M, x |= D1 and M, p(x) |= D2. 

� M, x |= D1C∃ D2, if and only if, M, x |= D1 and exists an y∈ c(x) for which M, y |= 

D2. 

� M, x |= D1C∀ D2, if and only if, M, x |= D1 and exists an y∈ c(x), and for all y∈ c(x)  

M, y |= D2. 

The semantics of a TSDL expression is interpreted with a ‘d’ document model of a 

‘TM’ transformational model. We can say that a ‘d’ document model of a given trans-

formational model ‘TM’ satisfies an expression ‘exp’, denoted by TM, x |= exp. In 

other words, ‘exp’ expression is true for a ‘d’ document model of ‘TM’ transforma-

tional model. 

� TM, d |= exp, if exp is a D expressions and there is an ‘x’ node of ‘d’ document 

model for which d, x |= exp. 

� TM, d |= TSDL1∧ TSDL2, if and only if, TM, d |= TSDL1 and TM, d |= TSDL2. 

� TM, d |= TSDL1∨ TSDL2, if and only if, TM, d |= TSDL1 or TM, d |= TSDL2. 

� TM, d |= <<t1;t2;t3;..;tN>> TSDL, if and only if, there is a <d0,d1,d2,…, dN> se-

quence of document level models for which d=d0, η(di-1,di) = ti  (for all I∈ {1..N}) 

and TM, dN |= TSDL. 
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In practical applications, there is an initial document model which is the starting 

node of the transformational level graph. In our case, this starting document is the 

direct output of HTML or XML parsers. It consists of all tags of the document as 

nodes and all texts or attributes as atomic predicates. TSDL expressions are usually 

evaluated over the initial document. Certainly, evaluating a TSDL expression requires 

transforming the existing documents so new document models will be created during 

the evaluation process. From a clear theoretical point of view, model theory of the 

logic is sufficient for evaluating properties over Web documents. Properties are for-

malized as TSDL expressions and evaluating the expressions clearly identifies 

whether a property holds or not. Therefore, proof theory of TSDL is not studied in this 

article. 

Example 2. Considering the previous example (see Figure 2.), let us suppose that 

confidentiality text and image cannot be placed anywhere in the document but they 

must be highlighted somehow. For example, confidentiality image must be in a table 

and confidentiality text must be emphasized (for example by <em> or <strong> 

HTML tags). Assume that one would like to develop a document checking tool which 

filters out the documents with non-highlighted confidentiality notes (non-valid docu-

ments). It can also be imagined as a document categorization process where there are 

three categories: documents with no privacy notes, documents with non-valid privacy 

notes and documents with valid privacy notes. Realizing such a categorization re-

quires the cooperation of different media analysis like image or natural language text 

processing with structural analysis of the document.    

Different properties of Web documents, containing confidentiality text or image, can 

be easily analyzed by TSDL expressions: 

� <<t1;t2>>conf_text expression is true for those documents which contain confi-

dentiality text.  

� <<t1;t3>>conf_image expression is true for those documents which contain confi-

dentiality image.  

� <<t1>>((<<t2>>conf_text)∨ (<<t3>>conf_image)) expression is true for those 

documents which contain confidentiality text or image. 

� <<t1;t2>>(conf_ text P emphasis) expression is true for those documents which 

contain confidentiality text and this text is emphasized (valid confidentiality text). 

� <<t1;t3>>(conf_image P table) expression is true for those documents which con-

tain confidentiality image and this image is in a table (valid confidentiality image). 

� <<t1;t2>>(conf_text P ¬emphasis) expression is true for those documents which 

contain confidentiality text but this text is not emphasized (non-valid confidentiality 

text). 

� <<t1;t3>>(conf_image P ¬ table) expression is true for those documents which 

contain confidentiality image and this image is not in a table (non-valid confidenti-

ality image). 

� <<t1>>((<<t2>>(conf_text P emphasis))∨ ( <<t3>> (conf_image P table))) expres-

sion is true for those documents which contain valid confidentiality text or image. 

� <<t1>>((<<t2>>(conf_text P emphasis)) ∧  ( <<t3>> (conf_image P table))) ex-

pression is true for those documents which contain both valid confidentiality text 

and image. 
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� <<t1>> ((<<t2>>(conf_text P ¬emphasis))∨ ( <<t3>> (conf_image P ¬ table))) 

expression is true for those documents which contain at least one non-valid confi-

dentiality note. 

3.3   Evaluation algorithm 

Using only model theoretical approach can be sufficient for analyzing properties of 

multimedia Web documents because a property can be represented by a TSDL expres-

sion, Web documents and transformations are represented as the model of the logic 

and evaluating an expression over a model clearly identifies if the property is hold or 

not. Consequently, the major question is that what kind of algorithms can be provided 

to compute the truth of an expression over a model. Similar problems usually arise in 

model checking. The problem can be divided into two questions. Firstly, a document 

level approach will be presented to evaluate document level expressions over docu-

ment level models. Secondly, a transformational level algorithm will be presented with 

the contribution of document level one. 

Document level algorithm is based on a relational algebraic approach. Since ex-

pressions are true for some nodes of the document model, therefore a document level 

expression can be regarded as a subset of nodes of the original document model. First 

of all, partial maps are stored as binary relations: V_P ⊆  V×V for p parent map, V_C 

⊆  V×V for c children map and V_AP ⊆  V×AP for ap atomic predicate map where V 

is the set of nodes of the document model. Secondly, computational expressions must 

be associated with the logical operators. These computational expressions determine 

the set of nodes for which the expression is true. Let us consider that we have two 

expressions, e1 and e2, subsets of nodes of the model for which these expressions are 

true: Ve1, Ve2. We can compute the subset of nodes for which e1∧ e2 is true by making 

an intersection of the two sets (Ve1∧ e2=Ve1 ∩ Ve2). Similarly, disjunctions can be com-

puted by union.  

Table 1. Document level logical operators and the associated relational algebraic expressions. 

Logical expression Relational algebraic expression 

‘a’ (atomic predicate) σAP=a(V) 

T V 

⊥  ∅  

¬  V– Ve 

∧  Ve1∩Ve2 

∨  Ve1∪ Ve2 

P πV((V_P)∩(Ve1×Ve2)) 

C∃  πV((V_C)∩(Ve1×Ve2)) 

C∀  πV((V_C)∩(Ve1×V))–πV(((V_C)∩(Ve1×V))–

((V_C)∩(Ve1× Ve2))) 

 

paass
27



Table 1. lists all the relational algebraic expressions that are associated with docu-

ment level logical expressions2 (σ denotes selection, πV is a projection to the first set 

of a binary relation). Further information about relational algebra can be found in 

[14]. 

Unfortunately, TSDL expressions cannot be computed similarly because transfor-

mational level models are usually infinite. Therefore, a tableau based method is ap-

plied. Complex expressions are decomposed to atomic expressions by applying syn-

tactic rewriting rules. Atomic expressions are document level expressions so they can 

be evaluated by the previous relational algebraic approach. Using the syntactic rewrit-

ing rules on Figure 3 with a depth-first search strategy, a simple evaluation algorithm 

is presented.  

Evaluating a document level expression requires polynomial time and space com-

plexity, because relational algebraic operators can be evaluated in polynomial time, 

and space is only required for storing the relations (which is polynomial in the size of 

nodes). Unfortunately, the situation is not so good at transformational level. Syntactic 

rewriting has branching at disjunctions. Consequently, time complexity of evaluating a 

TSDL expression can be exponential in the size of the number of TSDL level disjunc-

tions. At practical applications, the number of disjunctions are not extremely high, so 

time complexity remains acceptable. Applying depth-first search at syntactic rewrit-

ing, space complexity of the algorithm remains polynomial. 

 

Fig. 3. Tableau based algorithm for evaluating a TSDL expression over a transformational 

model. The algorithm is a simple modification of the tableau based algorithm of Hennessy-

Milner logic, which is primarily used in model checking [15].  

                                                           
2 Proof of the correctness of relational algebraic expressions is being published in Periodica 

Polytechnica. 

 

TM, d |= TSDL1∧ TSDL2 

TM, d |= TSDL1 , TM, d |= TSDL2 

TM, d |= TSDL1∨ TSDL2 

TM, d |= TSDL1 

TM, d |= TSDL1∨ TSDL2 

TM, d |= TSDL2 

TM, d |= <<t1;t2;t3;..;tN>> TSDL

TM, tN(…t2(t1(d))) |= TSDL

TM, d |= TSDL,  if TSDL is a document level expressions, and there is

an ‘x’ node of ‘d’ document model for which d, x |= exp. 
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4   Conclusion and Further Work 

This paper summarizes some theoretical foundations of Transformational Structured 

Document Logic, which is a logical methodology for analyzing properties of XML or 

HTML documents containing multimedia elements. Beside theory, a shell architecture 

has also been implemented in Java to test the concepts between real circumstances. 

The architecture realizes an HTML and an XML parser, the algorithms for evaluating 

document level and transformational level expressions, and several basic atomic trans-

formations. 

In a sense, TSDL does not represent a new logic, because it is a subset of several 

more general logical frameworks. Document level of TSDL can be considered as a 

special kind of Propositional Dynamic Logic. For example, DIFR logic (a kind of 

Propositional Dynamic Logic) contains more syntactic elements than document level 

of TSDL does [16]. Transformational level of the logic realizes a special Hennessy-

Milner (HM) logic which nodes are document level models, and there is only one 

modal operator at this level called deterministic execution of transformations. Deter-

ministic execution is the same as all executions and some executions in HM, because 

executions are not necessarily deterministic in HM but surely deterministic in TSDL. 

However, these general logical frameworks usually do not concentrate on Web docu-

ments, instead they deal with actions or time [13,15]. Therefore, TSDL can be consid-

ered as a domain specific logic which syntax and semantics also focus on Web docu-

ments. This specialization causes several benefits. Firstly, syntax of the logic directly 

expresses the necessary formulas for the most common applications. Secondly, the 

limited approach entails several computational benefits which are primarily mani-

fested in easy and relatively fast evaluation algorithms. Although this article covers 

mainly the model theory of the logic, the limited approach could result in significant 

simplification in proof theory. 

TSDL can be extended and further studied from both practical and theoretical 

points of views:  

� The efficiency of the evaluation algorithm can be further increased by using so-

phisticated data structures, like Hash tables or Hash trees [17]. 

� The applications of soft evaluation techniques would lead not only to the identifi-

cation of the truth or falsity of a property of Web documents, but to the recognition 

of a more descriptive value as well.  

� Pre-transformations, filters and multimedia transformations should be further 

investigated. At this point they are quite ad-hoc and implemented by Java objects. 

However, an ontology of multimedia transformations would also be useful. 

� Proof theory of the logic should be developed. With proof theory, consequences 

or common properties of the truly evaluated expressions could be identified.     

� Beside theoretical issues and experimental implementation, developing industrial 

application using TSDL remains an open question needing further investigation and 

research.  
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Abstract. In this paper, the Grammatical inference (GI) is considered
as an instance of the Constraint Satisfaction Problem (CSP), and a Con-
straint Logic Program (CLP) is proposed which instantiates automata
in a lattice. In this task, the inference engine takes as input a set of in-
dividual positive and negative examples of documents and outputs a set
of rules that recognises similar documents.

In the theoretical outline, the Pattern Recognition and the GI problems
are considered in an algebraic framework in which a set of constraints
will define the process of generalisation. The CLP implementation dis-
cussed here is used in a document handling project in which (paper)
documents are typographically tagged and then recognised. The main
aim is to extract the physical and the logical structures of a given set
of (paper) documents in order to produce a machine readable form like
XML, HTML or TEX format.

1 Introduction

This paper describes the related work in a Pattern Recognition project applied
to documents like summaries, dictionaries, scientific reports, bibliographic ba-
sis, encyclopedia and so on from examples. The main purpose is to extract the
hierarchical structure and the content of these classes of documents. As such,
we apply the process of Grammatical Inference to a set of regular production
rules. These rules represent the logical structure of these documents (i.e. text
and images organised in titles, chapters, sub-chapters and so on in the case of
summaries) and are defined for each element of a sample set. Negative examples
can be provided in order to denote structures that should be rejected. The infer-
ence engine then produces a representative grammar that will reorganise texts
and images in their respective contexts.

As suggested in [5], the problem of grammatical inference can be consid-
ered in a CSP framework (see e.g. [3]). Although some work ([10]) tackled this
problem as an instance of graph colouring, the proposed approach gave only the
specification of a (language inclusion) lattice giving a quite general idea with no
CLP (see e.g. [2]) framework.
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In ([7]), Gold showed that any recursively enumerable class of language is
identifiable using a complete representation with positive (I+) and negative (I−)
data. . Hence, the class of regular languages cannot be correctly identified from
only positive examples. Although the usual case in document handling is to learn
from only positive examples (I+), the result (a set of production rules) can be
drastically refined by negative examples (I−) and avoid over generalisation.

It is known that any algorithm that would construct a DFA (deterministic
finite automaton) with a minimum number of states compatible with all the
data already processed can identify any regular language in the limit ([6]). The
search space being a (language inclusion) lattice ([8]), we develop here an original
and complete algebraic framework for the Grammatical Inference and present
a relation on this search space that characterises the construction of partitions
over the lattice of automata represented by I=(I+ ∪ I−).

To realize that, an initial algebra AGI
is assigned to the regular grammar

GI of the sample I . Then the main result is the definition of a quotient alge-
bra AGI/R that leads to an uniquely defined isomorphism from AGI/R to the
language of the (to be generated) automaton A.

Within the algebraic framework, we discuss a general Constraint Satisfaction
specification that characterises the search space of the GI problem and then
define a set of constraints that will construct the final DFA. The results are used,
among others, in a project on paper document processing whose one application
is the translation of the documents into HTML/XML/TEX format.

2 Regular Inference

The Inductive Inference paradigm is the basis of the automatic learning problem.
In the Syntactical Pattern Recognition (see e.g. [17]), many grammatical infer-
ence algorithms are proposed that are used in the learning step of the pattern
recognition tasks ([14], [15], [16]). In order to correctly identify regular languages,
positive and negative examples are to be provided to represent the language to
be learned.

Example 1. From scientific reports, we may have I+={r1, r2, r3}, I−={r4, r5} :
r1 : report ← abstract, acknglmnt, outline, chapter, chapter, references.
r2 : report ← abstract, outline, chapter, subchapter, chapter, references, index.
r3 : report ← abstract, acknglmnt, outline, fig table, chapter, chapter, index.
r4 : report ← abstract, outline, references.
r5 : report ← abstract, acknglmnt, chapter, index.

Here, r4 denotes that there is no well formed report without any chapter while
r5 rejects a report without outline. Hence, in this case, saying that an acknglmnt
(acknowledgement) will always follow an abstract is not a usable fact.

In this paper, first we give some basic definitions for reference. Then, in the
section 4, an algebraic specification of the GI problem is developed. In the sec-
tions 5, 6 and 7, some practical issues, the implementation of the proposed CSP
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framework together with some examples are reported. Then, some relationships
with other works in the field is recalled in the section 8.

3 Basic notations and definitions

We assume that the reader is familiar with the basic notions in the grammars
(see e.g. [13]).

A finite automaton (FA) A is a quintuplet (Q, Σ, δ, q0, F) where Q is the
set of states, Σ is the set of input symbols, δ : Q x Σ* →2Q is the transition
function, q0 ∈Q is the start state and F ⊆ Q is the set of final states.

For an automaton A, the language accepted by A is denoted by L(A). A
language is regular iff it is accepted by a FA. An automaton A is deterministic
(DFA) if for all q∈Q and for all a∈ Σ, δ(q,a) has at most one element.

If A=(Q, Σ, δ, q0, F) is a FA and π a partition of Q, B(q,π) is the only block
(result of the fusion of states) that contains q and we denote the quotient set by
Q/π as the set of all partitions {B(q,π ) | q∈Q}. If A is a FA and a partition π
over Q, the quotient (or derived) automaton A/π = {Q/π, Σ, δ’, B(q0,π ), {Bi ∈
Q/π | ∃ q ∈ Bi, q∈F} where δ’ is defined by ∀B,B’∈Q/π , ∀a∈ Σ, B’∈ δ’(B,a)
iff ∃ q,q’∈Q, q∈B, q’∈B’ : q’∈ δ(q,a).

It is easy to see that for a partition π over Q, L(A) ⊆ L(A/π). The set of all
automata derived from A is a (language inclusion) lattice Lat(A).

A context-free grammar (CFG) is denoted by G=(N, T, P, S) where N and T
are finite sets of non terminals and terminals and P is a finite set of productions.
The special non terminal S is called the start symbol.

A (right) regular grammar is a context-free grammar whose the productions
rules are of the form A → α. or A → α B. where α ∈T, A,B∈N.

The language L(G) is any string ω ∈T* such that there is a derivation from
S to ω (denoted by S ⇒* ω). By extension, the language of any non terminal
A∈N is any string µ such that for τ ,σ,µ ∈T*, S ⇒* τAσ⇒* τµσ.

Given I+ the positive representation from a regular language L, I+ is said to
be structurally complete if all transitions of (the unknown) automaton A(L) are
used in the acceptance of strings in I+ terminating in a final state in F+ (the set
of the final states from I+). This notion is extended to I− given that I+∩I−=∅,
F+∩F−=∅, F− is the set of final states of I−, I− is structurally complete with
respect to its own language. The language L(A) of I denotes only those accepted
strings using a final state in F+ and rejecting those of I−.

Let us recall some results in the field of regular grammatical inference. Even
though we do not use these results in this paper, it is usefull to have them in
mind and the sections that follow will outline some results similar to them.

If A(L) is the minimal (resp. maximal) canonical automaton of a language L,
then A is a DFA with the minimum (resp. maximum) number of states accepting
L. The maximal canonical automaton is denoted MCA. One can define the prefix
tree acceptor of I denoted by PT(I) from the MCA by merging states sharing
the same prefix. If I is a structurally complete sample of a regular language L,
then there exists a partition π over the states of PT(I) such that PT(I)/π is
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isomorphic to A(L). If I is a positive sample, the set Γ of automata such that
I is structurally complete with any automaton in Γ is Lat(MCA(I)). If L is the
target language and I is structurally complete with respect to A(L), then A(L)
is an element of Lat(PT(I)). The automaton A(L) is learnable as a partition
PT(I)/π isomorphic to A(L) in the lattice of all possible partitions PT(I)/π.
Note that this search space grows exponentially with the size of the state set in
PT (I) and therefore with the size of I .

In the algebraic specification below, the properties of partitions over the al-
gebra AGI

associated to the grammar GI of I are depicted and we formally
characterise a relation from these partitions to L(A). This is done by the defini-
tion of a set of constraints defining relations over the terms of AGI

that produces
the quotient-algebra whose terms are isomorphic to those of L(A).

Quotients of the AGI
-algebra giving a (language inclusion) lattice, our main

aim in the Grammatical (regular) Inference described here is to characterise this
lattice and to guide the search in it.

4 An Algebraic specification of the grammatical inference

The Grammatical Inference problem can be specified by using the relation be-
tween an initial many sorted algebra and grammars ([11]). This relation over
context-free grammars is easily extended to the regular grammars. Such a gram-
mar is used as a (rewrite) system to define an algebra. The major property is
that the defined algebra is initial in the category of the same signature.

To construct the algebra associated to a context-free grammar G, each non
terminal of G is assigned to a class of derivation tree. Consequently, the non
terminals of G are sorts of a many sorted algebra whose operations are defined
by the production of G. The derivation tree (and hence the language) of any non
terminal X denotes the carriers of the sort X of the algebra.

Let G=(N,T,P,S) be a context-free grammar and LG be its language. Let be
associated to G the AG-algebra whose signature is ((N∪T), Op) where Op is
the set of names given to the productions in P. The terms of this algebra are
derivation trees starting from any non terminal of G. AG can be extended if we
consider the elements of N as the ranked variable radical (χ={νi |ν ∈ N, i is a
natural number}) and define an equational theory together with a well-formed
substitution and a consistent replacement function over χ in AG.

The terms of the AG-algebra are derivation trees constructed by using the
names of the productions of G. Constants (0-air operators of the AG-algebra)
are terminals of G. By equivalence, we mean an equivalence relation R over the
sorts of AG. Since the elements of N are sorts of AG-algebra, any string ω such
that X∈N, X⇒* ω is typed by X, particularly when ω ∈L(G) where for S the
start non terminal, S⇒*ω.

An AG-algebra is initial in a category C based on the same signature if for
all algebra B of C, there exist a unique homomorphism f : AG → B ([12], [11]).

We may define a homomorphism f : AG → sem where sem can denote the
language L(G) and hence to associate a string semantics to the terms of AG. This
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function can be a syntax-directed translation (or compositional semantics) one.
Here, considering the sample set I (and its automata) and L(A) the language of
A (the final DFA to be constructed), we are interested in f : AGI

→ L(A).
Let the AGI

-algebra be associated to the grammar GI of the set of samples
I=I+ ∪ I− where I+ ∩ I− = ∅. The terms of this algebra are derivation trees
for elements of I. Consider the set of finite automata associated to elements of
I and let Tree(I) denote the tree of all theses automata. Assume that the (no
deterministic but not ambiguous ε-free) grammar GI=(Q∪{S}, Σ, Pδ, S) where
Pδ is the set of the names given to the transitions in Tree(I), is associated to
Tree(I) with the start symbole : S → p01 | p02 | ...

Let LI+ be the language of the positive examples (resp. LI− for the negative
ones) generated by the final automaton A. Then, for any partition of Tree(I)
where some automaton are considered equivalent, I+ ⊆ LI+ and I− ⊆ LI−. We
have LI− ⊆ Σ* - LI+ and LI

−

∩ LI+ = ∅. The section 8 discusses how and why
we may also set I− ⊆ Σ* - L(A) or LI+ ⊆ LI .

Let GI be the (regular) grammar associated to Tree(I), R a congruence re-
lation, a partition Tree(I)/R from Tree(I) and its regular grammar GR. Let AGI

and AGI/R be the algebra assigned to GI and GR. In the following section, we
will define a homomorphism homo

R
from AGI

to AGI/R. Then, we will state a
constraint satisfaction specification of the (language inclusion) lattice induced
by homoR and propose a CLP program that will search, under some constraints,
for a (not necessairly minimal canonic) DFA in that lattice.

4.1 The quotient algebra

Let AGI
=((Q ∪ Σ), Op) be an algebra associated to the (regular) grammar of

the sample set I. Terms of AGI
are derivation trees (let note them by â or b̂)

of the form ri(rj, rm(..., rk(rn)...) and of some sort q ∈ Q. Let R a congruence
relation on AGI

. Op is the set of names (like ri) of rules of GI of the form (q’, α
→ q) or (α → q), α ∈ Σ, q,q’ ∈ Q. The quotient algebra induced by R is defined
by AGI/R = ((Q ∪Σ), Op) with :

1- (Q ∪Σ) = {[â] | â a derivation tree whose type is q ∈ Q} where the congruence

class [â] is defined by [â]={b̂ a derivation tree of type q ∈ Q | (â,b̂) ∈ R};
2- Op=set of ri for each element of Σ, if ri is the name of a production rule of
the form α → q with q ∈ Q and ri : [α] → [q];
3- Op= set of ri : ([q’], [q”]) → [q] if ri is the name of a production rule (q’, q”)
→ q with q, q’, q” ∈ Q is defined by
ri(rj,rm( ..., rk(rn)...) = [ ri(rj, rm(..., rk(rn)...) ]. A derivation tree [â] in AGI/R

is constructed using elements congruent to â∈AGI
. ut

Although a term â of AGI
is like ri(rj, rm(rl, ..., rk(rn)...) with ri, rj , ... ∈

Op, for the sake of clarity, we will rewrite â by ri(α, rm(β,..., rk(γ)...) when
rj (resp. rl, rn, etc.) is the name of a production rule like α → q. This is also
motivated by the fact that [α] denotes the equivalence class of the constant α
whenever [â]=[α]. We set [α]=α for each α ∈ Σ.
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Operations of AGI/R are well defined since R is reflexive, symmetric, transi-

tive and compatible such that from [â]=[b̂] we conclude that (â,b̂) ∈ R. Thus,
((AGI

) ri1(α1, rj1(α2, ..., rk1(αn)...) , (AGI
) ri2(β1, rj2(β2, ..., rk2(βn)...)) ∈ R

implies [(AGI
) ri1(α1, rj1( ..., rk1(αn)...)] ≡ [(AGI

) ri2(β1, rj2(..., rk2(βn)...)].
Equivalently, (ri, rj)∈R implies ri ≡ rj (same as [ri] ≡ [rj ]).

Quotient algebra are characterised by the universal property (up to an iso-
morphism [12]). This property is stated by the following (homomorphism) the-
orem applied to AGI

:

Theorem 1. Let AGI
associated to Tree(I) be the algebra and R a congruence

relation on AGI
. Then homoR : AGI

→ AGI/R defined by homoR(â) = [â] for
â ∈ AGI

is a homomorphism that has the following property.
Let f : AGI

→ L(A) a homomorphism with the (former) congruence relation
R 1 , then there exists a unique homomorphism f̄ such that the following diagram
of mapping is commutative, i.e., f = f̄◦ homoR .

-
H

H
H

H
H

H
H

H
Hj �

�
�

�
�

�
�

��*

f

homoR

L(A)AGI

AGI
/R

f̄

=

Let us show first that homoR is a homomorphism before proving the theorem 1.

Theorem 2. homoR is a (quotient-)homomorphism.

Proof. By the definition of the quotient algebra AGI/R, for the constant symbols
where ri in Op is the name of the rule α → q we have homoR(ri) = ri = [ri]
and, for operations ri in Op where ri is the name of a production rule (q’, α) →
q, we have :

homoR(ri(rj, rm(rl,..., rk(rn)...)) = [ ri(rj, rm(rl,..., rk(rn)...) ]

= ri(rj,rm(rl ..., rk(rn)...). ut

Thus homoR is a homomorphism and we have (trivially) :

Lemma 1. the value of a derivation tree â in AGI/R is the equivalence of â in
AGI

. That is : ((AGI/R) (â)) = [(AGI
) (â)].

Proof. this is an immediate consequence of the quotient algebra AGI/R. Given
The above properties of the relation R, we naturally have homoR(â) = [â]. ut

Now, we can give the proof of the above theorem-1

1 with R ⊆ Eq(f) which is the congruence induced by f with Eq(f)= {(â,b̂) | â,b̂∈

AGI
and f(â) ≡ f(b̂)} giving congruent words in L(A), e.g. possibly f( ̂”abbbc”) ≡

f( ̂”abbbbbc”) where α̂ is the derivation tree of the word α ∈ Σ*.

paass
36



Proof (of the theorem-1). Let f̄ : AGI/R → L(A) be defined by : f̄([â]) = f(â),
â is a term of AGI

. We have :

? f̄ is uniquely defined : if f̄ defines a homomorphism at all, then f̄ is unique
since every other homomorphism g : AGI/R → L(A) with f= g ◦ homoR must
satisfy g([â]) = f(â).

? f̄ is well-defined : for â,b̂ ∈ AGI
, (â,b̂) ∈ R (and, by the definition of f

where (â,b̂) ∈ Eq(f)), we have f(â) ≡ f(b̂) which implies that f̄([â]) ≡ f̄([b̂]).
Hence f̄ is well defined.

? f̄ is a homomorphism : Let ri ∈Op the name of a the operation α → q
denote a symbole α ∈ Σ. Then we have f̄(ri)=f̄([ri])=f(ri)=α ∈L(A) since f is
a homomorphism.
Otherwise, for ri in Op be the name of the operation (q’, q”) → q with q, q’,q”
∈ Q, we have for [â] in AGI/R (the dot symbol is the monoid concatenation):

f̄(ri(rj, rk(...(rn))) = f̄([ri(rj, rk(rl,...,rv(rn)))])
= f(ri(rj, rk(rl,...,rv(rn)...))
= (L(A)) f(rj) · f(rk(rl,...,rv(rn))...) and by the definition of f̄

= (L(A)) f̄(rj) · f̄(rk(rl),..., rv(rn)))...) ut

Thus, f̄ is a homomorphism.

Note that if we make R = Eq(f) for each sort q∈Q, then f̄ is injective and
two equivalent terms of AGI

using the equivalence class [q] will generate equiv-
alent (sub) words of the type q. Furthermore, if I is structurally complete and
represents L(A) and if GI (and hence GR) are not ambiguous, then f is surjec-
tive. Hence, f̄ is an isomorphism. Note that the problem of the ambiguity and
the question of emptyness of the intersection of regular languages are decidable
[13]. This result is similar to the existence of a partion PT(I)/π isomorphic to
L(A) used in the literature. Furthermore, the family of the relation R defines
the quotient algebra which characterises the (language inclusion) lattice LatR

(similar to Lat(PT(I)) in the literature).

We are looking for a method that, under some hypotheses, gives L(A) et
hence, will complete a posteriori the set I of samples. The set I must be struc-
turally complete and be representative of L(A) since we want that all equivalence
classes be calculated giving AGI/R. Hence, if we want to have the above prop-
erties for R, homoR, f̄ and f , then there must be no [â] in AGI/R other than
those given by R over AGI

. Consequently, the following propositions hold.

Proposition 1. I is structurally complete and representative of L(A) if by the
homomorphism homoR, all equivalence classes of â∈AGI

are calculated in AGI/R

(and there exists no other).

Proposition 2. Given I structurally complete and representative of L(A), a
family of congruence relation R constructs a class (i.e. the category of sig-AGI

-
algebra) of the initial algebra AGI/R giving the (language inclusion) lattice LatR
where for the final automaton A of L(A), A is an element of LatR.
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In the next section, we will define a CSP specification by a CLP predicate that
defines the congruence relation R and hence charecterises the search space LatR

and the instanciations in it. Then we will discuss the properties of I+ and I−
with respect to LI , LI+ , LI

−

and L(A).

5 The Definition of R : the Congruence predicate

Recall that R is a congruence relation over (the sorts of) AGI
. Let â1 , â2∈ AGI

where â1 = ri1(α1, ri2(α2, ri3(α3, ri4(α4,..., rin−1
(αn−1, rin

(αn)...)
and â2 = rj1(β1, rj2(β2, rj3(β3, rj4(β4,..., rjn−1(βn-1, rjn(βn)...).

The Congruence predicate constructs the store θ (a set of constraints) and
assigns an equivalence class to each qi∈Q. The set θ may contain constraints like
x in r, = and 6=. Whenever the set of final constraints is satisfiable, if there is
more than one solution, then we will choose the one which minimises the number
of equivalence calsses. Initialy, θ = ∅.

In order to extract equivalence classes, this predicate is applied to every
pair of (compound) terms of AGI

. Within each couple of terms, the predicat
is applied to every couple of sub-term of â1 and â2. Backtraking is used to
compute a consistent θ (which denotes quotient algebra and LatR). Initialy, [qi]
is the equivalence class of each qi∈Q. Elements of I+ and I− are distinguished,
hence we recognise final states (F+ and F− with F=F+ ∪ F− and F+ ∩ F−=∅)
of these two sets from each other and from any other equivalence class.

Predicate congruence(t1, t2) adds constraints to θ
Let t1 and t2 be partial trees (partial composed terms) of â1,â2

t1 = ri1(α1, ri2(...)...) and t2 = rj1(β1, rj2(...)...) which denote
ri : α × p’1 → p1 rj : β × p’2 → p2

(1) if p1 and p2 are different final states in (F+ × F−) then set [p1]6=[p2].
(2) if α = β then set ([p’1]= [p’2]⇒ [p1] = [p2]) (preserves the DFA condition)
(3) if α 6= β then set [p1] 6= [p2]

Remarque : in (2), we set the determinism constraint for all automata in the
lattice. in (3), we may equivalently have {set α 6= β ⇒ [p1] 6= [p2]} or {set [p1]
= [p2] ⇒ α = β)} but this formulation makes a strong dependence between
cases (2) and (3). Nevertheless, this last formulation shows why we do not need
to start with PT (I) since it sets equivalence classes by ([p1] = [p2] ⇒ α = β)
and we choose the final automaton with the fewest states. Also, the case (3)
sets constraints such that for an equivalence class [qi], all prefix will be in the
same equivalence class [α]. This is an application of the well known pumping
lemma (see e.g. [13]) and makes the final automaton ε-free (we currently study
the properties of equivalence class [α] in the case of the grammatical inference of
context-free grammars). Furthermore, the case (3) sets two different equivalence
classes if they are both states from F+ × F−. Recall that A(L) only accepts
elements of L(A) whose derivations terminate with a final state in F+.
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For a given instantiation of the equivalence classes, the set of constraints θ
defines a set of equivalence classes for qi ∈ Q giving a partition and hence a
quotient algebra. The set of all these partitions is LatR.

The demonstration of the soundness, the completeness and the termination
(also the existence and the uniqueness) properties of the Congruence predicate
are out of the scope of this paper even though they are quite straightforward.

Given the case (3), we exclude equivalence classes where the prefix symbol
[α] are from different classes. Hence, we will not have unsound final states with
the possibility to continue a derivation from these states. The final sound DFA
is minimal given the set of constraints on it. It is not necessarily canonic since
this property does not bring any advantage here and a contrario, in some cases,
will generate an unusable language (see also the use of tables in section 8).

6 Realisation in GNU-Prolog

We used Gnu-Prolog ([4]) to encode the Congruence predicate. Gnu-Prolog is
CLP environment with finite domain solver. We can set integer, boolean and
reified constraints together with some others such as symbolic constraints. The
enumeration of the values in a domain is possible with minimisation of some
function. Gnu-Prolog implements partial and full AC constraint propagation
algorithms (see e.g. [2], [4]). We give here some details of the CLP realisation.

Every word of the sets I is extended with a special symbol $/∈ Σ. We then
associate one automaton Ai to each element of I. Each automaton Ai begins
with its qi0 state (from the rule ri0). Given this status of qi0 and the use of
the $ symbol, the output state of each transition is an input state of another
one (except for the final states). Each transition is of the form q=δ(α, q’, code)
where code denotes the set (I+ or I−) and F+ or F− states when α=$. The use
of PT(I) is not necessary even though it is handled. Given the constraint (3) in
the Congruence predicate, it is trivial to show that we will have the same final
DFA no matter if we start from PT(I) or from Tree(I).

Each automaton has contiguous states numbers. If there is no I− available,
the final automaton generates only L+ but may suffer from the over generali-
sation (see e.g; [8]). The final automaton A is then translated to a DCG ([1])
giving directly an operational grammar which begins to verify that elements of
I+ (resp. I−) are accepted (resp. rejected).

7 Experimental Results

To validate the theoretical aspect of the related work, the implementation was
tested using the experimental protocol cited in [9]. Within some fifteen regular
languages (L1 to L15) proposed to evaluate a GI method, some are trivial like
L1=a* or L2=(ab)*. Below, we present three of them completely. Note that the
Example-3 is an original one. According to [6], sample sets (specially I+) are (ex-
perimental) fixed point sets. We tested the other languages of the protocol with
success and for each one, we generated an automaton with the fewest number of
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states given the constraints expressed in the Congruence predicates in the section
5. Results of these tests are available from the author. We also plan to imple-
ment this CSP framework more efficiently in an imperative language (like C++)
with the help of the CSP libraries (see e.g. http://www.hulubei.net/tudor/csp/).
Then, randomly generated large sample sets must be considered before we claim
the complet practical usability of the implementation for any regular language.

Example 2. Consider the case of Σ={a,b}, L(A)=a+b+ where an odd number
of b can not follow an odd number of a. We consider the following sample set for
I+ = {aab, aabb , abbbb , abb, aaabb, ...}, I− = {ab, abbb ,aaab , aaabbb, ...}.
The resulting automaton is :

0

7

1 2 3

6 5

4
a / s, f a / s, f b / s

b / s

$ / s

b / s, f

b / s, f

a / s , f

$ / s
$ / f

b / s, f

In this automaton, for a transition α/X, Y , we have X=s (success) if X is present
and Y=f (fail) if present. That is, the transition is a part of a possible derivation
in L+ (if success) and in L− (if fail). However, the user can constrain the system
to generate the language of L+ or of L− with or without the possibility that I−
enriches L+ and vice versa. The enrichment notion may be explained as follows.
Suppose that [q] is originated from I−. If there is any successful derivation of ω
in L(A) using L([q]), then we say that I− enriches L+. This situation is the case
in the following example.

Example 3. Here, we consider I to denote the regular language anbm where n, m
are both even or both odd. As one may remarque from the set I , the idea came
from the analysis of anbn which is a CF language. We have, Σ={a, b} with I+
= {ab, aabb, aaabbb, aaaabbbb...} and I− = {a,b, aab, abb, baa, bab, ...}. The
generated DFA is :

0 2 3 4

1

5

6

a/s,f

b/f

b/s,f a/s

a/s,f
$/f

$/s

b/s,f

b/sb/s,f

$/f

The language generated by this automaton is
L+ = {a (aa)∗ b(bb)∗} ∪ {aa (aa)∗ bb(bb)∗}
L− = {aa (aa)∗ b(bb)∗} ∪ {a(bb)+} ∪ {b(bb)+}
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The enriched language is evident from the automaton. For example, ”bb”
derived from q0q5q2q3 is in enriched L+ if we do not constrain all derivations to
use only success (< s > or < s, f > tag) edges.

Example 4. In this example, we consider the regular language over the alphabet
{a,b} without more than two consecutive a’s. The sample set considered is :

I+ = {a, ab, abbb, b, bb, ba, aba, abab, ...}, I− = {aa,aabb,bbaa,baab, ...}.
The resulting DFA is :

50

3

1

2

4

6
b/s,f

b/s
a/s,f

a/f

b/s,f $/s

$/s

a/s,f

b/f

$/f

b/f $/f

The language generated by this automaton is :
L+ = L0+ = (a L1+ | b L3+) where sentences terminate with q2 and

L1+ = (L2+ | b L3+) , L3+ = (b* L2+ | b*a L1+) , L2+ = εsuccess

L− = L0− = (a L1− | b L3−) where sentences terminate with q5 and
L3− = b*a L1−, L1− = (b L3− | a L4−) , L4− = (L5− | b L6−),
L6− = (L5− | b* L5−), L5−=εfail.

The enriched L+ language is the same as L+ since there is no fail edge (f tag)
that can terminate with a final state in F+.

8 Discussion

Given the Congruence predicate, we can show that LI− ∩ LI+ = ∅ and LI− ⊆
Σ* - LI+. Meanwhile, the following is an open question : if an equivalence class
[q] with its language L([q]) is generated by I−, does any successful derivation of
ω using L([q]) is in L(A).

One can use the resulting DFA in one or both of the following cases :
1- let I− enrich I+. This means that (as in some learning process like the linguistic
learning one), fails are used to learn successful experiences. Hence, L+ is wider
than if we would have used only I+;
2- let I+ enrich I−. Hence, LI+⊆LI , that is, L(A) is somewhat reduced since L−

is extended and L(A) ⊆ Σ* - L−.
Recall that the final autumaton is an element of the lattice LatR. The bottom

element of LatR is the empty automaton and the top element is Σ*. We may
restrict LatR and consider Σ* as its top element but keeping Tree(I) (or PT (I))
as its bottom element. The aim of the GI is to find a class of automata in
this lattice. To restrict LatR some more and to refine its top element, one may
construct the following table from I+ (resp. for I− separately). For the Example
2 of the section 7, we obtain (for I+) :

Predecessors of α α ∈ Σ Successors of α
ε, a a a,b
a, b b b, $
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The table denotes only the constraint that the membres of [α], α ∈ Σ can
preceed/follow some β ∈ Σ. In the above table, elements of {a,b} can preceede
b while elements of {b, $} can follow b.

Clearly, the table reflects an automaton whose language LT+ such that
L+⊆LT+. Note that there are recursive parts on a and b and LT+=a+b+ (there
is no a following b). However, considering I+ (or when only I+ is available), the
table sets an upper bound in LatR and the automaton A (to be generated) must
be such that L(A) ⊆ LT+.

For the Example-2, the table of I− gives the same content (with F−). Hence,
in this case, L− ∩ L+ 6=∅.

Even though the table may not be of great interest in some cases when
L−∩L+ 6=∅, it gives some indications on the bounds of LatR and hence on the
language of the final automaton, specially if I− enriches L+.

However, this information, although sometimes not much useful, can avoid
some fancy construction in the final automaton. The question of whether I−
may enrich L+ is crucial in the syntactical learning theory since in the learning
process, lessons from the fails can give indications on the successful situations.
In the algebraic specification given in this paper, L+ may contain words that are
not represented in I+. Hence, we may be in a situation where there is no â∈AGI

such that ω=f(â), ω∈L(A). In this case, f is not surjective and hence, f̄ is not
an isomorphism.

In the proposed system, the user can activate (or not) the language enrich-
ment function in order to observe experiences on the languages specified by I+
and I−. If I− can enrich L+ (and vice versa), then L+ (resp L−) is ”wider”, i.e.
closer to the top element of LatR and hence the final automaton will not be
bounded by the tables we construct.

9 Conclusion

In this paper, a new constraint satisfaction for GI has been presented which
is implemented by an operational constraint logic program that outputs the
final DFA. The algebraic specification allows to show that the homomorphism f
exists and we gave an implementation of it by the Congruence predicate which
produces a set of constraints. If this set is satisfiable, then we choose a solution
with the fewest number of states. The lattice of the search can be delimited by
the construction of the table of successors and predecessors of any symbol in Σ.

Efficient works on Grammatical Inference deal with positives and negative
examples. When only positive examples are available (which describe the char-
acteristic cases), researches concern rather the Structured Documents field and
have led to several document standards like ODA and SGML. But in the alge-
braic and constraint satisfaction frameworks of the Grammatical Inference, the
logical aspects for the direct grammar extraction have, as well as known, not yet
been investigated.

This work is developed inside a paper document processing project where GI
results are used to classify and then translate documents into machine readable
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form. The generated grammar (under the form of a logic grammar [1]) is aug-
mented to handle some attributes of the logical structure of paper documents
such as typographic attributes. We also study also the possibilities offered by
attributed CLP in handling ad hoc unification. Other applications dealing with
more general multimedia contents (video in particular) are under the study. The
code in GNU-Prolog of the realisation is available from the author.
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Abstract. Automatic classification of music files is a key problem in multime-
dia information retrieval. In this paper we present a solution to this problem that 
addresses the issues of feature extraction, feature selection and design of classi-
fier. We outline a process for feature extraction based on the discrete wavelet 
packet transform and we evaluate a variety of wrapper-based feature subset se-
lection strategies that use feature ranking based on information gain, gain ratio 
and principle components analysis. We evaluate four alternative classifiers; 
simple k-nearest neighbour and one-against-all, round-robin and feature-
subspace based ensembles of nearest neighbour classifiers. The best classifica-
tion accuracy is achieved by the feature subspace-based ensemble with the 
round-robin ensemble also showing considerable promise.  

1 Introduction 

A key issue in multimedia information retrieval is the need to annotate assets with 
semantic descriptors that will facilitate retrieval [1]. An example of this is the need to 
annotate music files with descriptors such as genre. Such a characterization becomes 
indispensable in scenarios where enhanced browsing systems [2] allow users to in-
spect and select items from a huge database. One way to automate this process is to 
label a subset of assets by hand and train a classifier to automatically label the re-
mainder. This is a very challenging machine learning problem because it is a multi-
class problem with unresolved questions about how to represent the music files for 
classification. 

In this paper we present a process based on the discrete wavelet packet transform 
(DWPT) [4] that allows us to represent music files as a set of 143 features. We evalu-
ate a variety of feature selection techniques to reduce this set to a manageable size. 
We also evaluate four different nearest neighbour classifier techniques: 
• Simple k-Nearest Neighbour 
• One-Against -All Ensemble 
• Round-Robin Ensemble 
• Feature-Subspace-based Ensemble 
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We focus on nearest neighbour techniques because of their ease of interpretability, as 
we will present in section 3. An important objective of this research is to gain some 
insight into what measurable features predict users tastes in music [2]. 

When evaluated on a five-class problem with a data-set of 200 music files, we find 
that the best classification accuracy (84%) is achieved by the feature subspace-based 
ensemble with the round-robin ensemble also showing considerable promise. While 
similar music classification tasks have been tackled by other researchers [1, 3, 5] it is 
difficult to compare results because of the unavailability of benchmark datasets. This 
will continue to be a problem due to the copyright issues associated with sharing mu-
sic files.  

The paper proceeds with an overview of the music classification problem and a 
very brief description of the wavelet based feature extraction process in the next sec-
tion. The different ensemble-based classifiers that are evaluated are described in sec-
tion 3 and the feature selection process is described in section 4. The details of the 
evaluation are presented in section 5.  

2 The Music Classification Problem 

Music information retrieval (MIR), as a research field, has two main branches: sym-
bolic MIR and audio MIR. A symbolic representation of music such as MIDI de-
scribes items in a similar way to a musical score. Attack, duration, volume, velocity 
and instrument type of every single note are available information. Therefore, it is 
possible to easily access statistical measures such as tempo and mean key for each 
music item. Moreover, it is possible to attach to each item high-level descriptors such 
as instrument kind and number. On the other hand, audio MIR deals with real world 
signals and any features need to be extracted through signal analysis. In fact, extract-
ing a symbolic representation from an arbitrary audio signal (polyphonic transcrip-
tion) is an open research problem, solved only for simple examples. However, recent 
research shows that it is possible to apply signal processing techniques to extract fea-
tures from audio files [1, 3] and derive reasonably sensible classification by genre.  

In this work we apply a wavelet packed decomposition to the audio signal in order 
to decompose the signal spectrogram at two different resolutions; one suitable for fre-
quency-feature extraction, one for time-feature extraction. 

2.1 Feature Extraction 

The discrete wavelet transform (DWT) is a well-known signal analysis methodology 
able to approximate a real signal at different scales in time and frequency. Taking into 
account the non-stationary nature of the input signal, the DWT provides an approxi-
mation with excellent time and frequency resolution [4]. The discrete wavelet packet 
transform (DWPT) [4] is a variant of the DWT. It is achieved by recursively convolv-
ing the input signal with a pair of quadrature mirror filters: g (low pass) and h (high 
pass). Unlike the DWT that recursively decomposes only the low-pass sub-band, the 
WPDT decomposes both bands at each level. This procedure defines a grid of 
Heisenberg Boxes [4] corresponding to musical notes and octaves. Our analysis dem-
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onstrates that 9 levels of decomposition are necessary to build a spectrogram suitable 
for time-feature extraction [6]. 

Time-features are extracted from the beat histogram. The beat-histogram represents 
the most intense periodicities found in the signal [5]. The time-features we take into 
account are: the intensity, the position and the width of the 20 most intensive peaks. 
The position of a peak is the frequency of a dominant beat, the intensity refers to the 
number of times a beat frequency is found in the song and the width corresponds to 
the accuracy in the extraction procedure. Additional time-features are: the total num-
ber of peaks present in the histogram, its max and mean energy and the length in sec-
onds of the song. A total of 64 time-features are extracted. 

Frequency-features are extracted from the spectrum obtained by applying 16 levels 
of decomposition [6]. Dividing the frequency axis in intervals matching musical oc-
taves, it is possible to characterize the spectrum in a relatively simple way. For every 
single frequency interval, we calculate the intensity and position of the first 3 most in-
tensive peaks. We record the total number of peaks in each interval, the max and 
mean energy of the spectrogram as well – 79 frequency-features in total. The total 
number of features extracted for each song is 143. 

 
 

 

Input Signal 

Signal Analysis Module SQL Database 

Classifier 

ASCII File 
 

Fig. 1. System Architecture 

Characterizing each item with 143 features has advantages and disadvantages. 
From a knowledge acquisition point of view it is useful to describe an item with the 
maximum amount of information we can obtain. This is important, because an a pri-
ori domain description is not available and every feature is potentially useful for clas-
sification. Moreover, the music genre classification problem has an implicit difficulty: 
music genres are not easily definable in terms of low or high level features. On the 
other hand, dealing with a high dimension feature space brings it own set of problems 
– perhaps the most important being the increased risk of overfitting. In Section 3, 4 
and 5 we show how it is possible to overcome some of these problems. 
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2.2 Overall System Architecture 

The system we have developed has two main units; the first one responsible for signal 
analysis, the second one of classification. Each audio file is decomposed through the 
wavelet packet decomposition software and the features are stored into a SQL data-
base.  

The classification module can connect to the database to retrieve the item charac-
terization or load the whole dataset as ASCII file. Figure 1 shows the overall system 
architecture. The module responsible for classification has been designed so that it is 
possible to choose between different kinds of k-NN based predictors (Section 3) and 
different feature ranking techniques (Section 4). 

3 k-NN Based Classifiers 

k-NN classifiers are instance-based algorithms taking a conceptually straightforward 
approach to approximating real or discrete valued target functions. The learning proc-
ess consists in simply storing the presented data. All instances correspond to points in 
an n-dimensional space and the nearest neighbors of a given query are defined in 
terms of the standard Euclidean distance [7]. The probability of a query q belonging 
to a class c can be calculated as follows: 
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K is the set of nearest neighbors, kc the class of k and d(k,q) the Euclidean distance of 
k from q. 

Despite their simplicity, k-NN classifiers suffer a serious drawback. The distance 
between items is calculated based on all the attributes. That implies that any features 
that are in fact irrelevant for classification have the same impact at relevant features. 
This sensitivity to noise leads to miss-classification problems and to a degradation in 
the system accuracy. Such a behavior is well known in the literature and is usually re-
ferred to as curse of dimensionality [7]. In Section 5, we will show that this problem 
affects heavily the classification accuracy of the system. In fact, not only noisy fea-
tures affect the classifier accuracy but correlated features may also cause problems.  

However, k-NN classifiers used in conjunction with effective feature subset selec-
tion techniques are readily interpretable and can provide important insight into a weak 
theory domain. Black-box classifiers (e.g. neural nets) do not offer the same insight.  

In order to overcome the problem of the high dimensional feature space it is possi-
ble to use different strategies. In the next section we present a set of ensemble meth-
ods we applied in order to simplify the decision surface the k-NN deals with. This 
simplification is obtained in the ensemble members by reducing the number of classes 
used to train the k-NN (section 3.1.1 and 3.1.2) or by reducing the feature space di-
mensionality (section 3.1.3). 
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3.1 Ensemble Alternatives 

An ensemble of classifiers is a set of classifiers whose individual decisions are com-
bined to classify a new item. The final prediction can be derived by weighted or un-
weighted voting. Research has shown that ensembles can improve on the accuracy of 
a single classifier, depending on the quality and the diversity of the ensemble mem-
bers [8]. Ensembles can be implemented in a variety of different ways. In this work 
we present a comparison of three different ensemble strategies: one-against-all 
(OAA), round-robin (RR) [10] and feature-sub-space [9] based ensembles. 

OAA and RR strategies are used especially with multi-class problems and both 
work by performing problem-space decomposition. Each ensemble member is a clas-
sifier specializing on a two-class problem. On the other hand, each member of the 
FSS ensemble covers the whole problem space. Each ensemble member is a k-NN 
classifier trained on the same multi-class problem. The improvement due to the en-
semble is attributable to aggregation rather than problem decomposition.  

3.1.1 One-Against-All Ensemble 
As already mentioned, an OAA ensemble performs problem-space decomposition 
with each ensemble member trained on a re-labelled version of the same data-set. 
Each component classifier is trained to distinguishing between one single class and its 
complement in the class space. Thus the number of members in the ensemble is equal 
to the number of classes in the problem. The probability of a query q belonging to a 
class c can be calculated as follows: 

)]|([maxarg)|( qcpqcP m
Mm∈

=  (2) 

M is the set of ensemble members and pm(c|q) is the probability given by ensemble 
predictor m according to equation (1). The big drawback of the OAA technique is that 
there are no benefits of aggregation; the classification of a given class depends heav-
ily on the member responsible for that class (Even if that member does get to special-
ize on that class). 

3.1.2 Round-Robin Ensemble 
A RR ensemble converts a c-class problem into a series of two-class problems by cre-
ating one classifier for each pair of classes [10]. New items are classified by submit-
ting them to the c(c-1)/2 binary predictors. The final prediction is achieved by major-
ity voting. The probability of a query q belonging to a class c can be calculated as 
follows: 
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M is the set of ensemble members, mc is the class predicted by m and pm(c|q) is the 
probability given by ensemble predictor m according to equation (1). Clearly, RR is a 
problem decomposition technique. However there are some aggregation benefits as 
each class is focused on by c-1 classifiers.  

paass
48



3.1.3 Feature-Sub-Space Ensemble 
Sub-sampling the feature space and training a simple classifier for each sub-space is 
an alternative methodology for building an ensemble. This strategy differs completely 
from the OAA and RR approaches. It does not decompose the decision space based 
on the classification task. Instead, the strength of FSS depends on having a variety of 
simple classifiers trained on different feature sub-sets sampled form the original 
space. This approach is very similar to a bagging technique where the ensemble is 
built using different subsets of the instances in the training data. In this work, each en-
semble member is trained on different feature-subsets of predefined dimension. Each 
feature-subset is drawn randomly with replacement from the original set. The prob-
ability of a query q belonging to a class c can be calculated according to equation (3). 

4 Feature Selection and Ranking Techniques 

It is well known that implementing feature selection improves the accuracy of a clas-
sifier. The degree of improvement will depend on many factors; the type of classifier, 
the effectiveness of the feature selection and the quality of the features. In the case of 
simple k-NN classifier, the feature selection deletes noisy features and reduces the 
feature-space dimension. Moreover, for an ensemble of classifiers, the feature selec-
tion can promote diversity among the ensemble members and can improve their local 
specialization. The potential for an ensemble to be more accurate than its constituent 
members depends on the diversity among its members [8].  

In this work we consider two approaches to feature selection. We consider a situa-
tion where we select the first n features based on one of the ranking criteria. We also   
consider a wrapper-like [11] forward sequential search that takes a ranked set of fea-
ture as starting point. Since the wrapper approach is essentially a greedy search in the 
feature space for the best feature mask, a key issue in a forward sequential search is 
the order in which to test the attributes. It is important to start with the more promis-
ing attributes. This is in the spirit of Filter/Wrapper algorithms as discussed by Seban 
and Nock [14]. In the following, we present the ranking algorithms we applied. 

4.1 Information Gain 

Given entropy (E) as a measure of the impurity in a collection of items, it is possible 
to quantify the effectiveness of a feature in classifying the training data [7, 13]. 
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Information gain (IG) measure the expected reduction of entropy caused by parti-
tioning the examples according to attribute A. 
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In the above equation: S is the item collection, |S| its cardinality; V(A) is the set of all 
possible values for attribute A; Sv is the subset of S for which A has value v; C is the 
class collection Sc is the subset of S containing items belonging to class c. 

It is possible to extend the discrete equation (4) in order to handle continuous-
valued attribute. It is done by searching for candidate thresholds sorting the items ac-
cording to the continuous feature and identifying adjacent items that differ in their 
target classification [7]. The IG of feature A is equal to the maximum IG value ob-
tained for the various thresholds. 

4.2 Gain Ratio 

The information gain measure favors attributes with many values over those with few 
values [7]. Gain ratio (GR) overcomes this problem by introducing an extra term tak-
ing into account how the feature splits the data: 
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Si are d subsets of examples resulting from partitioning S by the d-valued feature A. 
Since the SI term can be zero in some special cases, we define: GR(S,A) = IG(S,A) if 
SI(S,A) = 0 for feature A. For the most part, this improvement over IG proves signifi-
cant in the evaluation presented here.  

4.3 PCA 

Principal component analysis (PCA) is a standard technique used to handle linear de-
pendence among variables. A PCA of a set of m variables generates m new variables 
(the principal components), PC1…PCm. Each component is obtained by linear combi-
nation of the original variables [12], that is: 
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(6) 

Where Xj is the jth original variable, bi,j the linear factor. The coefficients for PCi are 
chosen so as to make its variance as large as possible. Mathematically, the variation 
of the original m variables is expressed by the covariance matrix. The transformation 
matrix B, containing the bi,j coefficients, corresponds to the covariance eigenvector 
matrix. Sorting the eigenvectors by their eigenvalues, the resulting principal compo-
nents will be sorted by variance. In fact, the size of an eigenvalue defines how far a 
feature vector projected onto the eigenspace will be scaled along the correspondent 
eigenvector direction. Thus this new feature set is naturally ranked by variance which 
is useful if variance is a reasonable proxy for predictivness. This PCA approach to 
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feature selection has two drawbacks. The first is that it is based on variance of the fea-
tures only and does not take the class labels into account. The second is that the new 
features are not readily interpretable. 

5 Evaluation and Discussion 

In this section we present an evaluation of the different classification techniques pre-
sented previously (Section 3). In Section 5.1, we compare the ranking strategies de-
scribed in section 4 with regard to the kind of classifier (simple k-NN, OAA and RR 
ensemble). In Section 5.2 we evaluate the feature selection applied to the different en-
semble strategies. All the classifiers are trained on the same dataset composed of 200 
instances divided in 5 different musical genres; with 40 items in each genre. Each 
accuracy score is obtained by running a stratified 10 fold cross validation experiment. 
The musical genres we consider are: classical, jazz, techno, rock and heavy metal. 
The OAA ensemble has 5 members, the RR 10 and FSS ensemble 100. The fact that 
the FSS ensemble has so many members might not be considered ‘fair’ and we return 
to this issue in the Conclusions. The number of k nearest neighbours is 5. 

5.1 Ranking the Features 

The graph presented in Figure 2 show the increase in accuracy of a simple k-NN clas-
sifiers as features are added based on the three ranking techniques. Each point on the 
graphs is obtained by running the classification algorithm considering a pre-defined 
number of features. I.e. 13 features, means that the classification is accomplished con-
sidering the 13 best ranked features with respect to the ranking schema selected. 

45

50

55

60

65

70

75

80

85

1 3 5 7 9 11 13 15 17 19 21 23 25

number of features

ac
cu

ra
cy

 [
%

]

IG

GR
PCA

 
Fig. 2. Comparison of the accuracy score achieved by a simple k-NN ranking the features ac-
cording to information gain, gain ratio and principle component analysis. 

Comparing the accuracy behaviour obtained by ranking the features according to 
IG and GR, it is interesting to note how the system accuracy improves gradually as 
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the number of feature increases. In both cases the classification accuracy doesn’t 
catch up with PCA until a significant number of features are selected (13-20). This 
kind of behaviour has to be ascribed to correlation among the first 13-20 high ranking 
features. In fact, the graph shows clearly how PCA improves accuracy by reducing 
this correlation. Using the first 5 features, the system accuracy increases from 51% to 
72%. After a steady state, the accuracy jumps to a value of 79% (12 features).  

Figure 3 and 4 shows how the prediction accuracy changes when the ranking tech-
niques are applied to OAA and RR ensembles. 
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Fig. 3. Accuracy achieved by an OAA ensemble ranking the features using, IG, GR and PCA. 
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Fig. 4. Accuracy achieved by an RR ensemble ranking the features using, IG, GR and PCA 

It is important to point out that the same number of features is selected in each en-
semble member. Selecting 10 features implies selecting the first 10 best ranked fea-
tures in each simple predictor. In this work, the ranking procedure is accomplished 
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independently in each ensemble member. In this way each simple predictor is locally 
sensitive to the classification problem it is dealing with. 
It is interesting to note that the accuracy obtained by applying PCA matches exactly 
the one presented in figure 2. This fact is due to the lack of diversity in the ensemble: 
The OAA ensemble is formed by simply re-labelling the instances. Applying PCA in 
case of simple k-NN or OAA ensemble does not change the rank of the features. 

Figure 4 shows the results obtained by running the same experiment on a RR en-
semble. The RR ensemble seems to be more effective in the classification problem 
than the other two techniques. Ranking the features according to IG and GR, the en-
semble achieves an accuracy of 81%. On the other hand, RR ensemble fails to take 
advantage of PCA analysis to boost the classification score. This fact is probably due 
to the poor statistical accuracy of the covariance matrix: the total number of items 
taken into account decreases from 180 to 72. 

5.2 Applying Feature Selection 

The forward sequential search algorithm is based on a 10-fold cross validation. In Ta-
ble 1 we show the system accuracy varying the feature ranking technique and the kind 
of classifier. 

 
Table 1. Comparison of the prediction accuracies achieved through feature selection, varying 
the ranking procedure and the kind of classifier. 

 IG GR PCA 
Simple k-NN 75% 77% 69% 

OAA ensemble 78% 73% 76% 
RR ensemble 78% 77% 66% 

 
If we compare these results with those presented in the previous section it is clear that 
the forward sequential search suffers from over-fitting (simply selecting the top n fea-
tures has better generalisation accuracy than the greedy search). This is due to the 
small number of example given the large number of features. In this scenario, consid-
ering small feature sub-spaces would allow the feature selection to be more effective. 
In figure 5 we present the results achieved applying the feature selection on a feature 
sub-space based ensemble. Each point on the graph is obtained running 10 times a 
stratified 10 fold cross validation. The number of nearest neighbours for each run is 
11. The error in the accuracy measure is ± 1% (standard deviation).  

Without implementing a feature selection, an ensemble based on sub-spaces of di-
mension 4 achieves an accuracy of 83%. Applying the forward sequential search, the 
ensemble accuracy stabilise around 83%, 84% for a large number dimensions (4-10). 
It is interesting noting that the gain ratio based feature selection gets the best score for 
different sub-space dimensions: 84%. Given that we are using one small dataset to 
test the effectiveness of the ensemble methods and the ranking schemas proposed, we 
cannot claim a generalisation accuracy of 84%. We can say that we would expect an 
FSS based ensemble with 8 features in each member to produce a very good classi-
fier.  
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Fig. 5. Accuracy of 3 different feature sub-space ensembles varying the sub-space dimension. 

Since a FSS ensemble with 8 features in each classifier is the most promising classi-
fier, we present the confusion matrix in Table 2. This confusion matrix was produced 
using stratified 10-fold cross validation. The results are even better than the figure of 
84% suggests, given that 4% of the error comes from misclassifications between Rock 
and Heavy Metal. The accuracy for Classical music is 100% although 4 Jazz and 2 
Rock tracks are classified as Classical.  

Table 2. The confusion matrix for the best classifier developed (e.g. 7 Rock tracks have been 
classified as Heavy Metal).  

Q\A Jazz Rock Techno Classical H Metal 
Jazz 33 2 1 4 0 

Rock 2 27 2 2 7 
Techno 2 1 34 0 3 

Classical 0 0 0 40 0 
H Metal 0 1 5 0 34 

6 Conclusion 

In this work we have evaluated alternative approaches to the problem of classifying 
music audio files by genre. Since this is a multi-class problem we have considered the 
ensemble techniques that are specialised for multi-class – viz, OAA and RR. Because 
the DWPT process we use for feature extraction produces 143 features we have exam-
ined feature ranking and forward sequential search as mechanisms for feature selec-
tion. We found that FSS was inclined to overfit the feature selection process but rank-
ing based on GR or IG worked well. In case of simple k-NN classifiers, PCA analysis 
proves to be the most effective feature selection technique, achieving a score of 79%.  
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The One-against-all ensemble does not appear to be a powerful strategy. The poor di-
versity between ensemble members is emphasised in figure 3. When PCA is applied, 
the ensemble technique presents an accuracy behaviour matching exactly that of sim-
ple k-NN. The Round Robin ensemble scores 81% with both IG and GR, showing to 
be an effective ensemble technique. However, these classifiers show over-fitting due 
to the feature selection process. When we apply feature selection to boost the accu-
racy of the component classifiers, the performance deteriorates. The small number of 
training examples compared to the number of features is clearly a problem. The best 
results are achieved with a feature sub-space based ensemble. When we apply a for-
ward sequential search based on the GR ranking, the ensemble scores 84%.  

Our evaluation shows that benefits accrue from the problem decomposition that 
occurs in the RR ensemble but the FSS ensemble wins out because of the aggregation 
benefits of the large ensemble. The focus of our current work is to bring these two 
benefits together in a RR ensemble with more than one ensemble member per class 
pair. This is also identified as a promising avenue of research by Fürnkranz [10]. 
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l L3 4"Sn EFLj� � axJ�^ l y�	�gH\P�zg%��LN^ l Gd\P^/ybM@J`J`�zg�R_uj\�E_J�L@R_Gd^HE/^FLX^5��ybM@J`J`�zg'G � E_\PLcEFG l G � ��LWbJ`MFWbJey{J`^ l  #"vn E_L_� � axJ`^ l y#	�JcGXMFMFO �)l gFJ6�HGXY���Ld}7�8	�LNWZEHy=GdMHMFWbLmGX�zg9�!	�gF\��zg \�y���LNa:�
a�LN^ l L l J
 l ��OPGNybyb\��@��G l \PLX^�$ ��� J�YNJ�^FJ`WZG l J;	�LNWZE�Gd^HGXOÖLNY � Jey�}ñLNW l gHJ l gFWZJ�JraxL_EFGdOP\ l \ÖJey
<
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y{J�� � J�^H��J`y�Ld}KMFgHLX^FJ`a�JeytLXWry � OPOPG �FOÖJey�}ñLXWry{MVJ�Je�zg�R � uj\PEFJ�L��8	tLXWzEFy��#�@GXybJ`EcLN^ÀOPL�	 OÖJ`uXJ�O
��LXOPLXWr}ñJeG l � WbJeyr}ñLXW�uj\�E_J�L@RHGd^@E � G � EF\ÖL � 	tLXWzEFy����HGNy{JeE/LN^%OÖL�	���OÖJ`uXJ`O�y{MVJ`� l WzGdO·}ñJeG l � WbJey
}ñLXW�YXJ`^FJ�WzGdO·G � E_\PL �

� ���
	�� û�ùFÿ���6ùFÿ�û1ø û��Úû�ý�ú������èúFû���þ��

����� � �"!$#&%(')%(!*%+'-,/.1032/%+'-,$!*%+'�2/#
�rgFJ�WZJ©\�y�G l WZGNE_J���L��:�@J l 	�J`J�^ l gFJ�ybJ�acGX^ l \P�1y{MVJ`��\��@��\ l�� LX}Hy{\PYX^Hy�Gd^HE l gFJ�\PW6MFWbL �HG��H\ÖOP\ l��
Ld}HL_��� � WZWbJ`^H��J � k \PYX^@y 	�\ l gxGèuXJ�W � y{MVJ`��\��V�1axJ`GX^F\P^FY � y � GXOÖO � GdWZJ1uNJ�W � WZGXWbJ � �rgFJ`WbJ�}ñLXWZJGd^ \Ö^5��E_J`M l g GX^HGdO � y{\�yLd} l gFJÚL �*4�J`� l y�E_\�ybMFOPG � J`Eô\Ö^ G'MF\�� l � WbJÚGX^HE l gFJcWZJ�O�G l \ÖLN^ �VJ��
l 	�J`J�^ l gFJ`a acG � OPJ`GNE l LÚy{\PYX^)GXYXYXWZJ�YmG l J`y 	�gF\P�zg)GXWbJ�ybJ�acGd^ l \���GXOÖO � ybLÚy{MVJ`��\��V� l gHG l
l gFJ � L_��� � WuNJ�W � WZGXWbJ`O � � k � �zgôgF\PYXg5��OPJ�uNJ�O6}ñJ`G l � WZJ`y]GdWZJ
OP\P�XJ�O � ^FL lèl L%Lj�`� � W]\P^ �VL l g
l J`y l ybJ l Gd^@E l WZGX\Ö^H\Ö^FYcybJ l R5	�gF\��zg/acGd�NJ`y l gFJ�a � ybJ�OPJ`yZyt}ñLXW�y � M@J`Wbuj\�y{JeE/��OPGNybyb\��@��G l \PLX^
GdOPYXLXWZ\ l gFacy ��5 yb\Ö^FY OÖL�	���OÖJ`uXJ`Or}ñJ`G l � WZJ`yÚGX^HE G MHGdW l \ l \PLX^ LX} l gFJ�WZJ`ybM@Je� l \ÖuNJ%}ñJ`G l � WZJy{MHGN��Jc}ñLNW���WbJeG l \Ö^FYôG � E_\PL��]Gd^HE;um\�E_J`L��¡y{\PYX^Hy�	�J'GdWZJÀG��FOPJ l Lô��LN^ l WZLXO l gFJÀMHWbL �HG��F\PO��
\ l�� E_\�y l WZ\�� � l \PLX^HyèLd}�yb\PYX^HyGd^HE GXE64 � y ll gFJ`a MFWZLXMVJ�WZO �/l L%y � �Hy{J�� � J�^ l ��OPGNybyb\��@��G l \PLX^
MFWbL_��J`E � WZJ`y �7 � W l gFJ`WbaxLNWbJ�L � W,GXMFMFWZLNGN�zg Ld} � yb\Ö^HY'OPL�	õOPJ�uNJ�O�}ñJeG l � WbJey]\Py]\P^ OÖ\P^FJ3	�\ l g WZJ`��J�^ l
OÖ\P^FY � \Py l \�� l J`^HE_J�^@��\PJ`y�	�gF\��zg%MFWZJ�}ñJ�W�ybgHGXOÖOPL�	:MHGXWZyb\P^FY l J`�zgF^H\ � � Jey�WZG l gFJ`W l gHGX^'GX^%\Ö^ �
E_J�M l g)y{J`axGX^ l \�� �¡y � ^ l GN� l \��Gd^HGXO � yb\Py �

���8� 9;:�'-<�2/=(2�>?:�'-@A!�<B032/%+'-,$!*%+'�2/#
C¡^ÚgF\�y1ybJ�ax\ÖL l \��=GX^HGdO � y{\�y�Ld}�MH\P� l � WZJ`y�p�LXO�Gd^HEEDrGXW l gFJ`y(*GF�1·E_\�y l \Ö^HY � \�y{gHJ`y �VJ l 	tJ�J`^ l gHJ
E_J�^FL l JeE%a�JeybyZGdYNJ�Gd^HE%Gc��LN^F^FL l J`E%axJeybyZGdYNJLX}�GxMH\P� l � WZJ � C¡^)gF\Py�um\PJ
	 GXOÖO�\Pax\ l G l \ÖuNJ
GdW l y �~E_WzG 	�\Ö^HYNy`RKMHGX\Ö^ l \P^FYmy�R���\P^FJ`axGHR l gFJ`G l J`W%$7��LNa�MHWb\�y{J l 	�Lôa�JeybyZGdYNJ`y <6GôE_J�^HL l JeE
a�JeybyZGdYNJXR 	�gH\P�zg \�y l gHJôGd^@GdOPLXYXLN^ \ l ybJ�OÖ}�R�GX^HE G;��LX^F^FL l JeE axJeybyZGdYNJXR 	�gF\��zg \�y l gHJ
axGX^F^FJ`Wt\P^ 	�gH\P�zg l gFJ�ybLj��\ÖJ l���l LxG7��J�W l Gd\P^ÚJ
 l J�^ l ��LNa�a � ^F\���G l J`y 	�gHG l \ lrl gF\P^F�_ytLd}
\ l � �rgFJ�E_J�^FL l JeE7axJeybyZGdYNJ�LX}VGMF\�� l � WbJ�\�y�Gd^xGd^HGXOÖLNYX\���GXOmWZJ�MHWbJey{J`^ l G l \ÖLN^ �~GIH ��LNM � H $�Ld}
	�gHG l \PyrWZJ�MHWbJey{J`^ l J`E � 7FLNW�\P^Hy l GX^H��J l gFJ�E_J`^FL l J`E/axJ`yZybGXYXJ�LX}6G7MF\P� l � WZJ4	�gF\P�zg'y{gHL�	�yG�MVJ�Wzy{LN^;\Py l gHJÀMVJ�Wzy{LN^;\ l y{J`O�} � �rgFJ`WbJ�}ñLXWZJ l gHJ'E_J`^FL l J`E axJeybyZGdYNJÚLd}=G MF\P� l � WZJÀ\�y�Gy{\PaxMFOÖJ�GXYXYXO � l \Ö^HG l \PLX^ÚLX}6y � a��VLXO�y 	�gF\��zg'\Pyt^FL l �@GXybJ`EÚLN^/G l W � J�y � y l J`a Ld}6yb\PYX^Hy � C l��Gd^ �@J���LN^Hyb\PE_J`WbJeEcGXytG
axJeybyZGdYNJ(	�\ l gFL � l G7��L_E_J � �rgFJ]��LN^F^FL l \PuXJ=��LjEFJèLX}�G,MF\�� l � WZJ\Ö^À��LX^ l WzGXy l WZJ`y � O l y�}ñWZLXa l gHJ=gF\�y l LXWZ\P�`GdOFLNW�� � O l � WzGdOVJ�_M@J`Wb\PJ�^@��J�LX}·G7��LNa�a � ^F\���G l \P^FY
y{L_��\PJ l�� � �rgFJ ��L_E_J�Ld} l gHJô��LN^F^FL l J`E y � y l J�a \�yÀ��LX^Hy l \ l � l J`E � � G � ^F\PuXJ`WZyZGdO=y � a:�
�@LNOÖ\���LXWzE_J`W�Gd^HE � � Gcy l Lj�z�/Ld}©y l J�WZJ�L l�� M@Jey��~yZ�zgFJ�axJey�RH��LXOPLXWzy�RHYXWzGdMFgF\�ybaxy`R_YXJey l � WZJ`y �J�_MFWZJ`yZy{\PLX^Hy`R_GdWZWZGX^FYXJ`axJ�^ l y�Ld}�J�OPJ�axJ�^ l y-$ � *JF
1�rgFJ�WZG l \PLX^HGXOÖJ��VJ�gH\Ö^HE l gFJ � y{J�LX}°OPL�	���OÖJ`uXJ�O_uj\�E_J�L]}ñJeG l � WbJey©\�y�^FL l©l L
EF\PyZ��LSuNJ�W l gHJ
E_J�^FL l G l J`ExaxJeybyZGdYNJtLX}�G]um\�E_J`L��¡GdW l J�}~GN� l � 	�gHJ l gHJ�W1\ l ybgFL�	�y�}ñLNW©\Ö^@y l Gd^H��J=G]M@J`WZybLX^xLNW
G,��GXW%$ � � l1l L
WZJ�uNJ`GdO l gFJè\ÖaxMFOP\P��\ l ��L_E_J&	�gF\��zg � ^HE_J`WbOP\PJ`y©\ l yt��LN^F^FL l J`ExaxJeybyZGdYNJ � �rgHJJ�OPJ�axJ�^ l ytLX} l gHJ��LX^F^FL l JeEÀ��L_E_J6�ñ\ � J � yZ�zgFJ�axJ`y`R_��LNOÖLNWZy`R l J� l � WbJey�J l � � $���LNWbWZJ`ybM@LN^HE l L	�gHG l \Py � y � GdOPO � GNEFE_WZJ`yZy{JeEcGXy�OÖL�	���OPJ�uXJ`O_}ñJ`G l � WZJ`y�\P^ l gHJèWZJ`GXOÖa Ld}K\PacGdYNJ�MFWZLj��J`yZy{\P^FY ��rg � yÚGXycMHWbLNM@Lmy{JeE9� � * K�1èJ`GX�zgCJ�OPJ�axJ`^ l LX},GôM@GdW l \ l \PLX^ Ld}}ñJ`G l � WZJ�y{M@GX��J��`Gd^ �VJ
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��LX^@y{\�E_J�WZJ`E�GNyKGX^ �~GXW l \��@��\PGXO2$·um\�E_J`L��¡y{\PYX^�LX} l gFJt��LX^H^FL l J`E,��LjEFJ 	�gFJ�WZJ`GNy l gFJ1MHGXW l \ l \ÖLN^
\ l y{J`O�}=\�y l gFJ/WbJey{MVJ`� l \PuXJÀuNL_��G�� � OPGXW � Ld}�uj\�E_J�L ��yb\ÖYN^Hy � � J'J� l J�^HE l gF\�y7\�E_JeG l Lô^FLX^ �y{MVJ�Je�zg�G � E_\PL=}ñJeG l � WbJey�R��VJ`�`G � ybJtEFJ l J`Wbax\P^F\P^FY l gFJ�E_J`^FL l G l \PLX^�Ld}°G=^HLX^ �¡y{MVJ�Je�zg�G � E_\PL
GdW l J�}~GN� l \�y � y � GXOÖO � \PaxM@Lmybyb\��HOÖJ���^FL l LN^FO � }ñLXW l J`�zgH^F\P�`GdOFWZJ`GNy{LN^Hy � � l y{\PaxMFO � �VJ`��G � ybJ
\ l E_LjJeyr^FL l J
j\�y l * ��1 �

� � 	 ��ùFý=ú$	����rù_ú$��þVùFÿ�û1ø

� ��� � >B. . @(:
�rgFJ
GX��L � y l \��,yb\ÖYN^HGdO 	tGNy�^FL l y{J`MHGdWzG l J`E'\P^ l LÀybM@J`J`�zg�Gd^@E%^FLX^ �¡ybM@J`J`�zg)y{J`YXaxJ�^ l y �  ��LX^ l \Ö^ � L � y�ybMVJ�J`�zg/WbJe��LNYX^F\ l \PLX^Ày � y l J�a ��s k p $ 	tGNy � � \ÖO l � yb\Ö^FY l gHJ C k C�h �-C¡^Hy l \ l � l J
}ñLXW k \ÖYN^HGdOtGd^HE C¡^_}ñLXWZacG l \PLX^;h1WbL_��J`yZy{\P^FY $�M � �FOP\P�/E_LXacGX\Ö^ ybMVJ�J`�zg WbJe��LXYN^F\ l \PLX^ l LjLXO
�m\ l }ñWbLNa w)\�ybyb\PyZyb\ÖMFMH\ kjl G l J 5 ^F\PuXJ`WZyb\ l�� � C l \�y�G l�� MF\���GXO
	=\PEHE_J�^ �¡w�GXWb�NLSu �¡w)L_E_J`O��8�HGXybJ`Ey � y l J�a$\Ö^ 	�gF\��zg l gFJ6�HGXyb\P�xGN��L � y l \P�7axLjEFJ�O�y�GdWZJ7MFgHLX^FJ`a�JxaxL_E_J�O�y�Gd^@Eô��LX^Hyb\Py l Ld}
l gFWZJ�J]y l G l J`y���LN^F^FJe� l JeE � � }ñLXW-	rGdWzE l WzGd^Hyb\ l \PLX^HyrGd^@EÀybJ�OÖ}7� l WZGX^Hy{\ l \PLX^@y �  l J`GX�zg'y l G l Jl gFJ'MFWZL �HG �F\ÖOP\ l�� l gHG l G y l G l JÀJ`a�\ l{l J`E l gFJ'YX\PuXJ`^ }ñJ`G l � WZJÀuXJe� l LXW
\�y7a�L_E_J`OÖJeE � � G
MFWbL �HG��H\ÖOP\ l�� E_J�^Hyb\ l�� } � ^H� l \PLX^)��LNa�MVLNybJ`E/Ld}�G�ax\� l � WbJ]Ld}©f]G � ybyb\PGX^Hy �� � W=O�Gd^FY � GdYNJ�axLjEFJ�O 	tGNy�y � OPOPG �FOPJ��8�HGXybJ`E·R�� � \PO l � � y l WZ\P^FYX\P^FYcMFgFLN^FJ�axJ7a�L_E_J`OPy
l LXYNJ l gFJ�W�GX�`��LNWZE_\P^FY l L�GMFWbLN^ � ^H��\�G l \ÖLN^,OPJ�_\P��LX^ � �rgHJrGNE_uSGd^ l GXYXJ�Ld} � y{\P^FY]Gy � OÖO�G��HOÖJ
��HGXybJ`E7OPGX^FY � GdYXJ�axLjEFJ�O_\P^Hy l J`GNE
LX}VG&	�LNWZE��8�HGNy{JeE�axLjEFJ�OF\�y l gHG l \ l OPJ`GXEHy l LWbJeE � � l \ÖLN^
Ld}èuNL_��G�� � OPGXW � �¡y{\��J'Gd^HE WZJ`y � O l yx\Ö^ OPJ`yZyxL � l ��LX}7��uNL_��G�� � OPGXW � J�WZWZLXWzy 	�gH\P�zgCacGd�XJeyxG
E_LXacGd\P^�E_J`M@J`^HE_J�^ l OÖJ
j\���LN^ � ^F^FJe��JeybyZGdW � � �rgH\Py=\PyèJ`ybM@Je��\�GdOPO � � ybJ�} � O 	�gFJ�^ l gFJcs k p
\Py'GdMFMHOÖ\PJ`E l L G O�Gd^FY � GdYNJ 	�gF\��zg \Py/gF\PYXgFO � MFWbL_E � � l \PuXJôG lÀl gFJ axLNWbMFgHL��¡y � ^ l GN� l \��
OÖJ`uXJ�O�RSOP\Ö�NJrfJ`WbacGd^�\P^7L � W©��GNy{J#* ��1 ��� ��YNWZGXaxy 	tJ�WZJt��LX^Hy l W � � l J`E,}ñWbLNa l gFJrWZJ`��LXYX^H\��`J`E
y � OPOPG �FOÖJeyrGd^HE'MFgFLN^FJ�axJey�\P^%LXWzE_J�W l L�WZJ`GN�zg/G�OPJ�uXJ`O·Ld}�y{J`axGX^ l \��ybMVJ`��\��@��\ l�� 	�gH\P�zg'\Py
��LXaxMHGXWZG �FOPJ l L l gHG l Ld} 	�LNWZEFy � �rgFJ � ybJ�Ld}�� ��YNWZGXacy6GXOPybL]acGd�XJey6\ l MVLNyZyb\��FOPJ l L,GNE64 � y ll gFJ�OP\P^FY � \�y l \�� � ^F\ l y�GdMFMHWbLNMFWb\�G l J l L l gFJ l WZGNE_J���L�� �VJ l 	tJ�J`^Úy{J`acGd^ l \���y{MVJ`��\��V��\ l�� GX^HE
OÖL�	8MFWZL �@G��F\POÖ\ l�� Ld},L_��� � WZWbJ`^H��JNR 	�gF\��zg:\�y'J`ybM@Je��\�GdOPO � \Pa�MVLXW l GX^ l 	�gFJ`^"E_L_� � a�J`^ l
��O�GXyZy{JeytGXWbJ�ybacGdOPO � *GF���1

� �8� ��� . !*%+'�#���� '�=+��!$< !$#�� � @ 2/��= %('-@!�;2 @A!#"���<-!$� '�. =
w)LNy l WbJey � O l ytMFWZJ`ybJ�^ l J`E/\Ö^ l gFJ]MHGXM@J`W�	�J`WbJL � l Gd\P^FJeE � � � yb\P^FY�G�uNLj�`G�� � OPGXW � 	�gF\��zg
\PyèE_WZG 	�^%}ñWZLXa FAF�gHL � Wzy�LX}�uj\�E_J�LÀ\Ö^�L_� l L �VJ�W4,��%� , � n�L_�`G�� � O�GdWZ\PJ`yr}ñWZLXa l gFJ���LNWbM � y
\ l y{J`O�}rGd^HE }ñWbLNa TNGX^ � GdW � ,%�%� . 	tJ�WZJ � ybJ`E LX^FO �%l L%YNJ l Gd^ \P^Hyb\ÖYNg l \P^ l gFJ l J`axM@LNWZGXO
uvGXWb\�G l \ÖLN^ LX} l gHJ'uj\�y � GdO���L_E_J � C¡^ l J�WZJ`y l \P^FYXO � ��LNaxMHGdWZ\PybLX^ Ld}=WZJ`y � O l y6�HGNy{JeE;LX^ l gHJE_\��°J�WZJ�^ l uNLj�`G�� � OPGXWb\PJ`ytE_\�E/^HL l E_\��VJ`W�uXJ`W � a � �zg �

� '&��. 2 �rgHJYNJ�^FJ`WZG l \PLX^ÚLX}6G7uj\Py � GdO·uNL_��G�� � OPGXW � \�y�E_LX^FJ]LN^/Gx��LNWbM � y1LX}�uj\PEFJ�LxEFG l G
}ñWbLNa WbJe��LXWzE_JeE,�rn ^HJ
	�y �FWZLNGXEH��GXy l y � C¡^7L � W l J`y l y`R l gFJruj\PE_J`LèybJ l }ñLXW l WzGd\P^F\P^FY=g@GXE
GX^GdMFMFWZL _\ÖacG l J1OPJ�^HY l g7Ld}VJ�OPJ�uXJ`^
gFL � Wzy � 76\ÖWzy l�l gFJ�uj\�E_J�L]EFG l G&	tGNy6ybMFOP\ l \P^ l L\Ö^HEF\Öuj\�E � GdO}ñWZGXa�Jey � ��LèWZJ`E � ��J l gFJrg � YNJtGXa�L � ^ l LX}H}ñWzGdaxJ`y`RvLX^FO � LX^HJ1}ñWzGdaxJtM@J`W©y{Je��LX^@E,Ld}Vuj\PE_J`LaxG l J`Wb\�GdO�	rGXy6y{J`OÖJe� l JeE � �rgF\�y���L � OPE �VJrEFLX^FJ;�@Je��G � y{JtLd} l gFJrgF\PYXg�y{\Pax\ÖO�GdWZ\ l�� �VJ l 	tJ�J`^l gFJ�^FJ�\PYXg��VLXWZ\Ö^HYx}ñWZGXa�Jey � �rgF\�y=WZJ`E � ��Jey l gFJ,}ñWzGdaxJ`y��L � ^ l }ñWZLXa8GdMFMHWbL  � �%�%�'�%�%� l L
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����� æ��jæ�� �X�������N���`�K�e�X�r�ZìXÊ_�Z�������z�S�{���VÐX�z�¡���e�
	 £d�ÖÐX�z���e�N�����1Õ��e�������z�¡�m�����1ÊN���z�¡�Z�d���zÐx���x���N�
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uj\PE_J`L���MFWZLj��J`yZy{\P^FY�\�y l g@G l G � E_\PL��8	tLXWzEFy
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\Py1\Ö^HEF\P�`G l JeE3� � � WbJ`O � � �rgFJ=uNJ`� l LXW1Ld}·OÖLNYNGXWb\ l gFax\�� l�� M@J
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WZJ`E � ^HEFGX^H� � \�y��`GdO�� � O�G l J`EÚGNy}ñLXOPOÖL�	�y <_��LX^@y{\�E_J�W l gFJ]J�axMF\PWb\���GXO�E_\�y l Wb\ � � l \ÖLN^/LX}�G l J`Wba LSuXJ�W l gHJ,E_L_� � axJ�^ l yr\Ö^ l gHJ
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	�gFJ�WZJ � �"!12 # �3�8$�\�y l gFJ=}ñWbJ�� � J�^H� � LX}°L_�`� � WZWbJ`^H��J=Ld} l J`Wba !12\P^ÀE_L_� � axJ`^ l�� ��GX^HE �\Py l gFJ�^ � a �@J`W©Ld}�E_L_� � axJ�^ l y1\Ö^ l gFJ=��LNOÖOPJ`� l \PLX^ � �rgFJ=GXEFuvGX^ l GdYNJrLd}·WbJeE � ^HEHGd^H� � LSuXJ`W\Ö^juXJ`WZybJ�E_L_� � a�J`^ l }ñWZJ � � J�^@� � \Py l gHG l \ l E_LjJ`y1^FL l y{\PaxMFO � ��L � ^ l1l gFJ=E_L_� � a�J`^ l y l gHG l
G l�� MVJÚL_��� � Wzy�\Ö^KR � � l7l Gd�NJ`y]\P^ l L GN����L � ^ l]l gFJc}ñWZJ � � J`^H��\PJ`y,Ld}�L_��� � WbWZJ�^H��Jx\Ö^ JeGX�zg
Ld} l gFJÚE_L_� � a�J`^ l y � k \Ö^@��Jc\ l 	rGXy]L �HybJ�WZuXJ`E�\Ö^ MFWZJ�uj\PL � y4	tLXWZ� * 0 1 l gHG l WbJeE � ^HEFGX^H� �
\PytaxLXWZJèJ
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��LX^@y{\�E_J�WZJ`E'\P^ l gH\Py=MHGdMVJ�W�< l J�WZa }ñWZJ � � J`^H��\PJ`y � �"!12 # ���8$�GdWZJ�a � O l \ÖMFOP\PJ`E � � � 2xGNy�E_J��
�H^FJ`E \Ö^CJ � � G l \PLX^9. �~EFJ�^FL l J`E9� � � � � G l ��LXO � ax^ � W�� \Ö^Cy � �@y{J�� � J�^ l7l G��FOPJ`y%$ � LNWl J�WZa?}ñWZJ � � J`^H��\PJ`y�GXWbJOPJ�} l GNy l gFJ � GdWZJ <.� 2�� F3�~E_J`^FL l J`E � � ��� �3$ �
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�@��G l \PLX^ ��LNy l \P^ G F���u_y�� � y{J l{l \P^FY � C � J � }ñLNW7JeGX�zg ��OPGNyby�G k nèw 	tGNy l WZGX\Ö^FJeE 	�gF\��zg
y{J`MHGdWzG l J`y l gF\Py7��O�GXyZy
GXYNGd\P^Hy l GdOPO1L l gFJ`W7��O�GXyZybJ`y�\P^ l gFJ'��LNWbM � y � �rgFJÀ��Lmy l }~GX� l LXW�� �	�gF\P�zg l gFJ l WzGd\P^F\P^FYxJ�WZWbLNWZytLX^'MVLNyb\ l \ÖuNJ�J�FGdaxMFOPJ`yrL � l 	�J`\ÖYNg l J`WbWZLXWzy�LX^%^FJ�YmG l \ÖuNJJ
��
GdaxMFOPJ`y\Py]ybJ l]l L 0 � ,�� '����� �"!$# R�	�gFJ`WbJ&%('*),+cGd^@E-%��/.�0)GXWbJ l gFJx^ � a �@J`WLX}1MVLNyb\ l \ÖuNJ
Gd^HE/^FJ�YmG l \ÖuNJèJ
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M@Lmy{\ l \PuXJ,J
FGdaxMFOPJ`yèLX^ l gHJ�	�WZLX^FYÀyb\�E_J
LX} l gFJ�axGXWbYN\Ö^)GXWbJ�	tJ�\PYXg l J`E l 	�\���J7GNy�a � �zg
GXy�^HJ�YNG l \PuXJ�J
_GXaxMFOÖJey � �rgFJ l WZGNE_J,L � �VJ l 	tJ�J`^ l WzGd\P^F\Ö^HYÚJ�WZWbLNW�Gd^HE�axGXWbYN\Ö^ 	rGXyèy{J l
l L�� ����� ��� Q��	� � ��
 Q 	�gF\��zg \�y l gFJcE_J�}~G � O l \P^ l gFJ k nèw \Pa�MHOÖJ`a�J`^ l G l \ÖLN^ l gHG l 	tJ
� y{JeE �C l \�y 	tJ�OPO��j^FL�	�^ l g@G ll gFJx�zgFLX\���J
Ld} l gFJ7�NJ�WZ^FJ�O�} � ^H� l \PLX^ô\Py]��W � ��\PGXO l L l gHJ7J�:�
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E_\��VJ`WbJ`^ l�� ���,��� ��� �������©�XJ`Wb^FJ`OH} � ^H� l \ÖLN^Hy
<
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C¡^/ybLXaxJ=LX} l gHJèJ
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}ñLXWtJ`GX�zgcaxL_EFGXOÖ\ l�� � }ñLXWrJ
_GXaxMFOÖJI)}ñLNWtybM@J`J`�zg�Rjp�� F�$�}ñLNW�uj\�E_J�L�Gd^HEÀh �!. $�}ñLNWtG � E_\PL $ �7FLXWZacGdOPO � G���LNaxM@Lmy{\ l JÚ�NJ�WZ^FJ�O�\Py7E_J��@^FJ`E;GNy]}ñLXOPOPL�	�y
<6I�J l
l gFJ/\Ö^FM � l ybMHGX��JÀ��LN^Hyb\Py l
Ld}�6 # y{MVJ�Je�zg/G l{l WZ\ � � l Jey�R.6+*]um\�E_J`L�G l{l WZ\ � � l Jey�R_GX^HE 6-,]G � E_\PLxG l{l Wb\ � � l J`y`R�	�gF\P�zg'GdWZJ
LXWzE_J�WZJ`E/\Ö^�y � �zg�G6	rG � R l gHG l E_\ÖaxJ`^Hy{\PLX^ F l L76 # ��LNWbWZJ`ybMVLX^HE l LÀybMVJ�J`�zg)G l{l WZ\ � � l Jey�RE_\ÖaxJ`^Hy{\PLX^@y 6 # � F l L 6 # � 6.*À��LXWZWbJey{MVLX^@E l L)um\�E_J`L�G l{l Wb\ � � l J`y`RKGd^@E EF\ÖaxJ�^@y{\PLX^Hy6 # � 6+*�� F l L 6 # � 6.*�� 6-,Ú��LNWbWZJ`ybMVLX^HE l L)G � E_\PL%G l{l Wb\ � � l J`y � I�J l0/ 21 � � $ �VJ l gHJMFWbLA4�J`� l \PLX^x}ñWZLXa l gFJè\Ö^HM � l y{MHGN��J l L,\ l yry � �Hy{M@GX��Jèy{MHGX^F^FJeE6� � E_\PaxJ�^Hyb\PLX^Hy32 l L54 �  ��LXaxMVLNyb\ l J]�XJ�WZ^FJ`O l gHG l � ybJ`yr�NJ�WZ^FJ�O6� Q }ñLNW�y{MVJ�Je�zg�R7� o }ñLXWruj\PEFJ�LcGd^HE8� | }ñLXW�G � E_\PL\Py�EFJ��H^FJeE/GNy
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�
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L M�	/-jý &�ù�-
�rgFJ'}ñLXOPOÖL�	�\P^FY l G��FOPJ`ycybgFL�	 l gFJ)��O�GXyZy{\��@��G l \PLX^;WZJ`y � O l yxLN^ l gHJ �@GXyb\Py�Ld} l gFJ)E_\��VJ`W)�
J�^ l axL_EFGdOP\ l \ÖJey �  � � �7\P^ l gFJ
��LNO � a�^ � W � �x\P^HE_\���G l J`y l gHG l�l gFJ7\ÖaxMVLXW l GX^H��J
� 	tJ�\PYXg lWbJeE � ^HEFGX^H� � \Py � ybJ`E�R�Gd^HE � � �À\P^HE_\���G l Jey l gHG l ^FL%\ÖaxMVLXW l Gd^@��J6	�J`\ÖYNg l \�y � ybJ`E � �rgHJ
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Abstract. An approach towards automatic knowledge representation
for semantic-based video analysis is described. The approach consists of
two stages: learning and generalization. In the learning stage, fuzzy sets
are used to map low level features into a set of user-specified keywords.
Frequent patterns representing associations between low level features
and semantic concepts are extracted applying association rule mining.
These patterns are used to build an inference rule base. In the general-
ization stage, the inference rule base is used to automatically associate
appropriate keywords to video clips. Experimental results show that this
approach is suitable to support analysis of video content.

1 Introduction

Important advances in content-based retrieval (CBR) systems have been done
in the last decade ([1]-[5]). However, with the amount of available video data,
users are demanding more robust and user-friendly applications for automatic
video content analysis and efficient browsing.

To achieve this vision important functionalities are required: system tools
facilitating the manual annotation and editing task, algorithms and user inter-
faces to speed up the content and context based annotation, analysis, and edit-
ing with the “human-in-the-loop”, and shift the model from camera-centered to
scene-centered [6].

In addition, CBR systems must incorporate reasoning and learning capa-
bilities to establish an intelligent architecture, which enable them to produce
effective and accurate results according to the requests of the end-users.

Advanced CBR systems combine low level features with high level concepts
to generate interpretations of video content. Interpretation in the video under-
standing context is mainly focused on “what is happening in a scene” instead of
“what is in the scene” [7].

These interpretations also called semantic concepts can be represented by
symbols such as keywords and icons. The association of these symbols to video
segments is known as video annotation.

To achieve efficient results in video annotation, contributions from fields such
as cognitive psychology, artificial intelligence, and semiotics are required[8].
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Besides, video annotation as well as image annotation requires a framework.
Perceptual-based video annotation can take into account the following frame-
works summarized by Salway et al: physical, visual phenomena become percep-
tually meaningful; diegetic, the 4-D spatio-temporal world posited by the film;
connotative, metaphorical analogical and associative meanings; and subtextual,
specialized meanings of symbols and signifiers [9].

Video annotation is not limited to attach text to frames or segments. The
complexity of this process can be illustrated with the purpose of any film video
annotation: “to discover and represent the film content in all its aspects: story
unwrapping, the mastery of the actors, director, and cameraman, editing effects,
etc. Thus, the film and its context will become more accessible and clearer to
the user” [10].

As it is described in Section 2, annotations can be useful for video analy-
sis. One example is the visual query language proposed by Hibino and Runden-
steiner, which temporally links annotations to a video segment and spatially links
them to a position on the video [11]. The linked annotations contain descriptive
objects with semantic information about the events in the video segment.

In this paper, video analysis refers to semantic interpretations of the video
content. This analysis is carried out vertically and horizontally. Vertically, be-
cause it goes from low level to high level features. Horizontally, because of some
results can be achieved with a multimodal model only.

An approach for automatic knowledge representation is presented in Sec-
tion 3. The approach consists of two stages: learning and generalization.

In the learning stage, low-level features are automatically extracted. Using
fuzzy sets, low level features are mapped into a set of user-specified keywords.
These fuzzy sets are automatically generated from the data applying fuzzy clus-
tering.

Frequent patterns representing associations between low level features and
semantic concepts are extracted applying association rule mining. A strategy for
propagating these concepts based on visual properties is described in [12].

These patterns are used to build an inference rule base, which is based on
the Fuzzy Associative Memory (FAM) model. This FAM contains rules of the
form: “IF condition THEN action”. FAM-based inference system can be used for
analysis of video both in low- and high- level. In [13] a FAM-based fuzzy inference
for detecting shot transitions is presented. The inference rule base completes the
knowledge representation.

In the generalization stage, knowledge representation is used to automatically
associate appropriate semantic concepts for annotating video clips. The inference
base on the FAM model can be suitable to support analysis of video content.

The experiments reported in Section 4 were applied on visual properties.
However, the approach supports other kind of data, overcoming the so called
“silent-video” syndrome[14].
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2 Video Annotation

The term annotation refers to the use of auxiliary symbols that are used to
modify the interpretation of other symbols. These annotation symbols typically
do not have the same kind of meaning as the symbols that they annotate [15].

Intille and Bobick define video annotation as “the task of generating descrip-
tions of video sequences that can be used for indexing, retrieval, and summa-
rization”[16]. Such descriptions are aimed to associate semantic meaning with
video segments to improve the content-based retrieval. For their generation, low
level data is processed and linked to high level interpretations. Therefore, video
annotation plays an important role in video analysis.

Typically, video annotations are represented by abstract elements known as
video annotation objects. These objects are temporally and spatially linked to
video segments. Each video annotation object contains descriptors characterizing
the video content. These objects can be extended to more complex structures
such as multimedia objects [17].

Video annotation requires uniform models for representing its content and
facilitating the use to several users. One way for getting durable and stable
representations is using icon-based languages such as the visual query language
proposed by Davis [18]. VIRON is an example of efficient mechanisms to support
sharing and reusing annotations among users [19].

An approach that supports video annotation is presented in the next section.
It generates and uses a knowledge representation for establishing a bridge be-
tween low level features and their interpretations. This knowledge representation
is also useful to carry out video analysis.

3 High Level Feature Extraction from Video Content

Knowledge representation is one of the fundamental aspects for implementing an
inference system. The knowledge is acquired from both video content and users.
The inference system is based on a fuzzy associative memory (FAM) model.

The proposed approach uses FAM to provide a framework which maps low
level features through a group of fuzzy sets into either another group of fuzzy
sets or a group of crisp sets. The output values are associated with high level
features represented by concepts. These concepts are used for annotating video
sequences. In addition, these concepts can be utilized for construing the semantic
content of the video.

Knowledge representation denoted by < establishes relations between ele-
ments from a space of low level feature values Γ into a space of high level
features ∆

< : Γ 7→ ∆ (1)

paass
74



3.1 Learning Stage

To overcome semantic gap this relations are initially acquired from one or more
users acting as annotators in a Learning stage. In Fig. 1 this stage is illustrated.

Fig. 1. Overview of the Learning stage. Each step is indicated by numbers and the
dataflow by arrows. Vu, LLF, D, HLF, A and FAM stand for Video Unit, Low Level
Feature, Descriptor, High Level Feature, Accuracy and Fuzzy Associative Memory,
respectively

Each element γ ∈ Γ represents low level features LLF extracted using one
or more descriptors D from video units (Step 1). These video units can be still
images, group of pictures or other sequences got from the streams.

Applying the clustering algorithm Fuzzy C-Means, the feature values are
grouped into clusters to identify the boundaries of the fuzzy sets (Step 2). The
fuzzy sets are automatically generated from these boundaries (Steps 3). These
fuzzy sets constitute the inputs of the FAM (Step 4).

Each element δ ∈ ∆ corresponds to high level features HLF representing by
concepts and provided by the annotators. These concepts are associated to the
sample data and accuracy A is assigned (Step 5).

In this way, a group of either fuzzy sets or crisp sets, depending on the criteria
of the annotators, is automatically generated. It constitutes the outputs of the
FAM (Step 6).
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The fuzzy sets represent the fuzziness in the mapping between a low level
feature value and its interpretation. A fuzzy set contains elements that have
varying degrees of membership in the set. The degree of membership is estimated
using a function-theoretic form. This function maps elements of a fuzzy set Ã
to a real value in the interval [0,1]. If a given element x in the universe, is a
member of the fuzzy set Ã, then this mapping is given by µ

Ã
(x) ∈ [0, 1]. As

usual membership functions represent a possibility distribution.
Each fuzzy set represent an entry in a lexicon, which contains a set of user-

specified words. Thus, it is possible to give meaning to each fuzzy set.
The set of rules for the FAM is generated applying a data mining technique

on a set of transactions. Each transaction represents a combination of fuzzy sets
and concepts as follows:

tγ : (µ(γ), δγ) (2)

where tγ is a transaction for an element γ ∈ Γ , µ(γ) is a list of fuzzy sets
associated to γ with memberships greater than zero and deltaγ is the concept
associated to the sample data where γ was extracted (Step 7).

The result of the data mining process is a set of frequent patterns representing
association rules between elements of Γ and elements of ∆ (Step 8).

R : Γ → ∆ (3)

This result can contain non interesting rules for the inference system. There-
fore, a filter is applied for selecting the most suitable rules (Step 9). The inference
system contains rules of the form: “IF condition THEN action”. Each condition
references low level features under the abstraction provided by the fuzzy sets. On
the other hand, each action is linked to concepts representing high level features.
Joining the inputs, outputs and rules, the FAM-based knowledge representation
is ready.

3.2 Generalization Stage

Once a knowledge representation has been established, new video units can be
automatically annotated. This is done by the generalization stage. In Fig. 2 this
stage is illustrated.

Using one or more descriptors, low level features are extracted from video
units (Step 1). These feature values are mapped into concepts applying the FAM-
based knowledge representation. FAM uses an inference system which involves
three basic components: fuzzification, fuzzy inference and defuzzification (Step
2).

The input of the fuzzification is a feature value and the output is a fuzzy value,
which represents the degree of membership of the feature value to each fuzzy
set. The conditions are instantiated according to the results of the fuzzification.

The fuzzy inference uses the knowledge rules base. Here, the conditions ex-
press instances of low level features and the actions link concepts. At this point,
a number of rules can have different degrees of truth leading to competition
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Fig. 2. Overview of the Generalization stage. Each step is indicated by numbers and the
dataflow by arrows. Vu, LLF, D, HLF, A and FAM stand for Video Unit, Low Level
Feature, Descriptor, High Level Feature, Accuracy and Fuzzy Associative Memory,
respectively

between the results. Using an aggregation’s operator the instances of the con-
ditions are combined in order to determine the value of the rule. This value is
used to determine the resulting actions. The procedure is repeated for all rules.
Besides, it is possible that an output fuzzy variable has a fuzzy set as action in
several rules. The composition’s operator is used to determine the final value of
this fuzzy set.

The defuzzification combines the fuzzy values of each output variable to
obtain a real number for each one, which denotes the degree of possibility of the
concept for annotating the corresponding video unit. In this module a weighted
average method is used. It combines fuzzy values using weighted averages to
obtain the resulting crisp value (Step 3).

The concepts referenced by each output variable are selected depending on
the instance of the variable. The result consists of a list of concepts with degrees
of possibility. This list is delivered to the user (Step 4).

4 Experimental Results

The proposed system was implemented in C++ on a Linux platform. Fig. 3
shows a screenshot of the graphic user interface for the system. A database of
over 100 randomly chosen MPEG2 video clips with durations between 2 and 6
minutes was used to evaluate the proposed approach.

Several experiments were run to test the knowledge representation approach.
Only selected results for news clips showing video sequences containing anchor-
person or report are reported in this section. These two concepts were linked
with the temporal descriptors shot length distribution and shot activity, which
were extracted from the sample videos in the compressed domain. Table 1 and
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Fig. 4 show the settings used in the knowledge representation of these temporal
descriptors.

Fig. 3. Screenshot of a prototype implementing the approach. The high level features
are organized into a tree-based structured. MPEG-7 low level features are extracted
from the frames. Each descriptor has a set of parameter settings. The number of cluster
determines the amount of fuzzy sets automatically generated. Still images are taken
as samples for training the system and generating the knowledge representation as
a part of the Learning stage. A testing option is provided in order to evaluate the
Generalization stage

Table 2 depicts some rules selected from the results of the association rule
mining process. The support of these rules is low due to the amount of transac-
tions generated from the sample data. The minimum confidence (minconf ) was
fixed in 1 or maximum confidence. The minimum support (minsup) was varied
from 1 towards 0 using an interval of 0.01.

Two stop conditions were defined to optimize the computing time. The first
is when the minsup reach its lower limit before zero. The second is given by
a neck condition, which is defined as the point where the number of generated
association rules is too big in comparison with the amount of new patterns that
can be used in the inference process. In Fig. 5 an example of the neck condition
is shown.
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Table 1. Knowledge representation boundaries for the temporal descriptors. The first
column indicates the descriptor used to define the Universe of the fuzzy sets. The
second column lists the names of the fuzzy sets referencing to words in the lexicon.
The remaining columns indicate the boundaries of the fuzzy sets

Universe Fuzzy Set b1 b2 b3

Shot Length Distribution Ã=short 0.2 0.35 0.5

B̃=mid 0.2 0.35 0.5

C̃=long 0.1 0.25 0.4

Shot Activity Ã=low 0.3 0.50 0.7

B̃=mid 0.1 0.25 0.4

C̃=high 0.1 0.25 0.4

Fig. 4. Fuzzy sets for the temporal descriptors. b1, b2 and, b3 are the boundaries of the
fuzzy sets Ã, B̃ and C̃. X corresponds to a feature and µ(X) ∈ [0, 1] its membership
function

Table 2. Sample of inference rules obtained applying association rule mining. Only
rules with minconf = 1.0 were considered. minsup∈ (0, 1] with ∆ = 0.01

Support Condition Action

0.10 sld shorts is low AND sld longs is high Labelled as anchorperson
sld longs is high AND sa low is high Labelled as anchorperson
sld longs is high AND sa mid is low Labelled as anchorperson

0.08 sld longs is low AND sa mid is high Labelled as report
sld midis is high AND sa low is low Labelled as report
sld shorts is mid AND sa mid is high Labelled as report
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Fig. 5. Neck condition. Shifting minsup from 1 to 0, a neck condition is detected near
to 0.02

Some representative results for the Generalization stage are summarized in
the following three tables. The first column shows the names of fuzzy sets for each
temporal descriptor. The second column corresponds to feature values extracted
from the key-frames of the video sequence. The next three columns depicts the
degree of truth of each value to the corresponding fuzzy sets estimated using the
membership functions. Table 3 shows a case where the data match exactly the
pattern of the concept anchorperson.

Table 3. Annotation results for a randomly selected news clip News032

News032 Ã B̃ C̃

sld shorts 0.000 1.000 0.000 0.000
sld midis 0.382 0.000 0.788 0.212
sld longs 0.618 0.000 0.000 1.000

sa low 0.655 0.000 0.225 0.775
sa mid 0.153 0.645 0.355 0.000
sa high 0.191 0.390 0.610 0.000

Ground truth anchorperson
Fuzzy inference anchorperson = 1.000

report = 0.000

Table 4 presents a case where the data matched exactly the pattern of the
concept anchorperson and partially the pattern report. It means the inference
system is detecting a low possibility for the occurrence of this concept in the
characteristic of the values.
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Table 4. Annotation results for a randomly selected news clip News081

News081 Ã B̃ C̃

sld shorts 0.200 1.000 0.000 0.000
sld midis 0.143 1.000 0.000 0.000
sld longs 0.657 0.000 0.000 1.000

sa low 0.418 0.410 0.590 0.000
sa mid 0.292 0.000 0.718 0.282
sa high 0.289 0.000 0.738 0.262

Ground truth anchorperson
Fuzzy inference anchorperson = 1.000

report = 0.212

Table 5 displays a case where the data matched partially the pattern of the
concept report. It means the inference system is detecting a high but not total
possibility for the occurrence of this concept in the characteristic of the values.
The system did not detect possibility for the concept anchorperson.

Table 5. Annotation results for a randomly selected news clip News138

News138 Ã B̃ C̃

sld shorts 0.333 0.111 0.889 0.000
sld midis 0.544 0.000 0.000 1.000
sld longs 0.122 0.852 0.148 0.000

sa low 0.317 0.916 0.085 0.000
sa mid 0.380 0.000 0.131 0.869
sa high 0.302 0.000 0.652 0.348

Ground truth report
Fuzzy inference anchorperson = 0.000

report = 0.916

The accuracy of the approach for these results was evaluated and it is sum-
marised in Table 6.

5 Conclusions and further work

In this paper, video analysis refers to semantic interpretations of the video con-
tent. These interpretations associated to low level features must be structured in
an effective and meaningful manner. The presented approach uses a tree-based
data model. This is a first step towards a graph-based model which is suitable
for processing data in video systems.
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Table 6. Recall and Precision results of the annotation process

Missed False
Keywords Detects Detections Alarms Recall Precision

Anchorperson 46.65 1.36 2.48 0.97 0.95
Report 25.74 6.28 1.32 0.80 0.95

Besides, graph-based structures are appropriated to represent relationships
among video annotation objects. These objects are temporally and spatially
linked to video segments and contain descriptors characterizing video content.

The knowledge representation based on a fuzzy associative memory model
has several advantages: it is modular and consequently easy to adapt in software
systems, its hardware implementation is feasible, and it is relatively simple and
consistent with the way human reasoning works.

The interaction with users is required because of the complexity of the
semantic-based content annotation process, which involves data, metadata and
user’s interpretations.

The concepts used for annotating video sequences can be utilized for con-
struing semantic content in videos. Due to the fact that concepts are described
by keyword and key-phrase only, this approach is restricted to weak semantic
inferences.
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Abstract. The most important thing of multimedia information system is to 
provide overall and detailed description of the content of multimedia data. Cur-
rently, the descriptions of multimedia documents, such as MPEG-7, have some 
shortage in providing the description of this information in different layers and 
different granularities. In this paper, we locate the content information of the 
multimedia documents into three proper layers and define MDU (Multimedia 
Document basic Unit) to collect this information in different granularities. And 
then, we discuss the relations among MDUs. Combining the definitions above, 
we can formalize the presentation of the multimedia documents and multimedia 
document database. An example is provided to explain how to use this 
presentation method, and we also compare this method with related works. 
Lastly, we also explain how to operate this model. 

1   Introduction 

In recent years, with the rapid development of computer technology, especially power-
ful workstations, high capacity digital storage systems (e.g. optical discs) and the rapid 
reduction in the cost of these devices, it is possible to store a great amount of multi-
media data in computer system. At the same time, along with the widely used Internet, 
the research of multimedia data management becomes more and more important [1]. 
The Information Retrieval (IR) system that manages the alphanumeric data is chang-
ing to the Multimedia Information Retrieval (MIR) system whose purpose is to storage 
and retrieval multimedia data. Many authors assert that MIR system is fundamentally 
different from traditional IR system, and these traditional methods and techniques are 
therefore not well suited to MIR system [2,3].  

The kernel of the MIR system is to find the information user interested from a great 
deal of multimedia data [4]. To achieve this purpose, the database of the MIR system 
must present the content of the multimedia document completely and strictly, and this 
kind of presentation does not only contain the content based on the structured features 
(e.g. spatial relations) but also on the semantic features (e.g. the information “shake 
hands”)[5,6]. 

mailto:jfyan@mail.nwpu.edu.cn,zhangy@co-think.com,lizhh@nwpu.edu.cn
http://www.nwpu.edu.cn
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2   Related Works 

Multimedia data is more complicated than structural data. Firstly, the data structure of 
multimedia data is semi-structure (e.g. HTML, XML) or no-structure (e.g. texts, im-
ages, audios and videos)[4]. The information managed by MIR system must be carried 
by structural data, so the biggest challenge for presenting the content of multimedia 
data is to make them structural. In recent researches, lots of methods, which use many 
kinds of data types, have been proposed to solve this problem [7,8], but the multiplex 
data types make it difficult for MIR system to communicate with each other. Secondly, 
multimedia data always carry a great amount of content information. For example, the 
presentation of a image data could contain the file type, texture, color and shapes of 
the objects in the image. Lastly, the process to cognize the semantic information of the 
multimedia data depends on the knowledge from different backgrounds. Even for the 
same multimedia data, different viewers pay attention to different semantic contents 
[9]. 

To uniform the multiplex data types, the Moving Picture Experts Group established 
the MPEG-7 [10], which provides a standard method to present the multimedia docu-
ment using XML documents. Currently, the biggest shortcoming for MPEG-7 is that it 
cannot present the multimedia document in different layers and in different 
granularities. 

Though many research projects have been done in research field of multimedia data 
management [11,12], there are still many progresses need to be made [9]. One hand, 
we need a uniform model to describe all kinds of media data. Ozkarahan [13] found 
that the multimedia documents is different of traditional documents in complex rela-
tions, multiple objects, user interface and presentation. Along with the Web multime-
dia information more and more, more and more documents change from single image, 
text data to mixed media documents. It means traditional methods and techniques used 
in single media databases are therefore not well suited. On the other hand, many of 
present models cannot provide overall and detailed description of the content of mul-
timedia data, so the query is either query-by-example or query-by-subject[11]. It is 
important to build a model to contain all information, including structural and seman-
tic ones. Certainly, there are several models [14,15], which provide the management 
of multimedia data. Comparing with them, our works pay more attention to the de-
scription of the overall content information. 

Usually, the content information of the multimedia data could be located into three 
layers and there are tight mapping relations among them: 
1. Physical layer: presenting the information of raw-data and meta-data. Raw-data is 

the binary data stream of the multimedia data and meta-data contains the generation 
information, formatting information and usage information of the multimedia data. 

2. Structural layer: presenting the structural objects (e.g. a rectangle) and the struc-
tural relations among objects, such as the spatial, temporal and spatiotemporal rela-
tions among objects [7]. 

3. Semantic layer: presenting the semantic objects (e.g. the sun) and the semantic 
relations among objects [8]. 
We will describe a novel model to present the content of the multimedia document 

in all different layers and different granularities. The most distinctive contribution of 
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our model is to provide a method to describe the integral information of multimedia 
document. The “integral” means not only the raw-data and mete-data but also struc-
tural and semantic can be represented. And, we also explain the query method to oper-
ate all data descriptions above. So, theoretically speaking, our model can be used by 
both query-by-example and query-by-subject. 

In section 3, we introduce our data model and build the multimedia documents da-
tabase based on it normally; in section 4, an example is used to explain how multime-
dia documents are described; in section 5, an important function and several opera-
tions are introduced to explain how to query the multimedia document database; in 
last section, we conclude what we have done and present what will be done in the 
future. 

3   Modeling the Multimedia Document Database 

3.1   Multimedia presentation basic units and the mapping relations 

Generally speaking, there are two kinds of multimedia documents, the simple multi-
media documents and the complex multimedia documents. The former comprise an 
instance of one type of media while the latter comprise several instances of one or 
several types of media. The MPEG-7 presents the multimedia documents by the ob-
ject-oriented idea [16,17]. For example, an image is presented by a set of objects and 
a set of relations among them and every object has several properties including media 
features, visual features and semantic features. The relations are described by the 
objects’ hierarchy figures and the ER figures. 

From the introduction above, we can understand that the key idea of MPEG-7 is to 
format the multimedia data into objects and relations among these objects, so we can 
collect the objects whose have some relations among them into one set and add sev-
eral proper presentation as a Multimedia Document basic Unit (MDU). MDU is de-
fined as following: 

Definition 1. A Multimedia Document basic Unit (MDU) is a 3-tuple m: 
<MO,RC,R>, where MO is a set of objects described by the MDU; RC is a set of all 
kinds of relations. R is a subset of RC×2MO×2MO, and it means the relations among the 
objects. 

For notation convenience, we give these assumptions: 1.If there are no semantic 
confusion we do not distinguish {X} from X (X is a object or a tuple), for instance, if 
there is only one object O in the MO of a MDU, we write <O, Ø, Ø> for the MDU of 
this object. 2.We overload the operator “.”. It cannot only get a heft from a tuple but 
also a property or a function from an object.  

Each MDU can describe a block of information in one layer. The block here means 
that if there are several relations between objects within two different MDUs, these 
two MDUs must be combined together. Each object in MO contains several properties, 
functions and constraints. The properties describe the features of an object. The values 
of the properties in a certain layer represent the values of the features in the same layer. 
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The functions are used to achieve the values and the different arithmetic may get the 
different values of one same property. The constraints are used to design the important 
limitations. 

3.2   Intra-MDU relation 

The intra-MDU relation is based on RC. Some certain relations among objects have 
some special properties. For instance, the temporal relation Parallel is an equivalence 
relation; the relation Similar is a fuzzy equivalence relation, and so on. Those rela-
tions imply some potential information. For example, Parallel(O1,O2) and Paral-
lel(O2,O3) imply Parallel(O2,O1), Parallel(O3,O2), Parallel(O1,O3) and Paral-
lel(O3,O1). It is essential to divide the intra-MDU relations into several kinds. It will 
enhance the performance of the MIR system and reduce the consumed cost of the 
resources. The operations upon RC need to be constructed on formalization of the 
relations.   

Definition 2. The intra-MDU relation of a MDU m for certain kind of relations is 
described by a directed net (r,V,A,W), where: 
  r is the label of the net, which means one certain relation. r∈m.RC. 
  V is the set of nodes, {O1,O2,O3 ,…, On} ⊆ m.MO. 
  A is the set of the edges. For each r(Oi,Oj) ∈m.R(Oi,Oj∈V), there is an edge. 
  W is the set of weights. Each weight represents immediate degree of one edge in A. 

Commonly, we define the immediate degree as real number 1 to present there is the 
relation r between Oi and Oj, while If r is fuzzy relation we define the immediate de-
gree as a real number between 0 and 1. If there are two relation r and r´ which are 
opposite, we can find one’ directed net from another’s because they are same in the 
shape and opposite in the edges.  

From the definition above, if there are two objects Oa and Ob in the set of nodes of 
a certain directed net N labeled by relation r, and there is a subset N´ whose edge set 
A´ is {( Oa, Oi),( Oi, Oi+1 ), (Oi+1, Oi+2),…,( Oi+j, Ob)} exists in N, In another word, if 
Oa to Ob can be arrived, there is a intra-MDU relation r between Oa to Ob. The corre-
sponding deduced degree between them is defined as βab.  

According to the definition, the immediate degrees among objects are certain kinds 
of deduced degrees whose objects have an edge between each other. Between no di-
rectly adjacent objects, the deduced degree needs be spliced by some other immediate 
degrees. Splicing operator is defined as "Θ". And βxz=βxyΘβyz express the splicing of 
random two kinds of degrees. Analyzing the feature of relations among objects, this 
operator must have following characteristics: 

 a).  ( βxyΘβyz) Θβzk=βxyΘ(βyzΘβzk) 
 b).  0 ≤ βxyΘβyz ≤ 1 
 c).  There are βxy and βyz , and both are not 0 or 1, then βxz < max(βxy,βyz) 
 d).  There is βxy=1, then βxz=βyz, and There is βyz=1, then βxz=βxy 
 e).  There is βxy=0, then βxz=0, and There is βyz=0, then βxz=0 
The characteristic a) is the algebra quality for "Θ", means the degree is incorpo-

rable and steady. The rests are boundary quality: The characteristic b) points out that 
the degree is regular. The characteristic c) elucidates that if the degree has been 
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transmitted, the relations between objects become weak; The characteristic d) eluci-
dates that if two objects have one relation completely, the degree of the former with 
the third object is decided by that of the latter with the third, The characteristic e) 
means if two objects have not one relation, the former will be irrelevant to the objects 
which can be reached by the latter. 

A lot of different operations of the Splicing operator can be constructed according 
with the above requirement, and those should be defined according to the effective 
demands of the MIR system. we define a kind of simple linear operation as follows: 

βxyΘβyz=βxy×βyz (1) 

Obviously, this definition satisfies the requests of above five characteristics. 

3.3   Inter-MDU relation 

As discussed above, we know that using MDUs we can collect the objects and several 
relations among these objects as a block of information. Using splicing operator "Θ", 
we can extend the relations and measure them with immediate degrees or deduced 
degrees. Above all, the content information of multimedia documents can be de-
scribed in the respective layers. There is still a problem, how to present the connection 
of MDUs between different layers. In MIR system, we have to answer some inter-
layered query, such as “Find the binary data streams of images including a event that 
the sun is rising from sea”. Firstly, we should find all those images containing the sun 
and sea, and this information is described in semantic layer. Secondly, we must refine 
those images to find the up-down spatial relation between the sun and sea, and this 
information is described in structural layer. Then, we can get the binary data streams 
user needed in physical layer. So, it is necessary to describe the relations among 
MDUs between layers. 

Definition 3. The inter-MDU relation between two MDUs m1 and m2 is a set of 
mappings λ: O→O´, marked by n(m1, m2). O and O´ are the set of objects which sat-
isfy O ⊆ m1.MO and O´⊆ m2.MO.  

MDU provides the data structure for presenting multimedia data. Considering the 
different abstraction layers, the description of a multimedia document should contain 
many MDUs, which are located in all of the three layers, and the relations among all 
theses MDUs. 

3.4   Formalization of the multimedia document database 

Combining the definitions above, we can formalize the presentation of the multimedia 
document. 

Definition 4. A Multimedia Document (MD) is a 4-tuple MD: < Mp, Mc, Ms , N >. 
Mp, Mc and Ms is the set of MDUs. They denote the set of MDUs of physical layer, 
structural layer and semantic layer separately. N is the set of n(mi, mj) 
(mi∈Mp ∪ Mc ∪ Ms, mj∈Mp ∪ Mc ∪ Ms), describing the mapping relations among 
the MDUs. 
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Generally speaking, because different application have different requirement, even 
in a single abstraction layer there are several MDUs for describing a multimedia 
document. For example, in the physical layer of a text, two MDUs are used to present 
two kinds of coding method for this text. In the structural layer of an image document, 
one MDU maybe used to describe the color information of this image, and another 
MDU maybe used to describe the shape information of objects in this image. If we 
need to describe a complex multimedia document, which contains n simple multime-
dia document, then at least we need n MDUs in the structural layer. 

From the above definition, we can formalize the multimedia document as a struc-
tured data type MD. Based on this, the following definition will build a multimedia 
database. 

Definition 5. A Multimedia Document Database (MDD) is a set of MDs, M: 
{MD

1, MD
2, MD

3,…, MD
n}, where every MD

i means one of the multimedia documents 
which should be managed by this MDD. 

4   Layered Description of Multimedia Documents 

4.1   Description in physical layer 

 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 

Fig. 1. An example of a complex multimedia document including the media instances and 
several relations among them in physical layer 

In physical layer, mi.MO(mi⊆Mp) is a set of media instances {O1,O2, O3……} in com-
plex multimedia document. Especially, the MDU mi is a 3-tuple <O,Ø,Ø> if we pre-
sent a simple document. The example shown in figure 1(a) is a complex document 

(a) 

<HTML> 
<HEAD> 

<TITLE> 
Ronaldo recieve the Golden Ball 

</TITLE> 
<!-- Time: 2002-11-18 PM3:32     
CopyRight: Yahoo! Inc. All rights reserved --> 

</HEAD> 
<BODY> 

<TD><IMG SRC="image_1.gif"></TD> 
Soccer star Ronaldo (R) receives the Golden Ball tro-

phy from France Football's magazine director Gerard Er-
nault…… 

</BODY> 
</HTML> 

H
TML 

Soccer star Ronaldo (R) receives the Golden Ball 
trophy from France Football's magazine director  
Gerard Ernault before an exhibition match at Sa- 
ntiago Bernabeu stadium in Madrid December 18,  
2002. 
The Real Madrid forward, who scored twice in Brazil's 2-0 World Cup final 
victory over Germany and finished as the tournament's …… 

Image  O2 Text  O3  

News  O1 

HTML O1 

O2 O3 
The embedding relation among O1,O2 and O3 

EmbedIn EmbedIn 

O1:HTML DOC 

<HTML> 
…… 

</HTML> 

O2:ASCII Text 

Soccer star 
Ronald (R) 
receives 
the … 

O3:JPG Image 

100111100
111100010
100100110
00100… 

(b) 
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composed by a paragraph of text and an image (about the same news). As far as the 
attention in physical layer, the document O1 is composed by an image O2 and a para-
graph of text O3 with the special spatial relation and temporal relation between them. 
The graph figue 1(b) shows these relations. 

Without other information included, a MDU named mp is the description of the 
multimedia document shown above in physical layer.  

mp:<{O1,O2,O3}, 
   { EmbedIn }, 
   {< EmbedIn,O2,O1>,< EmbedIn,O3,O1>}> 
One of the important properties of the objects in physical layer is the raw-data 

stream and accordingly the function is defined to code and decode this stream. An-
other properties is used to present the meta-data, including the generation information 
(e.g. the generator, generating time and place), formatting information and usage in-
formation (e.g. copyright). The constraints of objects in physical layer mean the transi-
tion velocity, the synchronization relations, and so on. 

4.2   Description in structural layer 

 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 2. The objects of the image in structural layer and several relations among them 

The set Mc in structural layer describe the structural objects and the structural relations 
among objects and One of the media instances should contain one MDU at least. What 
showing in figure 2 is the structural information of the image shown in figure 1(a), 
which should be described after the region-dividing and the target-extracting process-
ing. Figure 2(a) shows the spatial structural relations, and the set of objects 
{O1,O2,…O10} is used to present ten objects which must be described in MDU. Com-
paring with the object O4, the object O6 is divided into several detailed objects. It 
presents that the description can have different granularities determined by the differ-
ent applications and realized by the mapping between the structural layer and semantic 
layer. The figure 2(b) present the composing relation among objects. The figure 2(c) 
shows the spatial relation. The relation Left is a partial relation, and the information 
Left(O4,O6) implied in the figure. The Join is a symmetrical relation, and there imply 
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the information Join(O4,O5) and Join(O5,O6). The figure 2(d) depicts an other com-
plex relation which includes several kinds of relations. The Contain means that the 
object O8 contains O9 and O10. 

According to the figure 2, there is a MDU to describe the objects of the image and 
several relations among them in structural layer. There may be another MDU mc´ to 
describe the information of text “Soccer star Ronaldo (R) receives the Golden 
Ball ……” in structural layer 

mc:<{O1,O2,O3,O4,O5,O6,O7,O8,O9,O10}, 
{CompBy, Left, Join, Contain, Up}, 
{<CompBy,O3,{O4,O5,O6}>,<CompBy,O6,{O7,O8}>,<Left,O4,O5>,<Left,O5

,O6>, <Join,O6,O5>,<Join,O5,O4>,< Contain,O8, {O9,O10}>,<Up,O10,O9>}> 
In structural layer, the properties of the objects depend on the raw data stream in 

physical layer and the values of them correspond to the media feature’ values and the 
statistical values. The functions are the great deal of the text matching arithmetic, the 
image processing arithmetic and the video dividing arithmetic that can obtain those 
values. The constraints are used to design the important limitations, for example, one 
especial property must be calculated before another one.  

4.3   Description in semantic layer 

The description of the semantic layer’s information is more complex. There are 
many reasons. Firstly, it needs complex data types to describe the semantic informa-
tion; more above, some information especially the abstract conceptions, just like 
“happiness”, cannot be described properly at all. Secondly, there are rich abstract 
levels in semantic information and it is hard to describe all information in these levels. 
Lastly, the semantic information usually depends on the special backgrounds, then 
there may be different explanations to the one multimedia document.  Only the experts 
can resolve these ambiguities. 

 
 
 
 
 
 
 
 
 
 

Fig. 3. The objects of the image in semantic layer and several relations among them 

To describe the semantic information, the MPEG-7 provides many Descriptors (Ds) 
and Description Schemas (DSs) [18]. They can be used as the unified data structures, 
but there are several problems. For example, the semantic information of O3 in figure 
2 may be “Ernault is awarding Golden Ball to Ronaldo”, or “Ernault is awarding 
something to Ronaldo”, or “Someone is awarding something to Ronaldo”, and so on. 
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If we only use the Ds and DSs to enumerate those great deal of information without 
distinguish the abstract levels. It may be “Data Blast”. So we use two kinds of con-
straints to limit the description, one named media-structural constraint and the other 
abstract-level constraint. The former constrains the structural information, For exam-
ple, there is a media-structural constraint in the event object O1 “awarding” as “X be 
awarding Y”(X and Y are variables); another more strictly media-structural constraint 
maybe “in P place, Q time, X be awarding Y to Z”. The latter pays attention to the 
different abstract levels. For example, there is an abstract-level constraint in the per-
son object O3 “Ernault” as “Ernault has a generalization X”(X is a variable).   

From the figure 3 above, we can get a new MDU. 
ms:<{O1,O2,O3,O4,O5,O6,O7,O8,O9,O10,O11}, 

{Where, When, From, What, To, Dress, Paint, ISA, Nameof}, 
{<Where,O1,O10>,<When,O1,O11>,<From,O1,O2>,<What,O1,O4>,<To,O1,

O5>,<Dress,O5,O6>,<Paint,O6,O7>,<Paint,O6,O8>,<ISA,O2,O3>,<ISA,O5,O3>,<IS
A,O7,O9>,<ISA,O8,O9>,<Nameof,O7,O12>}> 

In semantic layer, each object in MDU is a basic semantic entity and a relation 
among objects describes an integral semantic unit. The properties, functions and con-
straints in semantic layer should be different along with the different background 
knowledge.  

4.4   Mapping relations of the multimedia documents 

There are many mapping relations among MDUs. The mapping from physical layer to 
structural layer will realize the feature extracting from raw-data, which correspond to 
the definition of the SegmentDS and RegionDS in MPEG-7. The mapping from struc-
tural layer to semantic layer will realize the contact between the information back-
ground independent and the information background dependent but the feature 
extracting, for example, the mapping of a circle to the sun. Other important mappings 
consist in the same layers. This kind of mapping describes the aggregation semantic 
and media feature links. The former presents the aggregation semantic among the 
objects in different MDU. Using this one, we can aggregate several objects into a new 
object and use another MDU to describe the information needed. The latter present 
the links between objects. For example, there is such link in a sunset image and an 
article having the word “sun”. Some correlative discussion can be read in [19]. 

Adding the mapping relations with MDU, an overall representation of the example 
multimedia document is MD

e:<mp, {mc ,mc´}, ms , {n(mp ,mc),n(mp ,mc´),n(mc ,ms)} >. 

5   Query the Multimedia Document Database 

In this section, we explain how to address the multimedia document database M: 
{MD

1, MD
2, MD

3,…, MD
n}, where every MD

i present the content information of one of 
the multimedia documents in different layers and different granularities fully. Before 
the query operation defined, we have to express one important function. 
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  Contain function 
There are two MDUs x and y, if and only if x.MO⊆y.MO, x.RC⊆y.RC and 
x.R⊆´y.R(the ⊆´ operator means a fuzzy_belong_to operation which use the intra-
MDU relations to complete the information of MDUs, detailed discussion can be seen 
in [19] ), function Contain(x,y) return true, otherwise, Contain(x,y) return false. Actu-
ally, Contain function present that whether the information of x is contained by y. We 
can overload the contain function to exam the inclusive relation between a MDU and 
a MD. That is, if Contain(x,MD)(MD is a MD) is true, there must exist at least one 
MDU y(y∈MD.Mp ∪ MD.Mc ∪ MD.Ms) which make Contain(x,y) return true. Obvi-
ously, it means that MD contains the information of x completely. 

Example 1. Test the contain function of <{Golden Ball}, Ø, Ø > and ms.  
Obviously, because O4 =Golden Ball and Ø could belong to every set, we know 

Contain(<{Golden Ball}, Ø, Ø >, ms). It means that ms contains the information 
Golden Ball.  

We propose that the input is a MDU n, then the query will be processed as below:  

5.1   Select the relational multimedia documents 

The select operation selects multimedia documents from a multimedia document data-
base that contain the information of a given MDU. We use the lowercase Greek letter 
sigma "σ" to denote this operation.  

Definition 6. The select operation σ find a set of MDs from a MDD, denoted as N 
=Mσ(n), where: n is the given MDU, and for each MD(MD∈M ), if function Con-
tain(n,MD) returns true, MD∈N. 

5.2   Shrink to tidy multimedia documents 

The shrink operation shrinks every multimedia document from N  above to tiny mul-
timedia document. We use the lowercase Greek letter sigma "ς" to denote this opera-
tion.  

Definition 7. The shrink operation ς allows us discard all MDUs except those 
MDUs, which contain n, from every multimedia document in N , denoted as H 
=Nς(n), where: for each MD(MD∈N ), firstly, we collect every MDU m, which makes 
Contain(n,m) return true, to a new MD as MD´. Then, we also add every MDU m´ 
from MD, which satisfy n(m, m´)∈MD.N or n( m´, m)∈MD.N, to MD´. Lastly, we get a 
new MD as MD´´, MD´´∈H. 

5.3   Project to a certain state 

The project operation projects every tiny multimedia document from H above to 
certain layer according to users requirement. Actually, what we need to do in this step 
is only to discard all MDUs except those in that certain layer, Of course, correlative 
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mappings between MDUs will be discarded too. We use the lowercase Greek letter 
sigma "π" to denote this operation.  

Definition 8. The project operation π allows us discard all MDUs except those 
MDUs, which are in certain layer of users requirement, denoted as K = H ς(C)(C is P, 
C or S, which means the projection of physical layer, structural layer or semantic 
layer). According to the definition of MD, for each MD(MD∈N ), we have three kinds 
of MD´. If we project to physical layer, the MD´ should be < Mp, Ø, Ø, N´ >. If we 
project to structural layer, the MD´ should be < Ø, Mc, Ø, N´ >. If we project to se-
mantic layer, the MD´ should be < Ø, Ø, Ms, N´ >. Anyway, we can get K(MD´∈K) 
from H  according to users requirement. 

Additionally, it is possible that the input is not a MDU. For example, a user just 
wants to find some documents, which contain only some objects, from MDD. All what 
we need to do is to expend those objects to a MDU similarly in shape as <MO, Ø, Ø 
>. On the other hand, when the users requirement is to find some documents just con-
tain certain multimedia document, we should take this MD apart to several MDU, and 
then inter-section the results. Obviously, it maybe lost some constrains especially in 
the mappings between MDUs. Thereby, make the results MDD larger than the actual 
results one. So, we should overload the contain function to exam the inclusive relation 
between MDUs again. It seems to what we discussed above, so we omit these detailed 
steps. 

The example below give our an interpretation how to query data using the opera-
tions above. 

Example 2. Find the picture which contain the Golden Ball from a MDD M (1): 
{MD

1, MD
2, MD

3, …, MD
e,…, MD

n}. 
Step 0: expend Golden Ball to a MDU <{Golden Ball}, Ø, Ø > 
Step 1: M (1)σ(<{Golden Ball}, Ø, Ø >)={ MD

e }, denoted as N (1) 
Step 2: N (1) ς(<{Golden Ball}, Ø, Ø >)={<mp,mc,ms ,{n(mp ,mc),n(mc ,ms)}>}, de-

noted as H (1) 
Step 3: H (1) π(P)={<<O3, Ø, Ø>, Ø, Ø, Ø }, denoted as K (1) 
Then, we can get the picture O3 , which contain the Golden Ball.  

6   Conclusion 

The kernel of the MIR system is to find the information user interested from a great 
deal of multimedia data. To achieve this purpose, the database of the MIR system 
must present the content of the multimedia data completely and strictly, but the pre-
sent description methods of multimedia document, such as MPEG-7, have shortage, 
which cannot present the layered information. Aiming to this problem, according to 
the hierarchy category of abstraction of multimedia document’s content, we propose a 
layered multimedia document description model and discuss the mapping relation 
between layers. Then, we define the formalized multimedia document using the model 
above. Lastly, we also explain how to operate this model. The future work will find 
more detailed operational ability of this model and design a proper query language. 
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