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ABSTRACT

The increasing demand for broadband ser-
vice, at least in hot spot areas, in today’s wireless
communications is causing cellular network pro-
viders to consider the integration of 3G cellular
systems and wireless LAN. This has the particu-
lar advantage of high data rates and unlicensed
spectrum. Consequently, network selection tech-
niques play a vital role in ensuring quality of ser-
vice in heterogeneous networks. In this article
we develop a network selection scheme for an
integrated cellular/wireless LAN system. The
design goal is to provide the user the best avail-
able QoS at any time. The proposed scheme
comprises two parts, with the first applying an
analytic hierarchy process (AHP) to decide the
relative weights of evaluative criteria set accord-
ing to user preferences and service applications,
while the second adopts grey relational analysis
(GRA) to rank the network alternatives with
faster and simpler implementation than AHP.
Simulations conducted in a heterogeneous sys-
tem with UMTS and wireless LAN reveal that
the proposed network selection technique can
effectively decide the optimum network through
making trade-offs among network condition,
user preference, and service application, while
avoiding frequent handoffs.

INTRODUCTION

In recent years, adverse wireless networks have
emerged and played key roles in modern telecom-
munications. General Packet Radio Service
(GPRS) enables Global System for Mobile Com-
munications (GSM) users to access IP networks,
such as the Internet, and third-generation (3G)
cellular systems, such as Universal Mobile
Telecommunications System (UMTS) and
cdma2000, support wireless Internet over a wide
geographical area. In the evolution of cellular net-
works, one obstacle is that the data rates in these
networks are limited. The data rate in GPRS is up
to 144 kb/s; in UMTS it is from 384 kb/s to 2
Mb/s. One widely acceptable way to deal with this

limitation is the complementary use of wireless
local area network (WLAN) technology in hot
spot areas (e.g., business centers, airports, hotels,
and campuses) since WLAN can provide up to 54
Mb/s data rate with coverage of a few thousand
square meters around a single access point.

Several interworking architectures between
3G cellular and WLAN systems have been pro-
posed in the technical literature. The European
Telecommunications Standards Institute (ETSI)
specifies two generic approaches toward
WLAN:-cellular integration, known as loose and
tight coupling [1]. In loose coupling, the WLAN
acts as an access network complementary to the
cellular network, which means only signaling is
transported between two systems while the
WLAN data flow directly to the external IP net-
work. In tight coupling, the WLAN emulates a
radio access network (RAN), communicating
(including data and signaling) with the external
network through the core of the cellular net-
work. Apart from the research activities in
ETSI, the Third Generation Partnership Project
(3GPP) has recently developed a 3GPP-WLAN
interworking architecture [2]. The main objec-
tive is to enable 3GPP cellular network sub-
scribers to access WLAN service. The research
includes enabling reuse of a 3GPP subscription,
developing a network selection mechanism, and
defining authentication, authorization, and
accounting (AAA). A WLAN terminal equipped
with a 3GPP subscriber identity module
(SIM)/universal SIM (USIM) smart card can
access both the 3GPP subscriber database and
WLAN. 3GPP has also approved network selec-
tion based on the network access identifier
(NAI). Two charging methods, postpaid and
prepaid, are used for the 3GPP-WLAN inter-
working system. An overview of the aforemen-
tioned functions for the integration of 3GPP
and WLAN is presented in [3].

In this article we focus on network selection
for integrated WLAN and cellular systems. The
biggest challenge in selecting a network is to
decide the most favorable trade-off among user
preference, service application, and network
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condition. Network selection is usually carried
out in three steps. The first step is collecting the
necessary information that has some impact on
the final decision. The information might be
user preference, service application, and net-
work condition. The second step is using the
collected information as inputs to a certain
handoff algorithm that aims to keep the user
always best connected (ABC) [4]. The meaning
of ABC is that the user is not only connected
but also enjoys the best possible quality of ser-
vice (QoS) at any time and any place. The last
step is making a decision according to the algo-
rithm’s output.

A number of researchers proposed some net-
work selection algorithms in the literature. The
most conventional algorithm is a fuzzy-logic-
based algorithm that adopts the radio signal
strength (RSS) threshold and hysteresis values as
input parameters [5]. Reference [6] dynamically
uses a mobile station’s speed estimations and the
WLAN traffic load as additional parameters to
decide the best network. The algorithm present-
ed by Ylianttila, Pande, Makela, and Mahonen
[7] optimizes the network selection process
through minimizing handoff delay for real-time
service and maximizing throughput for non-real-
time service. However, all these network selec-
tion methods are based on inadequate decision
factors. RSS and traffic load alone are not able
to present the whole performance of a network.
The user’s requirements are too important to be
ignored.

On the contrary, in this article we consider
network condition, service application, and user
preference for QoS as the decision factors. ABC
is the design goal, which means the network is
selected on behalf of the user. The QoS charac-
teristics in network conditions are analyzed in a
coordinated manner according to the user’s pref-
erences. We propose an integrated analytic hier-
archy process (AHP) and grey relational analysis
(GRA) algorithm for network selection in a het-
erogeneous system. AHP [8] is a method for
finding the best solution to a complex problem
by synthesizing all the problem-defining details.
AHP has already been applied in a number of
areas, such as predicting outcomes [9] and allo-
cating resources [10]. GRA is introduced in [11]
to select the best among the comparative series
through building grey relationships with an ideal
series. The technique is largely adopted in pro-
ject selection [12] and performance evaluation
[13]. In the proposed network selection algo-
rithm, the user’s preferences and service require-
ments for QoS are valued based on their
contributions to the final goal through AHP.
The performances of the network alternatives
are ranked by the GRA, where the calculations
are faster and simpler than AHP. In this article
we consider UMTS and WLAN as network alter-
natives. The proposed technique would, howev-
er, be applicable to systems with more
heterogeneity (e.g., cdma2000-WLAN, GPRS-
WLAN-PCN), and this will be the subject of
future work.

The rest of this article is organized as follows.
We introduce AHP and GRA theory, respective-
ly. We then apply AHP and GRA to the net-
work selection algorithm. We provide several

Location Salary Prospect
Location 1 1/5 1/3
Salary 5 1 2
Prospect 3 1/2 1

B Table 1. An example of an AHP matrix.

case studies in implementing the proposed algo-
rithm. Conclusions and further research are then
detailed.

ANALYTIC HIERARCHY PROCESS

AHP is defined as a procedure to divide a com-
plex problem into a number of deciding factors
and integrate the relative dominances of the fac-
tors with the solution alternatives to find the
optimal one. AHP is carried out in five steps [8]:
Step 1 Structuring a problem as a decision
hierarchy of independent decision elements
Step 2 Collecting information about the deci-
sion elements
Step3 Comparing the decision elements pair-
wise on each level in the matter of their
importance to the elements in the level above
Step 4 Calculating the relative priorities of
decision elements in each level
Step 5 Synthesizing the above results to
achieve the overall weight of each decision
alternative

In a typical hierarchy, the problem to be
resolved is in the topmost level. For example,
Mr. Smith is trying to make a selection among
three job offers from companies A, B, and C,
respectively. The topmost level would be “choos-
ing a job offer.” The subsequent levels comprise
the deciding factors, possibly location, salary,
and prospect. The solution alternatives (i.e., the
companies) are in the bottom level.

The relative magnitudes of factors and sub-
factors with respect to their parents are estimat-
ed through pairwise comparison based on
human’s knowledge and experience. The smaller
one of a pair is chosen as a unit, and the larger
one is estimated as a multiple of that unit based
on the perceived intensity of importance. The
judgments are ranked on a 9-point scale in AHP.
Numbers 1 to 9 are used to present equally,
weakly moderately, moderately, moderately plus,
strongly, strongly plus, very strongly, very very
strongly, and extremely important to the objec-
tive, respectively. When one element is less
important than another, the comparison result
equals the reciprocal of one of the numbers.

The comparison results within each parent
are presented in a square matrix to which we
refer as the AHP matrix. The decision factors
under a parent are arranged in the same order
in row and column headings. When the ith ele-
ment in the column heading is compared to the
jth element in the row heading, the judgment is
presented at the ith row and jth column. An
example of an AHP matrix on “choosing a job
offer” is shown in Table 1. It is observed that
the diagonal elements of the matrix are 1, show-
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ing the elements’ self-comparisons. The other
entries in the matrix are symmetric with respect
to the diagonal, as a result of the inverted com-
parisons.

The relative weights of the factors are
achieved through calculating the eigenvector of
the matrix with the eigenvalue (x,,x) that is clos-
est to the number (n) of factors [8]. Since com-
parisons performed in AHP are subjective,
judgment errors are inevitable and have to be
detected through calculating a consistency index
(CI) of the AHP matrix, given by ((xmax —1)/(n —
1), and then comparing it with a random index
(RI), which is the average CI of a randomly gen-
erated reciprocal matrix. All RI values for differ-
ent matrix dimensions are provided by [8]. If CI
is equal to zero, the matrix is perfectly consis-
tent; otherwise, CI should be positive. The ratio
of CI to RI for the same dimension matrix is
called the consistency ratio (CR). Adjustment of
the comparisons is needed when CR > 10 per-
cent. This process is repeated downward level by
level to the bottom of the hierarchy.

It is important to remember that the weights
achieved by calculating the eigenvector of the
comparison matrix only reflect appropriate dis-
tributions to the elements’ parent, not the final
goal. These weights must be transformed into
the final weights through being multiplied by the
weight of their parent with respect to the goal.

GREY RELATIONAL ANALYSIS

GRA builds grey relationships between elements
of two series to compare each member quantita-
tively. One of the series is composed of best-
quality entities, while the other series contains
comparative entities. The less difference between
the two series, the more preferable the compara-
tive series. A grey relational coefficient (GRC) is
used to describe the relationship between them
and is calculated according to the level of simi-
larity and variability. GRA is usually implement-
ed following six steps [14]:

Step 1 Classifying the elements of series by
three situations: larger-the-better, smaller-the-
better, and nominal-the-best

Step 2 Defining the lower, moderate, or upper
bounds of series elements

Step 3 Normalizing individual entities
Step 4  Defining the ideal series
Step 5 Calculating the GRCs

Step 6 Selecting the alternative with the
largest GRC

We assume that n series (Sy, Sy, ..., S,) are
compared, and each series has k entities. The
upper bound (u;) is defined as max{s;(j), s2(j),
..+» $,(j)}, and similarly the lower bound (/) is
min{s(), s2(j), ..., s,(j)}, wherej = 1, 2, ..., k.
In the situation of nominal-the-best, the objec-
tive value, which is between the lower and upper
bound, is considered as the moderate bound
(m;).

JBefore calculating the GRCs, the series data
need to be normalized. The absolute difference
between s;(j) and /; or u; divided by the differ-
ence between /; and u; can achieve the normal-
izations (s} (j)) for larger- or smaller-the-better,
wherei =1, 2, ..., n. The normalization for
nominal-the-best is presented as

ls; ()= m}|

max{u;

—mj,m;=1;}

u; for larger-the-better, /; for smaller-the-better,
and m; for nominal-the-best are chosen to com-
pose a reference series Sy, which actually pre-
sents the ideal situation. The GRC can be
calculated from

k
I < Apin + Amax

| - min
0. ka=1 Aj+A M

max

where

8 =[so =5,
Amax = maX(Ai )’
(%))

and A, =min(A;).
(¥)]

max(), (min()) . .
()] G.j)  are the functions of the maxi-

mum and minimum value of a set of numbers
varying with i and j, respectively, which are inde-
pendent. The comparative series with the largest
GRC has the highest priority.

A NETWORK SELECTION SCHEME USING
AHP anND GRA

In this section we apply AHP and GRA to net-
work selection. The factors that decide the net-
work selection and the relationship among the
factors are defined. The whole selection process
is presented by a model and detailed explana-
tions.

In the network selection scenario, users are
always trying to seamlessly access high-quality
wireless service at any speed, any location, and
any time through selecting the optimal network.
Therefore, ensuring a specific QoS is the objec-
tive in the process of network selection. As a
result, QoS is in the topmost level of the AHP
hierarchy for network selection. According to a
survey of QoS components in mobile communica-
tions [14], the main QoS components in a net-
work are defined as throughput (o), timeliness (B),
reliability (), security (8), and cost (€), which are
in the second level of the hierarchy. In conse-
quent levels, received signal strength (RSS) and
coverage area are used to present availability. The
adoption of coverage area is in order to avoid fre-
quent handoffs for high-speed users. Three
parameters, delay (C), response time (1), and jitter
(8), decide timeliness. Bit error rate (BER, 1),
burst error (W), and average number of retransmis-
sions per packet (v) are used to define reliability.
In our scheme, UMTS and WLAN are consid-
ered as available network alternatives (in the bot-
tom level of the hierarchy), and have various
parameters in these QoS factors and subfactors.

The whole network selection model is shown
in Fig. 1. Since availability is the precondition to
other QoS deciding factors, in order to save
resources we use network availability as a trigger
for the QoS data collector. Only after a network
is detected as available, the network perfor-
mance, service class, and user preference are
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Lo, umts = 1
0, wlan =

M Figure 1. The AHP and GRA based network selection model.

estimated and collected. Because UMTS could
be always on, deciding the availability of WLAN
becomes the main problem. Once the RSS of
WLAN is larger than the RSS threshold (e.g.,
—-80 dBm), which allows communication service
for a period of time, and the user is estimated to
be in the coverage of WLAN for more than a
time limit (e.g., 1 min), the network selector
begins to collect other QoS information from
the network and user to determine whether to
hand off to WLAN; otherwise, the GRCs of
WLAN and UMTS are assigned 0 and 1, respec-
tively, allowing the decision maker to keep
UMTS connected.

The process of deciding is actually a trade-off
between network performance and user profile
specification. Therefore, two types of data, user-
based and network-based, need to be collected
for comparison. Meanwhile, users themselves
have different requirements for service; for
instance, some people are concerned about cost,
others about security. The questionnaire (shown
in Fig. 1) is actually the database containing all
user-based information. User preferences are
filled into the questionnaire before accessing any
network, and the current service class is detected
and mapped into a number of specific QoS
attributes. User preferences might be some cer-
tain ranges or generic terms, such as strict,
bounded, tolerable, and unbounded. Because we
deal with pairwise comparison intangibly, and
the results only express the intensities of impor-
tance of the factors, the above two types of user-
based parameters are both acceptable. There are
two types of network-based parameters, quanti-
tative and qualitative. Quantitative parameters
can be processed directly by GRA, while qualita-
tive parameters are evaluated with a rating from
1 to 10; the larger the number, the better.

Once all the information on the QoS parame-
ters is collected, pairwise comparisons are per-
formed at each level (step 3 [AHP], Fig. 1).
Three AHP matrices are constructed. One of

them is used to compare QoS factors, and the
other two are used to compare timeliness and
reliability subfactors, respectively. The priorities
of these elements are derived by the method
mentioned earlier (step 4 [AHP], Fig. 1). The
global priorities of subfactors are achieved
through multiplying priorities of subfactors by
the global priorities of the corresponding parent
(step 5 [AHP], Fig. 1).

The performances of UMTS and WLAN are
evaluated by deciding the differences from the
ideal network condition (S§(). The network con-
dition data are first normalized using the method
introduced earlier (step 3 [GRA], Fig. 1). There
are only two situations, larger- and smaller-the-
better, in the network selection scenario; there-
fore, the reference S\ can be defined as step 4
(GRA, Fig. 1). Since the effect of each factor on
the final goal is different, Eq. 1 can be modified
as step 5 (GRA, Fig. 1):

1
1—‘O,Mmts/wlan = 9 ’

*
z Wy Sumis Iwlan (@)~ So|+1
q=1

where $;5swian(q) 18 the normalization of the gth
UMTS QoS data or WLAN QoS data, and w, is
the gth QoS parameter’s weights.

The GRCs of UMTS and WLAN are com-
pared in the handoff decision maker. The larger
the coefficient, the more ability the network has
to fulfill the requirements of user and service.
Therefore, the network alternative with the
largest GRC is selected as the next network ser-
vice provider.

SIMULATION RESULTS

In this section we present simulation results
related to network selection between UMTS and
WLAN. We demonstrate the process of finding
a trade-off between user profile specification
and network condition using AHP and GRA.

(@)

There are two types
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parameters,
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qualitative.

The quantitative
parameters can be
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M Figure 2. The network selection simulation scenario.

In the simulation we consider an area in
which home (H), office (O), and airport (A)
form a triangle. UMTS covers the whole simula-
tion area. There exist three WLAN systems, one
of which is at O; the other two overlay partly at
A, as shown in Fig 2. The network conditions of
UMTS, WLAN_O, and (WLAN_A_1/2) are
described in Table 2.

In an example scenario, a mobile user first
receives meeting text and speech components on
the train to the office with the requirement of
low cost (case 1). He receives the meeting speech
and video components (case 2_1) and downloads
some files (case 2_2) after arriving at his office.
While sending a file, he leaves his office for the
airport (case 3). He continues to transfer the file
at the airport till he finishes (case 4). In order to
show how AHP and GRA work together in net-
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-0.03 -0.025 -0.02 -0.015 -0.01 -0.005 O 0.005 0.01 0.015 0.02

GRC comparisons between UMTS and WLAN

M Figure 3. Network selection with increased weight of security.

work selection, we assume that the availability of
WLAN means that not only RSS from WLAN is
strong enough for transmitting data, but also the
user would stay in the coverage of WLAN for
more than 5 min, which reduces the possibility
of frequent handoff.

CAsE 1

In case 1 only the signal from UMTS is sensed;
therefore, UMTS is directly selected. This is an
example of a simple case with no selection pro-
cess involved.

CASE 2

In case 2_1 the user is trying to receive meet-
ing video and speech components in the office.
After confirming that WLAN_O is available for
transmission and the user is estimated to be in
the office for at least 5 min, the network selector
begins to determine the optimum network using
AHP and GRA, as shown in Table 2. It is clear
that the performance of WLAN_O is closer to
the optimal criteria. The decision maker then
selects WLAN_O as service provider on the
basis of the comparison results.

It is observed that the exact values of the
QoS parameters become much less important
after normalization. Hence, in the situation of
two alternatives, we only need to know which
alternative is higher or larger with respect to a
certain QoS parameter without estimating the
exact value. It significantly reduces the complexi-
ty of implementation.

Figures 3 and 4 show the weights of QoS fac-
tors and the corresponding selection decisions
on the assumption that the user changes require-
ments for security or cost, and the requirements
for throughput, timeliness, and reliability are fixed
based on the service class. When GRC of UMTS
is less than that of WLAN_O (i.e., the compari-
son result is negative), WLAN_O is selected;
otherwise, UMTS is selected. It is observed that
the selection result would change when the pri-
ority of security is increased to around 0.06 (as
shown in Fig. 3), but cost does not play a key
role during selection, as shown in Fig. 4. Even
though the user has no requirement on cost,
WLAN_O is still selected due to high band-
width. The perceived quality has to be sacrificed
for high security, however, which is an advantage
of UMTS.

After the meeting, the user begins to transmit
some files (case 2_2). Once the network selector
discovers that the current service class changes
to background class, it maps the service class
into a series of QoS characteristics. The network
detector then reevaluates the weights of QoS
factors and subfactors, as shown in Table 2.
Given that the conditions of UMTS and
WLAN_O are the same as estimated while trans-
mitting the meeting components, the results
show that WLAN_O is still the optimum option
for the user, and additionally WLAN_O is more
desirable in the scenario of providing back-
ground-class service.

This is a more complex example than case 1.
The network selection scheme is executed twice.
It happens once when a new network alternative
is sensed, and again when the service class
changes.
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Weights of QoS factors and subfactors

. B Y
Weight o c €
g il 0 A v v
0.427 0.246
Case 2_1 0.246 0.039 0.042
0.043 0.043 0.341 0.065 0.165 0.015
0.048 0.397
Case 2 2 0.397 0.110 0.042
0.021 0.021 0.007 0.258 0.091 0.048
0.048 0.238
Case 4 0.238 0.238 0.238
0.021 0.021 0.007 0.154 0.055 0.029
UMTS and WLAN performance
* ¢ (ms) (ms)  6(ms) A(dB) v o (level) &
(Mb/s) n K (kbyte)
UMTS 2 20 10 5 103 0.4 0.5 9 1
WLAN_O 25 30 30 10 10-5 0.2 0.2 7.5 0.1
WLAN_A 1 25 50 30 10 105 0.25 0.3 6 0.5
WLAN_A 2 23 45 28 10 106 0.25 0.2 7 0.2
Normalization of network data
Normalization o ¢ n 0 A u v o € GRC
UMTS 0 1 1 1 0 0 0 1 0 0.654
Case 2_1
WLAN_O 1 0 0 0 1 1 1 0 1 0.680
UMTS 0 1 1 1 0 0 0 1 0 0.543
Case 2 2
WLAN_O 1 0 0 0 1 1 1 0 1 0.864
UMTS 0 1 1 1 0 0 0 1 0 0.668
Case 4 WLAN_A 1 1 0 0 0 0.991 0.75 0.667 0 0.625 0.714
WLAN_A 2 0.913 0.167 0.1 0 1 1 1 0.333 1 0.818

M Table 2. Weights of QoS factors and subfactors, network performance, and normalization of network data.

CASE 3

In case 3, the signal from WLAN_O starts decay-
ing when the user leaves the office. WLAN_O is
kept connected for as long as possible until RSS
from WLAN_O is detected as lower than the
threshold for a period of time. Consequently, the
remaining files must be transferred through
UMTS.

CASE 4

In case 4, three networks (UMTS, WLAN_A 1,
and WLAN_A_2) are available to the user. The
GRC:s are calculated as shown in Table 2 and
then compared in the decision maker.
WLAN_A 2 with the largest GRC is selected.

In this case, WLAN_A_1 provides a little
higher throughput, which is advantageous to
background class service; the network selector
however selects lower-throughput WLAN_A 2,
which has the merits of higher reliability, higher
security and lower cost. This example illustrates
that the network selection mechanism is actually
a trade-off among user preference, service appli-
cation, and network condition.

In the above simulation cases, the user enjoys
either real-time or non-real-time service during
movement. The delay-sensitive network alterna-
tive is selected for real-time applications, and
the high-throughput high-reliability network
alternative is selected for non-real-time applica-
tions. It reveals that the proposed scheme bal-
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ances more comprehensive QoS decision factors
than the aforementioned papers [5-7], and effi-
ciently makes a handoff decision more favorable
for the user.

CONCLUSIONS

In this article we present a novel network selec-
tion scheme for the integration of UMTS and
WLAN to always guarantee the best QoS
through selecting the most suitable network
while preventing frequent handoffs. We
improved the utilization by using a combination
of AHP and GRA to evaluate user preferences
and service classes quantitatively and ranked the
network alternatives efficiently. AHP takes
advantage of hierarchy and pairwise comparison,
and GRA focuses on finding the difference
between the comparative and ideal options.
Unlike other schemes, we considered as many
QoS-deciding factors as we could, and weighted
them based on their importance to QoS. This
ensures that users can enjoy the best available
service without unnecessary handoff.

The simulation results reveal that the pro-
posed network selection scheme can efficiently
decide the trade-off among user preference, ser-
vice application, and network condition. In addi-
tion, the priorities of options can be decided
based on approximate comparisons among the
QoS parameters instead of exact values of the
QoS parameters in the heterogeneous system
with only two network alternatives, which means
simpler implementation. Future research will
test the proposed scheme in more comprehen-
sive situations with more network alternatives
and selection criteria.

REFERENCES
[1] ETSI, “ Requirements and Architectures for Interworking
between HIPERLAN/3 and 3rd Generation Cellular Sys-
tems,” tech. rep. ETSI TR 101 957, Aug. 2001.

[2] 3GPP, “Group Services and System Aspects; 3GPP Sys-

tems to Wireless Local Area Network (WLAN) Interwork-

ing; System Description (Release 6),” TS 23.234, v.

6.2.0, Sept. 2004.

K. Ahmavaara, H. Haverinen, and R. Pichna, “ Inter-

working Architecture between 3GPP and WLAN Sys-

tems,” IEEE Commun. Mag., vol. 41, no. 11, Nov. 2003,

pp. 74-81.

E. Gustafsson and A. Jonsson, " Always Best Connect-

ed,” IEEE Wireless Commun. Mag., vol. 10, no. 1, Feb.

2003, pp. 49-55.

N. D. Tripathi, J. H. Reed, and H. F. Vanlandinghum, “

Adaptive Handoff Algorithm for Cellular Overlay Sys-

tems Using Fuzzy Logic,” IEEE 49th VTC., vol. 2, May

1999, pp. 1413-18.

[6] A. Majlesi and B. H. Khalaj, “ An Adaptive Fuzzy Logic
Based Handoff Algorithm for Interworking between
WLANs and Mobile Networks,” Proc. IEEE PIMRC ‘02,
vol. 5, Lisbon, Portugal, Sept. 2002, pp. 2446-51.

[7] M. Ylianttila et al., “ Optimization Scheme for Mobile Users
Performing Vertical Handoffs between IEEE 802.11 and
GPRS/EDGE Networks,” Proc. IEEE GLOBECOM ‘01, vol. 6,
San Antonio, TX, Nov. 2001, pp. 3439-43.

[8] T. L. Saaty, Fundamentals of Decision Making and Prior-
ity Theory with the Analytic Hierarchy Process, RWS
Pubs., 2000.

[9] A. Blair, R. Nachtmann, and T. L. Saaty, “ Incorporating
Expect Judgment in Economic Forecasts: The Case of
the U.S. Economy in 1992,” Fundamentals of the Ana-
lytic Hierarchy Process, 1993, pp. 175-92.

[10] J. P. Bennett and T. L. Saaty, “ Knapsack Allocation of
Multiple Resources in Benefit-cost Analysis by Way of
the Analytic Hierarchy Process,” Math. Comp. Model-
ing, vol. 17, no. 4/5, 1993, pp. 55-72.

[11] J. L. Deng, “ Introduction to Grey System Theory,” J.
Grey Sys., vol. 1, no. 1, 1989, pp. 1-24.

[12] C. T. Lin and S. Y. Yang, " Selection of Home Mort-
gage Loans Using Grey Relational Analysis,” J. Grey
Sys., vol. 11, no. 4, 1999, pp. 359-68.

[13] C. Douligeris and I. Pereira, “ An Analytical Hierarchy
Process Approach to the Analysis of Quality in Telecom-
munication Systems,” IEEE GLOBECOM ‘92, vol. 3, Dec.
1992, pp. 1684-88.

[14] D. Chalmers and M. Sloman, “ A Survey of Quality of
Service in Mobile Computing Environments,” IEEE Com-
mun. Tutorials and Surveys, http://www.comsoc.org/
pubs/surveys, 2nd qtr. 1999.

[3

[4

[5

BIOGRAPHIES

QINGYANG SONG (qysong@ee.usyd.edu.au) is a Ph.D. candi-
date in the School of Electrical and Information Engineer-
ing at the University of Sydney, Australia. She received her
Bachelor’s degree from Dalian Maritime University, China,
in 1999 and her Master’s degree from the University of
Wollongong, Australia, in 2001, both in telecommunica-
tions engineering. Her current research interests are in net-
work selection algorithms and architecture design in
heterogeneous mobile networks.

ABBAS JAMALIPOUR [S'86, M'91, SM'00] (a.jamalipour@
ieee.org) is with the School of Electrical and Information
Engineering at the University of Sydney, where he is
responsible for teaching and research in wireless data com-
munication networks, wireless IP networks, network securi-
ty, and cellular communications. He holds a Ph.D. in
electrical engineering from Nagoya University, Japan. He is
the author of four books, including The Wireless Mobile
Internet — Architectures, Protocols and Services (Wiley,
2003). He has authored over 130 papers in transactions
and international conferences. He is a technical editor for
IEEE Wireless Communications, IEEE Communications Mag-
azine, and Wiley's International Journal of Communication
Systems. He is Technical Program Vice-Chair of IEEE WCNC
2005, Co-Chair of the Symposium on Next Generation Net-
works, IEEE ICC 2005, Technical Program Vice-Chair of IEEE
HPSR 2005, Chair of the Wireless Communications Sympo-
sium, IEEE GLOBECOM 2005, and Co-Chair of Symposium
on Next-Generation Mobile Networks, IEEE ICC 2006. He is
a Fellow Member of IEAust; Chair of IEEE Communications
Society Satellite and Space Communications Technical
Committee; Vice Chair of Asia Pacific Board, Technical
Affairs Committee; and Vice Chair of the Communications
Switching and Routing Technical Committee.

48

IEEE Wireless Communications * June 2005





