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Visual surveillance, people detection, tracking, human behavior recognition, Hidden MarkovModels I. IntroductionWe describe a real-time computer vision and machine learning system for modeling andrecognizing human behaviors in a visual surveillance task [1]. The system is particularlyconcerned with detecting when interactions between people occur, and classifying the typeof interaction.Over the last decade there has been growing interest within the computer vision and ma-chine learning communities in the problem of analyzing human behavior in video ([2],[3],[4],[5], [6], [7],[8], [9]). Such systems typically consist of a low- or mid-level computer visionsystem to detect and segment a moving object | human or car, for example |, and ahigher level interpretation module that classi�es the motion into `atomic' behaviors such as,for example, a pointing gesture or a car turning left.However, there have been relatively few e�orts to understand human behaviors that havesubstantial extent in time, particularly when they involve interactions between people. Thislevel of interpretation is the goal of this paper, with the intention of building systems thatcan deal with the complexity of multi-person pedestrian and highway scenes.This computational task combines elements of AI/machine learning and computer vision,and presents challenging problems in both domains: from a Computer Vision viewpoint, itrequires real-time, accurate and robust detection and tracking of the objects of interest in anunconstrained environment; from a Machine Learning and Arti�cial Intelligence perspectivebehavior models for interacting agents are needed to interpret the set of perceived actionsand detect eventual anomalous behaviors or potentially dangerous situations. Moreover, all2



the processing modules need to be integrated in a consistent way.Our approach to modeling person-to-person interactions is to use supervised statisticalmachine learning techniques to teach the system to recognize normal single-person behaviorsand common person-to-person interactions. A major problem with a data-driven statisticalapproach, especially when modeling rare or anomalous behaviors, is the limited number ofexamples of those behaviors for training the models. A major emphasis of our work, therefore,is on e�cient Bayesian integration of both prior knowledge (by the use of synthetic priormodels) with evidence from data (by situation-speci�c parameter tuning). Our goal is tobe able to successfully apply the system to any normal multi-person interaction situationwithout additional training.Another potential problem arises when a completely new pattern of behavior is presented tothe system. After the system has been trained at a few di�erent sites, previously unobservedbehaviors will be (by de�nition) rare and unusual. To account for such novel behaviors thesystem should be able to recognize new behaviors, and to build models of them from as aslittle as a single example.We have pursued a Bayesian approach to modeling that includes both prior knowledgeand evidence from data, believing that the Bayesian approach provides the best frameworkfor coping with small data sets and novel behaviors. Graphical models [10], such as HiddenMarkov Models (HMMs) [11] and Coupled Hidden Markov Models (CHMMs) [12], [13], [14],seem most appropriate for modeling and classifying human behaviors because they o�erdynamic time warping, a well-understood training algorithm, and a clear Bayesian semanticsfor both individual (HMMs) and interacting or coupled (CHMMs) generative processes.To specify the priors in our system, we have developed a framework for building and3



training models of the behaviors of interest using synthetic agents [15], [16]. Simulation withthe agents yields synthetic data that is used to train prior models. These prior models arethen used recursively in a Bayesian framework to �t real behavioral data. This approachprovides a rather straightforward and exible technique to the design of priors, one thatdoes not require strong analytical assumptions to be made about the form of the priors1.In our experiments we have found that by combining such synthetic priors with limited realdata we can easily achieve very high accuracies of recognition of di�erent human-to-humaninteractions. Thus, our system is robust to cases in which there are only a few examples of acertain behavior (such as in interaction type 2 described in section V) or even no examplesexcept synthetically-generated ones.The paper is structured as follows: section II presents an overview of the system, sectionIII describes the computer vision techniques used for segmentation and tracking of the pedes-trians, and the statistical models used for behavior modeling and recognition are describedin section IV. A brief description of the synthetic agent environment that we have created isdescribed in section V. Section VI contains experimental results with both synthetic agentdata and real video data, and section VII summarizes the main conclusions and sketches ourfuture directions of research. Finally a summary of the CHMM formulation is presented inthe appendix. II. System OverviewOur system employs a static camera with wide �eld-of-view watching a dynamic outdoorscene (the extension to an active camera [17] is straightforward and planned for the nextversion). A real-time computer vision system segments moving objects from the learned1Note that our priors have the same form as our posteriors, namely they are Markov models.4



scene. The scene description method allows variations in lighting, weather, etc., to belearned and accurately discounted.For each moving object an appearance-based description is generated, allowing it to betracked though temporary occlusions and multi-object meetings. A Kalman �lter tracks theobjects location, coarse shape, color pattern, and velocity. This temporally ordered stream ofdata is then used to obtain a behavioral description of each object, and to detect interactionsbetween objects.Figure 1 depicts the processing loop and main functional units of our ultimate system.1. The real-time computer vision input module detects and tracks moving objects in thescene, and for each moving object outputs a feature vector describing its motion andheading, and its spatial relationship to all nearby moving objects.2. These feature vectors constitute the input to stochastic state-based behavior models.Both HMMs and CHMMs, with varying structures depending on the complexity of thebehavior, are then used for classifying the perceived behaviors.
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Note that both top-down and bottom-up streams of information would continuously bemanaged and combined for each moving object within the scene. Consequently our Bayesianapproach o�ers a mathematical framework for both combining the observations (bottom-up)with complex behavioral priors (top-down) to provide expectations that will be fed back tothe perceptual system. III. Segmentation and TrackingThe �rst step in the system is to reliably and robustly detect and track the pedestrians inthe scene. We use 2-D blob features for modeling each pedestrian. The notion of \blobs" asa representation for image features has a long history in computer vision [18], [19], [20], [21],[22], and has had many di�erent mathematical de�nitions. In our usage it is a compact set ofpixels that share some visual properties that are not shared by the surrounding pixels. Theseproperties could be color, texture, brightness, motion, shading, a combination of these, orany other salient spatio-temporal property derived from the signal (the image sequence).A. Segmentation by Eigenbackground subtractionIn our system the main cue for clustering the pixels into blobs is motion, because we have astatic background with moving objects. To detect these moving objects we adaptively buildan eigenspace that models the background. This eigenspace model describes the range ofappearances (e.g., lighting variations over the day, weather variations, etc.) that have beenobserved. The eigenspace can also be generated from a site model using standard computergraphics techniques.The eigenspace model is formed by taking a sample of N images and computing boththe mean �b background image and its covariance matrix Cb. This covariance matrix can6



be diagonalized via an eigenvalue decomposition Lb = �bCb�Tb , where �b is the eigenvectormatrix of the covariance of the data and Lb is the corresponding diagonal matrix of itseigenvalues. In order to reduce the dimensionality of the space, in principal componentanalysis (PCA) only M eigenvectors (eigenbackgrounds) are kept, corresponding to the Mlargest eigenvalues to give a �M matrix. A principal component feature vector Ii � �TMbXiis then formed, where Xi = Ii � �b is the mean normalized image vector.Note that moving objects, because they don't appear in the same location in the N sampleimages and they are typically small, do not have a signi�cant contribution to this model.Consequently the portions of an image containing a moving object cannot be well describedby this eigenspace model (except in very unusual cases), whereas the static portions of theimage can be accurately described as a sum of the the various eigenbasis vectors. Thatis, the eigenspace provides a robust model of the probability distribution function of thebackground, but not for the moving objects.Once the eigenbackground images (stored in a matrix called �Mb hereafter) are obtained,as well as their mean �b, we can project each input image Ii onto the space expanded by theeigenbackground images Bi = �MbXi to model the static parts of the scene, pertaining tothe background. Therefore, by computing and thresholding the Euclidean distance (distancefrom feature space DFFS [23]) between the input image and the projected image we candetect the moving objects present in the scene: Di = jIi � Bij > t, where t is a giventhreshold. Note that it is easy to adaptively perform the eigenbackground subtraction, inorder to compensate for changes such as big shadows. This motion mask is the input toa connected component algorithm that produces blob descriptions that characterize eachperson's shape. We have also experimented with modeling the background by using a mixture7



Fig. 2. Background mean image, blob segmentation image and input image with blob bounding boxesof Gaussian distributions at each pixel, as in P�nder [24]. However we �nally opted for theeigenbackground method because it o�ered good results and less computational load.B. TrackingThe trajectories of each blob are computed and saved into a dynamic track memory. Eachtrajectory has associated a �rst order Kalman �lter that predicts the blob's position andvelocity in the next frame. Recall that the Kalman Filter is the 'best linear unbiased estima-tor' in a mean squared sense and that for Gaussian processes, the Kalman �lter equationscorresponds to the optimal Bayes' estimate.In order to handle occlusions as well as to solve the correspondence between blobs overtime, the appearance of each blob is also modeled by a Gaussian PDF in RGB color space.When a new blob appears in the scene, a new trajectory is associated to it. Thus for eachblob the Kalman-�lter-generated spatial PDF and the Gaussian color PDF are combined toform a joint (x; y) image space and color space PDF. In subsequent frames the Mahalanobisdistance is used to determine the blob that is most likely to have the same identity.IV. Behavior ModelsIn this section we develop our framework for building and applying models of individualbehaviors and person-to-person interactions. In order to build e�ective computer models ofhuman behaviors we need to address the question of how knowledge can be mapped onto8



computation to dynamically deliver consistent interpretations.From a strict computational viewpoint there are two key problems when processing thecontinuous ow of feature data coming from a stream of input video: (1) Managing thecomputational load imposed by frame-by-frame examination of all of the agents and theirinteractions. For example, the number of possible interactions between any two agents of aset of N agents is N � (N � 1)=2. If naively managed this load can easily become large foreven moderate N ; (2) Even when the frame-by-frame load is small and the representationof each agent's instantaneous behavior is compact, there is still the problem of managing allthis information over time.Statistical directed acyclic graphs (DAGs) or probabilistic inference networks (PINs) [25],[26] can provide a computationally e�cient solution to these problems. HMMs and theirextensions, such as CHMMs, can be viewed as a particular, simple case of temporal PINor DAG. PINs consist of a set of random variables represented as nodes as well as directededges or links between them. They de�ne a mathematical form of the joint or conditionalPDF between the random variables. They constitute a simple graphical way of representingcausal dependencies between variables. The absence of directed links between nodes impliesa conditional independence. Moreover there is a family of transformations performed on thegraphical structure that has a direct translation in terms of mathematical operations appliedto the underlying PDF. Finally they are modular, i.e. one can express the joint global PDFas the product of local conditional PDFS.PINs present several important advantages that are relevant to our problem: they canhandle incomplete data as well as uncertainty; they are trainable and easy to avoid over�t-ting; they encode causality in a natural way; there are algorithms for both doing prediction9



Fig. 3. A typical image of a pedestrian plazaand probabilistic inference; they o�er a framework for combining prior knowledge and data;and �nally they are modular and parallelizable.In this paper the behaviors we examine are generated by pedestrians walking in an openoutdoor environment. Our goal is to develop a generic, compositional analysis of the observedbehaviors in terms of states and transitions between states over time in such a manner that(1) the states correspond to our common sense notions of human behaviors, and (2) theyare immediately applicable to a wide range of sites and viewing situations. Figure 3 showsa typical image for our pedestrian scenario.A. Visual Understanding via Graphical Models: HMMs and CHMMsHidden Markov models (HMMs) are a popular probabilistic framework for modeling pro-cesses that have structure in time. They have a clear Bayesian semantics, e�cient algorithmsfor state and parameter estimation, and they automatically perform dynamic time warping.An HMM is essentially a quantization of a system's con�guration space into a small numberof discrete states, together with probabilities for transitions between states. A single �nitediscrete variable indexes the current state of the system. Any information about the historyof the process needed for future inferences must be reected in the current value of this statevariable. Graphically HMMs are often depicted 'rolled-out in time' as PINs, such as in �gure10
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SFig. 4. Graphical representation of HMM and CHMM rolled-out in time4.However, many interesting systems are composed of multiple interacting processes, andthus merit a compositional representation of two or more variables. This is typically thecase for systems that have structure both in time and space. With a single state variable,Markov models are ill-suited to these problems. In order to model these interactions a morecomplex architecture is needed.Extensions to the basic Markov model generally increase the memory of the system (dura-tional modeling), providing it with compositional state in time. We are interested in systemsthat have compositional state in space, e.g., more than one simultaneous state variable. Itis well known that the exact solution of extensions of the basic HMM to 3 or more chainsis intractable. In those cases approximation techniques are needed ([27], [28], [29], [30]).However, it is also known that there exists an exact solution for the case of 2 interactingchains, as it is our case [27], [13].We therefore use two Coupled Hidden Markov Models (CHMMs) for modeling two inter-acting processes, in our case they correspond to individual humans. In this architecturestate chains are coupled via matrices of conditional probabilities modeling causal (temporal)inuences between their hidden state variables. The graphical representation of CHMMs is11



shown in �gure 4. From the graph it can be seen that for each chain, the state at time tdepends on the state at time t� 1 in both chains. The inuence of one chain on the otheris through a causal link. The appendix contains a summary of the CHMM formulation.In this paper we compare performance of HMMs and CHMMs for maximum a posteriori(MAP) state estimation. We compute the most likely sequence of states Ŝ within a modelgiven the observation sequence O = fo1; : : : ; ong. This most likely sequence is obtained byŜ = argmaxSP (SjO).In the case of HMMs the posterior state sequence probability P (SjO) is given byP (SjO) = Ps1ps1(o1) TYt=2 pst(ot)Pstjst�1 (1)where S = fa1; : : : ; aNg is the set of discrete states, st 2 S corresponds to the state at timet. Pijj := Pst=aijst�1=aj is the state-to-state transition probability (i.e. probability of being instate ai at time t given that the system was in state aj at time t� 1). In the following wewill write them as Pstjst�1. The prior probabilities for the initial state are Pi := Ps1=ai = Ps1 .And �nally pi(ot) := pst=ai(ot) = pst(ot) are the output probabilities for each state, (i.e. theprobability of observing ot given state ai at time t).In the case of CHMMs we need to introduce another set of probabilities, Pstjs0t�1, whichcorrespond to the probability of state st at time t in one chain given that the other chain| denoted hereafter by superscript 0 | was in state s0t�1 at time t� 1. These new proba-bilities express the causal inuence (coupling) of one chain to the other. The posterior stateprobability for CHMMs is given byP (SjO) = Ps1ps1(o1)Ps01ps01(o01)P (O) � TYt=2Pstjst�1Ps0tjs0t�1Ps0tjst�1Pstjs0t�1pst(ot)ps0t(o0t) (2)12



where st; s0t; ot; o0t denote states and observations for each of the Markov chains that composethe CHMMs. We direct the reader to [13] for a more detailed description of the MAPestimation in CHMMs.Coming back to our problem of modeling human behaviors, two persons (each modeled as agenerative process) may interact without wholly determining each others' behavior. Instead,each of them has its own internal dynamics and is inuenced (either weakly or strongly) byothers. The probabilities Pstjs0t�1 and Ps0tjst�1 describe this kind of interactions and CHMMsare intended to model them in as e�cient a manner as is possible.V. Synthetic Behavioral AgentsWe have developed a framework for creating synthetic agents that mimic human behaviorin a virtual environment [15], [16]. The agents can be assigned di�erent behaviors and theycan interact with each other as well. Currently they can generate 5 di�erent interactingbehaviors and various kinds of individual behaviors (with no interaction). The parametersof this virtual environment are modeled on the basis of a real pedestrian scene from whichwe obtained measurements of typical pedestrian movement.One of the main motivations for constructing such synthetic agents is the ability to generatesynthetic data which allows us to determine which Markov model architecture will be bestfor recognizing a new behavior (since it is di�cult to collect real examples of rare behaviors).By designing the synthetic agents models such that they have the best generalization andinvariance properties possible, we can obtain exible prior models that are transferable toreal human behaviors with little or no need of additional training. The use of syntheticagents to generate robust behavior models from very few real behavior examples is of specialimportance in a visual surveillance task, where typically the behaviors of greatest interest13



are also the most rare.A. Agent ArchitectureOur dynamic multi-agent system consists of some number of agents that perform somespeci�c behavior from a set of possible behaviors. The system starts at time 0, movingdiscretely forward to time T or until the agents disappear from the scene.The agents can follow three di�erent paths with two possible directions. They walk withrandom speeds within an interval; they appear at random instances of time. They canslow down, speed up, stop or change direction independently from the other agents on thescene. When certain preconditions are satis�ed a speci�c interaction between two agentstakes place. Each agent has perfect knowledge of the world, including the position of theother agents.In the following we will describe, without loss of generality, the two-agent system thatwe used for generating prior models and synthetic data of agents interactions. Each agentmakes its own decisions depending on the type of interaction, its location and the locationof the other agent on the scene. There is no scripted behavior or a priori knowledge of whatkind of interaction, if any, is going to take place. The agents' behavior is determined bythe perceived contextual information: current position, relative position of the other agent,speeds, paths they are in, directions of walk, etc., as well as by its own repertoire of possiblebehaviors and triggering events. For example, if one agent decides to 'follow' the other agent,it will proceed on its own path increasing its speed progressively until reaching the otheragent, that will also be walking on the same path. Once the agent has been reached, theywill adapt their mutual speeds in order to keep together and continue advancing togetheruntil exiting the scene. 14



For each agent the position, orientation and velocity is measured, and from this data afeature vector is constructed which consists of: _d12, the derivative of the relative distancebetween two agents; �1;2 = sign(< v1; v2 >), or degree of alignment of the agents, andvi = p _x2 + _y2; i = 1; 2, the magnitude of their velocities. Note that such feature vector isinvariant to the absolute position and direction of the agents and the particular environmentthey are in.B. Agent BehaviorsThe agent behavioral system is structured in a hierarchical way. There are Primitive orsimple behaviors and complex interactive behaviors to simulate the human interactions.In the experiments reported in section VI we considered �ve di�erent interacting behaviorsthat appear illustrated in �gures 5,6:1. Follow, reach and walk together (inter1): The two agents happen to be on the samepath walking in the same direction. The agent behind decides that it wants to reach theother. Therefore it speeds up in order to reach the other agent. When this happens itslows down such that they keep walking together with the same speed.2. Approach, meet and go on separately (inter2): The agents are on the same path butin opposite direction. When they are close enough, if they realize that they 'know' eachother, they slow down and �nally stop to chat. After talking they go on separately,becoming independent again.3. Approach, meet and go on together (inter3): In this case, the agents behave like in'inter2', but now after talking they decide to continue together. One agent changestherefore its direction to follow the other.4. Change direction in order to meet, approach, meet and continue together (inter4): The15



agents start on di�erent paths. When they are close enough they can see each other anddecide to interact. One agent waits for the other to reach it. The other changes directionin order to go toward the waiting agent. Then they meet, chat for some time and decideto go on together.5. Change direction in order to meet, approach, meet and go on separately (inter5): Thisinteraction is the same as 'inter4' except that when they decide to go on after talking,they separate becoming independent.Proper design of the interactive behaviors requires the agents to have knowledge about theposition of each other as well as synchronization between the successive individual behaviorsactivated in each of the agents. Figure 7 illustrates the timeline and synchronization of thesimple behaviors and events that constitute the interactions.These interactions can happen at any moment in time and at any location, provided onlythat the precondititions for the interactions are satis�ed. The speeds they walk at, theduration of their chats, the changes of direction, the starting and ending of the actions varyhighly. This high variance in the quantitative aspects of the interactions confers robustnessto the learned models that tend to capture only the invariant parts of the interactions. Theinvariance reects the nature of their interactions and the environment.VI. Experimental ResultsOur goal is to have a system that will accurately interpret behaviors and interactions withinalmost any pedestrian scene with little or no training. One critical problem, therefore, isgeneration of models that capture our prior knowledge about human behavior. The selectionof priors is one of the most controversial and open issues in Bayesian inference. As we havealready described we solve this problem by using a synthetic agents modeling package which16
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model parameters were obtained by a 10% cross-validation process. In all cases, the modelswere set up with a full state-to-state connection topology, so that the training algorithm wasresponsible for determining an appropriate state structure for the training data. The featurevector was 6-dimensional in the case of HMMs, whereas in the case of CHMMs each agentwas modeled by a di�erent chain, each of them with a 3-dimensional feature vector.To compare the performance of the two previously described architectures we used thebest trained models to classify 20 unseen new sequences. In order to �nd the most likelymodel, the Viterbi algorithm was used for HMMs and the N-heads dynamic programmingforward-backward propagation algorithm for CHMMs.Table VI-A illustrates the accuracy for each of the two di�erent architectures and interac-tions. Note the superiority of CHMMs versus HMMs for classifying the di�erent interactionsand, more signi�cantly, identifying the case in which there were no interactions present inthe testing data. Accuracy on synthetic test data (%)HMMs CHMMsNo inter 68.7 90.9Inter1 87.5 100Inter2 85.4 100Inter3 91.6 100Inter4 77 100Inter5 97.9 100TABLE IAccuracy for HMMs and CHMMs on synthetic data. Accuracy at recognizing when nointeraction occurs (`No inter'), and accuracy at classifying each type of interaction:`Inter1' is follow, reach and walk together; `Inter2' is approach, meet and go on;`Inter3' is approach, meet and continue together; `Inter4' is change direction to meet,approach, meet and go together and `Inter5' is change direction to meet, approach, meetand go on separatelyComplexity in time and space is an important issue when modeling dynamic time series.20



The number of degrees of freedom (state-to-state probabilities+output means+output co-variances) in the largest best-scoring model was 85 for HMMs and 54 for CHMMs. We alsoperformed an analysis of the accuracies of the models and architectures with respect to thenumber of sequences used for training. Figure VI-A illustrates the accuracies in the case ofinteraction 4 (change direction for meeting, stop and continue together). E�ciency in termsof training data is specially important in the case of on-line real-time learning systems -suchas ours would ultimately be- and/or in domains in which collecting clean labeled data maybe di�cult.
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In a visual surveillance system the false alarm rate is often as important as the classi�cationaccuracy. In an ideal automatic surveillance system, all the targeted behaviors should bedetected with a close-to-zero false alarm rate, so that we can reasonably alert a humanoperator to examine them further. To analyze this aspect of our system's performance, wecalculated the system's ROC curve. Figure VI-A shows that it is quite possible to achievevery low false alarm rates while still maintaining good classi�cation accuracy.B. Pedestrian BehaviorsOur goal is to develop a framework for detecting, classifying and learning generic modelsof behavior in a visual surveillance situation. It is important that the models be generic,applicable to many di�erent situations, rather than being tuned to the particular viewing orsite. This was one of our main motivations for developing a virtual agent environment formodeling behaviors. If the synthetic agents are `similar' enough in their behavior to humans,then the same models that were trained with synthetic data should be directly applicableto human data. This section describes the experiments we have performed analyzing realpedestrian data using both synthetic and site-speci�c models (models trained on data fromthe site being monitored).B.1 Data collection and preprocessingUsing the person detection and tracking system described in section III we obtained 2Dblob features for each person in several hours of video. Up to 20 examples of following andvarious types of meeting behaviors were detected and processed.The feature vector �x coming from the computer vision processing module consisted of the2D (x; y) centroid (mean position) of each person's blob, the Kalman Filter state for each22



instant of time, consisting of (x̂; _̂x; ŷ; _̂y), where :̂ represents the �lter estimation, and the(r; g; b) components of the mean of the Gaussian �tted to each blob in color space. Theframe-rate of the vision system was of about 20-30 Hz on an SGI R10000 O2 computer. Welow-pass �ltered the data with a 3Hz cuto� �lter and computed for every pair of nearbypersons a feature vector consisting of: _d12, derivative of the relative distance between twopersons, jvij; i = 1; 2, norm of the velocity vector for each person, � = sign(< v1; v2 >),or degree of alignment of the trajectories of each person. Typical trajectories and featurevectors for an `approach, meet and continue separately' behavior (interaction 2) are shownin �gure 9. This is the same type of behavior as 'inter2' displayed in �gure 5 for the syntheticagents. Note the similarity of the feature vectors in both cases.
Fig. 9. Example trajectories and feature vector for interaction 2, or approach, meet and continue separatelybehavior.B.2 Behavior Models and ResultsCHMMs were used for modeling three di�erent behaviors: meet and continue together(interaction 3); meet and split (interaction 2) and follow (interaction 1). In addition, aninteraction versus no interaction detection test was also performed. HMMs performed muchworse than CHMMs and therefore we omit reporting their results.23



We used models trained with two types of data:1. Prior-only (synthetic data) models: that is, the behavior models learned in our syntheticagent environment and then directly applied to the real data with no additional trainingor tuning of the parameters.2. Posterior (synthetic-plus-real data) models: new behavior models trained by using asstarting points the synthetic best models. We used 8 examples of each interaction datafrom the speci�c site.Recognition accuracies for both these `prior' and `posterior' CHMMs are summarized in tableVI-B.2. It is noteworthy that with only 8 training examples, the recognition accuracy onthe real data could be raised to 100%. This results demonstrates the ability to accomplishextremely rapid re�nement of our behavior models from the initial prior models.Accuracy on real pedestrian test data (%)Prior PosteriorCHMMs CHMMsNo-inter 90.9 100Inter1 93.7 100Inter2 100 100Inter3 100 100TABLE IIAccuracy for both untuned, a priori models and site-specific CHMMs tested on realpedestrian data. The first entry in each column is the interaction vs no-interactionaccuracy, the remaining entries are classification accuracies between the differentinteracting behaviors. Interactions are: `Inter1' follow, reach and walk together;`Inter2' approach, meet and go on; `Inter3' approach, meet and continue together.
24



Finally the ROC curve for the posterior CHMMs is displayed in �gure 10.
10

−7
10

−6
10

−5
10

−4
10

−3
10

−2
10

−1
10

0
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
ROC curve for pedestrian data CHMM

False alarm rate

D
et

ec
tio

n 
ra

te Fig. 10. ROC curve for real pedestrian dataOne of the most interesting results from these experiments is the high accuracy obtainedwhen testing the a priori models obtained from synthetic agent simulations. The fact thata priori models transfer so well to real data demonstrates the robustness of the approach.It shows that with our synthetic agent training system, we can develop models of manydi�erent types of behavior | avoiding thus the problem of limited amount of training data| and apply these models to real human behaviors without additional parameter tuning ortraining.B.2.a Parameters sensitivity. In order to evaluate the sensitivity of our classi�cationaccuracy to variations in the model parameters, we trained a set of models where we changeddi�erent parameters of the agents' dynamics by factors of 2:5 and 5. The performance ofthese altered models turned out to be virtually the same in every case except for the `inter1'(follow) interaction, which seems to be sensitive to people's relative rates of movement.25



VII. Summary and ConclusionsIn this paper we have described a computer vision system and a mathematical modelingframework for recognizing di�erent human behaviors and interactions in a visual surveillancetask. Our system combines top-down with bottom-up information in a closed feedback loop,with both components employing a statistical Bayesian approach.Two di�erent state-based statistical learning architectures, namely HMMs and CHMMs,have been proposed and compared for modeling behaviors and interactions. The superiorityof the CHMM formulation has been demonstrated in terms of both training e�ciency andclassi�cation accuracy. A synthetic agent training system has been created in order todevelop exible and interpretable prior behavior models, and we have demonstrated theability to use these a priori models to accurately classify real behaviors with no additionaltuning or training. This fact is specially important, given the limited amount of trainingdata available.AcknowledgmentsWe would like to sincerely thank Michael Jordan, Tony Jebara and Matthew Brand fortheir inestimable help and insightful comments.AppendixForward (�) and Backward (�) expressions for CHMMsIn [13] a deterministic approximation for maximum a posterior (MAP) state estimationis introduced. It enables fast classi�cation and parameter estimation via expectation maxi-mization, and also obtains an upper bound on the cross entropy with the full (combinatoric)posterior which can be minimized using a subspace that is linear in the number of state26



variables. An \N-heads" dynamic programming algorithm samples from the O(N) highestprobability paths through a compacted state trellis, with complexityO(T (CN)2) for C chainsof N states apiece observing T data points. For interesting cases with limited couplings thecomplexity falls further to O(TCN2).For HMMs the forward-backward or Baum-Welch algorithm provides expressions for the� and � variables, whose product leads to the likelihood of a sequence at each instant oftime. In the case of CHMMs two state-paths have to be followed over time for each chain:one path corresponds to the 'head' (represented with subscript 'h') and another correspondsto the 'sidekick' (indicated with subscript 'k') of this head. Therefore, in the new forward-backward algorithm the expressions for computing the � and � variables will incorporatethe probabilities of the head and sidekick for each chain (the second chain is indicated with0). As an illustration of the e�ect of maintaining multiple paths per chain, the traditionalexpression for the � variable in a single HMM:�j;t+1 = [ NXi=1�i;tPijj ]pi(ot) (3)will be transformed into a pair of equations, one for the full posterior �� and another forthe marginalized posterior �:��i;t = pi(ot)pki0 ;t(ot)Xj Pijhj;t�1Pijkj0 ;t�1Pki0 ;t jhj;t�1Pki0 ;t jkj;t�1��j;t�1 (4)�i;t = pi(ot)Xj Pijhj;t�1Pijkj0 ;t�1Xg pkg0 ;t(ot)Pkg0 ;tjhj;t�1Pkg0 ;tjkj0;t�1��j;t�1 (5)27
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