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Abstract— Failure protection and restoration is gaining significance as
high capacity optical networks become increasingly ubiquitous. An im-
portant design issue that faces the network operator, lies in utilizing the
wavelength sharing potential presented by non-concurrent failure events. In
this study we propose a novel link metric and a set of routing algorithms that
aim to maximally exploits these sharing opportunities. With the introduction
of the light-weight aggregated link metrics termed “buckets”, we provide
guidance to construct the protection routes with minimal wavelength con-
sumption. We show by simulations that our scheme significantly improves
upon the baseline mechanism that lacks the proposed intelligence. We also
extend the solution to a generic node-based approach, and show that further
performance gain can be achieved by improving upon the way one applies
our algorithms.

I. INTRODUCTION

The popularity of the Internet has created a deluge of data
traffic. It forces service providers to seriously consider new
infrastructures that meet the explosive demand for bandwidth.
Wavelength Division Multiplexing (WDM), which allows a sin-
gle fiber to carry multiple signals simultaneously, is perceived
to be a promising candidate to address the bandwidth shortage
on the Internet. While the enormous amount of bandwidth
provided by WDM may help alleviate the mounting pressure for
higher access speed, it also makes protection/restoration a very
important issue in network management. For example, current
technology allows up to 128 wavelengths to be multiplexed in a
single fiber, each with a data rate up to 10 Gbps. This roughly
translates into millions of telephone calls on a single fiber. Hence
it is easy to comprehend the catastrophic consequence a fiber cut
may cause without appropriate protection mechanism in place.

Different types of protection schemes have been developed
for optical networks[18]. Many existing transport networks
use SONET ( synchronous optical network) rings. Rings are
simple topologies which contain two separate paths between any
pairs of nodes, and they are resilient to any single link or node
failures. Although simple and fast, the direct application of the
ring architectures in WDM networks brings a number of prob-
lems. It is well known that ring-structured protection schemes
typically rely on excessive capacity redundancy. By contrast,
one can provide protection with substantially less spare capacity
on mesh networks[7]. The protection schemes on mesh optical
networks were intensively studied in the early 1990s[18], [7],
[17], [15], [8]. Nevertheless, mesh-based SONET are not widely
used due to certain inadequacies, notably the slow restoration
process that sometimes takes more than 2 seconds[15]. Note
that typical Digital Cross-Connect Systems (DCS) in transport
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networks have very limited functionality. Hence only simple
restoration algorithms were developed for mesh networks in the
aforementioned literature.

Recently the emerging Optical Cross Connect (OXC) on
WDM networks are shedding new light on the survivability
issues of mesh networks. These intelligent OXCs, unlike their
predecessor DCS, function much more like ATM switches or
IP routers. They offer dynamic configuration via light path
switching and allow many management tasks to be carried out
in a distributed manner. Because of the dominance of IP traffic,
IP-oriented control plane are being considered for WDM-based
optical networks in order to provide seamless data transport [10],
[2], [9]. The goal is to provide integrated functionalities such as
light path routing, signaling, and restoration. This brings forth
a significant shift in the management paradigm from centralized
control to distributed control[5].

This shift in management paradigm has significant impact on
the design of protection solutions for WDM networks. Two
major issues of network survivability—restoration time and re-
source efficiency, now can be addressed separately. In par-
ticular, the restoration is handled in two phases, planning and
activation, each aiming at optimizing resource efficiency and
restoration speed respectively. At the planning phase, protection
light paths are pre-computed and stored in OXCs before failures
occur. At the activation phase when actual failure occurs, OXCs
switch to pre-determined protection light paths. Thus traffic
can be re-routed promptly in real time. The planning phase of
WDM restoration is the focus of this paper. There are much
related work in the literature regarding the optimization of the
resource utilization in survivable mesh networks, see [4], [11],
[12], [7], [16], [14]. However, most of the work assumed the
complete information about traffic demands a priori and the
protection paths for these demands were computed in a batch,
either in a centralized manner [7], [12], [16], [14] or through
distributed algorithms [4], [11]. The batch computation may
work well in conventional telecommunication networks where
the traffic demand is relatively static, but they are not suitable in
a dynamic, data-centric environment such as the bandwidth-on-
demand paradigm now considered by Optical Domain Service
Interconnect (ODSI) [6] and Internet Engineering Task Force
(IETF) [5]. With batch computation, any incremental changes of
traffic demand will cause every existing paths to be re-computed,
which is not desirable.

The existing works on restoration path computation can be
roughly categorized into either path-based or link-based ap-
proaches[4]. In the former case, upon the detection of the failure
event by the destination node of the connection, a notification is
sent to the traffic source where the backup path is activated. In
the latter case a failure event is detected and dealt with locally,
i.e., a “detour” is set up around the failed link/node. On the



one hand, path-based approach benefits from its ability to create
the resource-efficient backup path, but it incurs longer response
time. On the other hand, link-based approach may not be able to
establish the “optimal” protection path, but the speed at which a
backup is set up is much higher.

In this paper, we propose a novel link metric and a set of
distributed routing algorithms that maximize the wavelength
sharing among independent protection light paths. We formulate
the problem in the link-based restoration context, then extend
the proposed scheme into a generic node-based approach. The
goal is to devise a generic algorithm that efficiently exploits
the potential sharing opportunities among the protection paths.
These algorithms support on-demand path computation, so in-
formation about the complete traffic demands is not required.
In practice, the proposed algorithms can be easily implemented
as an extension of the existing IP routing protocols, e.g., open
shortest path first (OSPF). The protection paths are optimized to
reduce the wavelength redundancy while working light paths are
assumed to be routed using minimum-hop paths. This separate
optimization of the working and protection path is a design
choice we made. It is partly motivated by [14], where it was
shown that joint working/protection path computation signifi-
cantly complicates the path computations with only marginal
gain in the performance. We leave to the future study the further
investigation of the impact of this design choice.

In section II we formulate two integer programs which demon-
strate the idea of wavelength sharing in protection path computa-
tion. Several observations are made to motivate the design of our
distributed algorithms. In section III we introduce our “bucket-
based” link metrics and the corresponding routing algorithms.
A modification to the link-based restoration mechanism, termed
“node”-based restoration, is also discussed. In section IV we
present simulation results and evaluate the performance of the
proposed solution. We conclude the paper with future directions
in section V.

II. PROBLEM SETUP

Let us consider a WDM network
���������
	

, where
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is the
set of nodes and

�
is the set of links. Suppose there exists a

set of demands � which requests light-paths to be established
across the networks. These demands are protected by link-based
restoration, i.e., each link

�������	
on the working path of demand��� � is protected by an alternative path connecting

�
and


.

Let ��� ����� ��� denote the amount of reserved wavelengths on link�������	
in order to carry the traffic of demand � . Similarly let �!��� ��� � ��!"#� $%� be the wavelength reservation on link

��&'��()	
for demand� in case link

�����*�	
fails. Hence �+� �!��� ��� and  ����� ��� � ��!"#� $%� denote the

routing of working and protection paths respectively. We make
the following assumptions:, The traffic demands are in the form of unit wavelength re-
quests. i.e., �-� �!��� ��� �/.10 ��243 and  �!��� ��� � ��!"#� $%� �/.10 ��243 ., The working path of � (i.e, �+� �!��� ��� ) is determined by the
minimum-hop path.

, The number of wavelength on each link is unconstrained., Only single link failure may occur at any instance of time.

The objective of a protection routing algorithm is to determine
the protection paths for every � such that the total number of
wavelength reserved for protection is minimized. It can be
formulated as an optimization problem:
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subject to:

: $  �!��� ��� � ��!"#� $%�BA : $  �!��� ��� � ���$�� "C�
D E ��� �!��� ��� & D �
A ��� �!��� ��� & D 2 &GFD ����&HFD  (1)

? �!��� �����"I� $>�JD :
�
 ����� ��� � ��!"#� $%� (2)

? ��"I� $>�LK ? �!��� ����!"#� $%� (3) ����� ��� � ��!"#� $%� �/. 2M� 0 3 (4)

The constraint (1) is related to flow preservation on the pro-
tection path. In (2), ? �!��� �����"I� $>� is the amount of traffic on link

�����*�	
that will be moved to link

��&/�N()	
if link

�����*�	
fails. To take into

account the reservation sharing among non-concurrent failures
and to ensure enough wavelength is reserved for any link failure,

? ��"I� $>� needs to be reserved on link
��&/�N()	

, i.e., (3) is to be
satisfied.

This problem formulation fits well into a centralized manage-
ment paradigm where the Network Management System (NMS)
may optimally configures every protection paths, utilizing the
complete knowledge of the demand set � . However, such an
off-line algorithm is not desirable in an environment where the
demands for light-paths arrive and depart dynamically. After all,
it is costly to re-configure the whole networks whenever traffic
demands change. Instead, an online protection routing algorithm
is preferred in a dynamic environment.

An online algorithm determines the protection routing based
on the existing network status. We do not assume that all future
demands is known or the existing demands can be rerouted. Thus
the objective of an online algorithm is to minimize the marginal
wavelength requirement due to any newly arrived demand �PO .
Suppose the working path �+�%Q����� ��� has been determined by the
minimum-hop path. Another optimization problem can be for-
mulated to determine the protection path, i.e.,  �!��� ��� �%Q ��!"#� $%� .
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subject to:

: $  �!��� ��� �%Q ��!"#� $%� A : $  �!��� ��� �%Q ��!$�� "C� D��� � ���%Q�!��� ��� & D �
A ���%Q�!��� ��� & D 2 &HFD ����&HFD  (5)� ����� �����"I� $>� D�� 2

if ? �!��� �����"I� $>��� 0
	 ? �!"#� $%�0 otherwise
(6)

ST? �!��� ����!"#� $%� K � ����� �����"I� $>���  �!��� ��� �%Q ��!"#� $%� (7) �!��� ��� �%Q ���"I� $>� � . 24� 0 31� (8)

In (6),
� �!��� ����!"#� $%� is the additional wavelength requirement on link��&/�N()	
if it is used by � O to restore from the failure of link�������	

. It is determined based on the reservation sharing with

other failures. For example, if ? �!��� ����!"#� $%� � 0	 ? �!"#� $%� , no
additional wavelength reservation is necessary since ? �!"#� $%� has
been reserved on link

��&'��()	
.

From the problem formulation, we found that 1) determining �!��� ��� �%Q ��!"#� $%� is equivalent to finding the minimum-cost alternative
path from

�
to

, and 2) the existing network status can be

aggregated into ? �!��� ����!"#� $%� and ? �!"#� $%� . As a result, the protection
routing problem in WDM networks can draw upon the con-
ventional shortest path routing algorithms in data network. In
the following we propose a novel link metric that provides the
necessary network state information in an aggregated form and
develop an online protection routing algorithm which fits into
the framework of current Internet routing.

III. BUCKET-BASED LINK METRICS AND ALGORITHMS:
MAXIMIZING THE SHARING

As motivated in the previous section, the problem we are faced
with is to devise a distributed online restoration routing algorithm
that maximizes the sharing among the protection paths. The
key contribution we offer, lies in providing a protection scheme
that is 1) bandwidth efficient; 2) computationally simple and
conforming to the existing Internet routing framework; and 3)
amenable to fast restoration. To achieve these goals, we propose
a link-based (for goal 3), shortest-path (for goal 2) algorithm
with a well-designed link metric (for goal 1). The link metric
we devise is the central piece of the proposal.

The key observation is that the protection paths for different
link failures can share the protection wavelengths since these
paths need not to be activated at the same time. This suggests
an efficient “bucket-based” link state representation. In the
network

��� �����
	
, each link � � � maintains a set of “buckets”,��� D � ���� ��� � ����� FD � 	 , as illustrated in Fig. 1. Each bucket

����
corresponds to a failure event

�
, and the “height” of the bucket,

i.e., the value of
���� , indicates the protection wavelengths that is

reserved on the link � for the failure event
�

. In terms of the
notation in the previous section, we have the correspondence���� D ? �!��� ����!"#� $%� for link � D ��&/�N()	

and failure
� D �����*�	

.
The key observation, is that the wavelengths that need to be
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Fig. 1. Link metrics: buckets

actually reserved, equal to the maximum of the bucket heights,
i.e., 5���� � � �� . Thus by maintaining a sequence of values indexed
by the failure events, we captured the necessary information on
the sharing potential offered by each link. Notice that this sharing
potential is a function of the failure event. For example, in Fig.
1, link 4 maintains 3 buckets. Bucket

���� , corresponding to the
failure of link 2, is the highest. This indicates that in order to
protect an additional wavelength on link 2, link 4 has to reserve
an extra wavelength if it is selected as part of the protection route.
On the contrary, to protect an additional wavelength on link 2 or
3, no extra wavelength needs to be reserved.

Equipped with the proposed link metric representation, we
now describe the computational procedure for the protection
paths. It is a variant of the “shortest-widest” algorithm. we
define the “width” � ? ����� � � �! � O 	 of a link � with respect to
a failure event

� O , as the normalized difference between the
maximum bucket height, 5���� � � �� and the bucket corresponding

to link failure
� O , ��� Q� , i.e., � ? ����� � � �! � O 	 D 0 A "$# Q%&('*) # " #% if5+��� � �,��.- 2

, and � ? �/�0� � � �1 � O 	 D 2
otherwise. Observe that

the � ? ����� � � � �2� O 	 is between 0 and 1, and this value indicates
the sharing capability that link � has to offer for the protection of
the failure

� O .
We use a modified Bellman-Ford algorithm to identify the

widest paths between the end nodes of the protected link, i.e.,
the path that offer the most sharing. Here the width of the path3 with respect to a link failure

� O , 3 ? �/�0� � � 3 ��� O 	 , is defined to
be the minimum of its link components, i.e., 3 ? ����� � � 3  � O 	54 D576�8 � <76 � ? ���0� � � �1 � O 	 . Observe that by this definition we implic-
itly establish that the marginal cost of traversing a path is dictated
by that of the “narrowest” links along the path.

In the event that there are more than one such path candidates,
and their widths are all 0 (i.e., these paths all go through links
with non-zero marginal wavelength consumption), we select the
one that traverses the least number of “exhausted” links, i.e., the
links of width 0. On all other cases of tie breaking with positive
path width, i.e., the marginal costs are zero, we randomly select
one widest path. Notice that this is obviously a locally optimal
scheme. In other words, given only the current demand and
without any knowledge about the future arrivals, the protection
path we come up with is the most efficient in utilizing the sharing
opportunities.



A. Highlights of the proposal

In section IV we evaluate the effectiveness of our proposal via
simulation. Let us summarize its desirable features at this point:, This procedure optimally solves the on-demand protection
problem we formulated in section II. In the sequel, its perfor-
mance improvement over the baseline scheme is demonstrated in
terms of the reduction in wavelength redundancy., This proposal conforms to the existing Internet routing frame-
work. In particular, it is easy to modify the Dijkstra or Bellman-
Ford algorithm to implement our shortest-widest algorithm. The
amount of link states is proportional to the number of failures, not
the number of light paths, and hence is manageable in practice.
In particular, one can implement our bucket link metric via
“opaque LSA (Link State Advertisement)”, an OSPF option[3].
Moreover, it is worth noting that the link states are set up in a way
that is flexible enough to accommodate the failure types other
than link failure, e.g., node failures., One inherent feature of this proposal is the association between
the link state/cost and the failure event. For different failure
events, one is presented with different network topology and link
states. Our proposal exploits this feature to locate the protection
path that incurs least marginal cost, for a particular link failure. It
is easy to extend our scheme to encompass further consideration,
e.g., excluding paths that traverse too many hops, which may,
incur lowest marginal cost, but takes too much time to activate
when the failure occurs.

B. A generalization: node-based protection

In the previous section we introduce a “bucket”-based link
metric and a corresponding shortest-widest routing algorithm.
The study is set in the context of the link-based failure detection,
i.e., we assume the loss of the optical signal is caused by a certain
link failure. The implication, in relation to our routing/protection
design, is that we construct the protection paths that are con-
strained to go from one end of the protected link to the other
end, as illustrated in Fig. 3-1.

We observe that this design possesses some obvious merits,
especially the locality of the restoration operation. However,
it is also worth pointing out that the restoration efficiency is
negatively impacted by this choice. Being forced to go from one
end of the failure link to the other end, even for the traversing
demands that are destined to the different nodes, the group
of restoration paths may unwittingly clog the “local area” and
under-utilize the potential sharing capability in the network. Fig.
2 is an illustration of the problem, where the working path of
2 demands share link

���+� � 	
, but diverge to node � and node

�
respectively. With link-based restoration, the protection paths for
both demands have to go from node

�
to node

�
. This may not

be desirable. Alternatively, if we set up these protection paths
such that they start from node

�
, but end at node � and node

�
,

there is a better chance for the exploitation of the “network-wide”
sharing potential. Fig. 3-(2) illustrates a different restoration
mechanism, where the protection path for a given link ends at the
node two hops away on the corresponding working path. We call
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Fig. 2. (1) link-based computation; (2) node-based computation.

ba c d da b c
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Fig. 3. (1) link-based computation; (2) node-based computation.

this “node”-based restoration. For example, for the protection of
link

���+� � 	
, instead of going from

�
to
�
, we construct a protection

path from
�

to � . An special case is link
�
�
�2��	

, for which the
node-based protection path has the same end nodes as its link-
based counterpart, since

�
is the destination and there is no nodes

further down the working path.

From a more practical standpoint, we notice that the failed
optical cross-connects, depicted in Fig. 3 as the black nodes,
may also cause disrupted service, in which case all the links
adjacent to the failed node will “fail” simultaneously. Under such
condition, the construction of the protection path for a particular
link should consciously exclude the links that are experiencing
the problem at the same time. To differentiate the link or
nodal failure, it often takes time and causes undesirable delay
in service recovery. In certain cases it is more advantageous to
be conservative, i.e., to use the nodal failure as the general model
of the failure event, and treat the single link failure as a special
case. The “jump-ahead” operation proposed above suits well to
implement such a strategy.

IV. PERFORMANCE EVALUATION

In order to evaluate the performance of our proposal, we
performed a number of simulations. Due to space limitation,
in the following we present our results associated with network
topology shown in Fig. 4 [13], though we conducted simulations
and drew similar conclusions for a number of other network
topologies, e.g., NSFnet[1]. Unless stated specifically otherwise,
the source and the destination node of the traffic demand are
distributed uniformly across all the nodes in the network. The
demands arrive in sequence and are routed one at a time. Each
demand requests one unit of wavelength. We measure the
“redundancy”, i.e., the ratio between the number of protection
wavelengths and that of the working wavelengths, and plot it
against an increasing number of demands in the network (on the
log-scaled x-axis). As a reference, we solved the integer program
formulated in section II. We are able to obtain the solution for
100 demands. For 15-node network, the redundancy is 61%. We
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are not able to solve for bigger number of demands due to the
inability of GAMS/BonsaiG to deal with larger-sized problem.
Note that if the further incoming demands are merely repetition
of the first 100 demands, then the solution for the integer program
will stay the same, i.e., 61%. As it stands we think it is
sensible to extrapolate this value as an approximation for the
ideal off-line performance with larger number of demands. As
a reminder, we note that this is a solution that assumes the
complete knowledge of all the demands so it only serves as a
lower bound for the distributed online solution approaches. We
compare our proposal and a baseline online algorithm, where
disjoint minimum hop-count paths is established to protect each
link along the working path. We will see in the sequel that as
we shift the problem domain into online context, the baseline
protection scheme exhibits significant redundancy increase. Our
proposal is an worthwhile approach to push the redundancy value
towards that of the ideal off-line solution.

A. Performance improvement over the baseline

We first evaluate the performance of our proposal against the
baseline algorithm. The baseline algorithm operates without
utilizing the aggregate bucket information as our scheme does,
hence provides a legitimate referencing system to 1) demonstrate
the dramatic increase in wavelength redundancy when we shift
the problem domain from off-line computation to online compu-
tation, and 2) evaluate the impact of the additional bucket state
information on the overall wavelength utilization. We observe
from Fig. 5 that significant reduction in redundancy is obtained
due to the introduction and the use of the bucket link states. In
addition, we see a near-constant capability of our approach to

realize the network’s sharing potential, when it is sufficiently
loaded, i.e., around 75% for 15-node network.

B. Gauge the room for improvement: iteration

An interesting indicator of the quality of the our proposal,
is the degree of the sharing potential that has not been utilized
after we configure the protection paths. By allowing iteration, or
re-routing of the protection paths, we can gauge the amount of
unrealized sharing opportunities after initial run. The “iteration”
here simply means we allow the re-computation of the restoration
paths with renewed aggregate network information, i.e., bucket
link states. It is possible to find a better protection path than the
current choice. The degree of the improvement indicates how
close to the optimality the initial configuration is. The smaller
the improvement, the higher the quality of the first run/initial
configuration.

demands # working wavelengths ite-0 ite-1 ite-2 ite-3
100 222 202 194 194 194
1000 2174 1687 1665 1665 1665
12800 28220 21588 21531 21531 21531

TABLE I
ITERATION: 15-NODE NETWORK

Table I demonstrates that we obtain a marginal amount of
reduction in wavelength redundancy with one iteration, and
the iterations after that do not improve the performance. For
example, in the case of 1000 demands, the first iteration reduces
the protection wavelength consumption by 22 units, a mere
1.3% decrease. And the further iterations make no additional
improvement. Thus it is justified to state that our routing scheme
is able to realize almost all of the sharing potential during its first
run.

C. Performance evaluation: node-based vs. link-based algo-
rithms

In Fig. 6 we compare the performance of the link-based and
the node-based scheme. The reduction in the redundancy is
evident when we apply the node-based protection mechanism.
In particular, a roughly 7% reduction in wavelength redundancy
is achieved by simply switching from link-based to node-based
scheme when using our proposed link metrics, as can be observed
from the lowest two curves in Fig. 6. This validates our
intuition that a relaxation on the destination nodes allows for
more diversified search for the best protection paths, which leads
to better utilization of the “network-wide” sharing potentials.

V. CONCLUSIONS

In this study we explored a novel design of routing algorithms
that aims to provide efficient failure protection in the WDM
networks. The core idea of the “bucket”-based link metrics can
be applied to a range of restoration mechanism, including link-
based, node-based, or path-based approaches. We evaluated the
effectiveness of this proposal via simulations and the results are
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function routing-protection( � ���C���)����������� w ���)� )
inputs:�	� ���C�
�P� : a network;� : the set of nodes of � ;� : the set of links of � , also the set of failure events;� : source node in � ;� : destination node in � ;
h � : a vector link metric associated with link � <� ,

h % � � " �% � " � % ������� "7#% ������� " � ���% � � <� � ��� � � ;" #% : the wavelengths reserved on link
�
, for the protection of failure � ;

returns:
working path � ��������� and associated protection paths 6�� � Q � for all links� Q < � ��������� .

1. � ��������� ����� "�6 � � �  !��� � ��$#" 6%$&� " ��������� .2. for each link � Q < � �����
���3. � $ �(')�*� � � � �(��� � � � , ' $ �(')�+��� $ ' � � � .
4. � $ �(')� performs the following:
5. for each link

� <�
6.

�  � ' � " � �-, � Q � ��.!/ 0 # Q%1�2
3 # 0 #%7. endfor
8.

�  � ' � " � � Q , � Q � �4/5. ; // “remove” link � Q9. �  � ')� ��� 6%$&� " ���  � ')� ���  � ' � " �10. ����� "�6 � � �  � ')� ��� 6%$&� " ����� $ �6')� � ' $ �(')� � ;11. if 787  � ')� ��� 6%$&� " � 787%9:. $ $ '; � ')� ���  � ' � " �!�:< then
12. for each 6@<  � ')� ��� 6=$)� " �13. � � 6 � ����� � $#� ��$&� � � $&� ��' � 6 � ,14. endfor
15. 6#� � Q � � &?> @)A � � 6 � ;16. else if 787  � ')� ��� 6=$)� " � 787=9B. $ $ '; � ')� ���  � ' � " 9C< then
17. 6�� � Q � �	� $ $ ')� " � � � ��� ���  � ')� ��� 6%$&� " � � ,18. else
19. 6�� � Q � �	 � ')� ��� 6%$&� " � ;20. endif
21.endfor

Fig. 7. routing-protection: a shortest-widest algorithm

promising. In the future we will look into the various issues
that may impact the performance of our scheme. In particular,
we would like to explore the possible ways to improving the
coordination of the protection paths computation. The tradeoff
between link-based and path-based protection schemes is theo-
retically interesting and practically useful. The benefit of joint
working/protection path design, or the lack of which, is not
studied in this paper and warrants further investigation.

APPENDIX

I. A PROTECTION PATH COMPUTATION ALGORITHM

See Fig. 7 for the shortest-widest algorithm we use to compute
the protection paths.

REFERENCES
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