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Abstract The higher order circuitry of the brain is comprised
of a large-scale network of cerebral cortical areas that are
individually regulated by loops through subcortical struc-
tures, particularly through the basal ganglia and cerebellum.
These subcortical loops have powerful computational archi-
tectures. Using, as an example, the relatively well-understood
processing that occurs in the cortical/basal ganglionic/cere-
bellar distributed processing module that generates voluntary
motor commands, I postulate that a network of analogous
agents is an appropriate framework for exploring the dynam-
ics of the mind.

1 Introduction

Agent-based modeling has been a productive approach for
illuminating emergent properties of complex systems (Ri-
olo et al. 2001; Wilensky and Reisman 1998). The mind
clearly is a complex system, and concepts about the mind’s
agents have been elusive to identify (Minsky 1986). Some
investigators have considered cortical columns to be nodes
of consciousness (Crick and Koch 2003). Others have fo-
cused more microscopically on single neurons, or even the
individual synapses that transmit messages between neurons
(Debiec et al. 2002). Instead, Freeman (2005) has focused
more macroscopically on wave packets, each of which occu-
pies a substantial fraction of each hemisphere. Here, I suggest
that a more opportune choice for answering many questions
about how the mind thinks and controls action may involve
focusing on networks of anatomically defined assemblies
that have been called distributed processing modules (Houk
2001). These DPMs are comprised of one area of the cerebral
cortex together with its topographically specific subcortical
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loops through the basal ganglia and through the cerebellum,
and, in some cases, through other subcortical structures.

What are the computational rules that DPMs, as agents of
the mind, might obey, and what are they computing?Address-
ing this question will require blending quite diverse neuro-
physiological and neuroanatomical data, and abstraction of
underlying computational principles. To facilitate this syn-
thesis, I will begin with a short summary of the abstract
properties that I will end up positing for DPM agents. Next,
in Sect. 3, I will summarize the unique cellular properties of
the principal neurons in the cerebellar cortex and in the stri-
atum of the basal ganglia. The special computational prop-
erties of these neurons are one key reason for focusing on
loops through cerebellum and basal ganglia in my choice of
agents. Section 4 summarizes a second key reason for focus-
ing on loops through cerebellum and basal ganglia, namely
the consistent neuronal architecture characterizing each of
these loops. This consistency serves to define a reasonable
model for the architecture of the mind. Section 5 discusses
signal-processing operations at the level of systems neuro-
science. Since we know much more about the loops that
regulate movement than we know about the loops that reg-
ulate thinking, I will focus initially on the signal-processing
operations that underlie the generation of voluntary motor
commands. Then, I will appeal to analogy to facilitate dis-
cussion of the signal-processing operations that may underlie
thinking.

2 Abstract signal-processing operations Posited
for each agent

The signal-processing operations posited for each DPM are
illustrated diagrammatically in Fig. 1. The final result of all
the computations in a given module will be a spatiotempo-
ral pattern of activity in the module’s set of output neurons.
At any given moment, pattern formation in this output vec-
tor may or may not be initiated by spatiotemporal elements
in one or several of the input vectors from other areas of
cerebral cortex. Embodiment of potential initiation elements
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as a vectorial output from a population of cortical neurons is
controlled by the set of facilitatory and suppressive outputs of
the pattern classification operations in the loop through basal
ganglia. This vectorial output is in response to the two inputs
to the pattern classification operation – a vectorial input from
the same cortical area and a reward propensity conveyed by
dopamine neurons. The latter is currently thought to func-
tion as a scalar input, although the anatomy of the projection
allows the possibility of it being a vector. In any case, the
reward propensity input modulates pattern classification on
two time scales. An immediate modulation is a multiplicative
input that allows pattern classification to function in a man-
ner analogous to a motivationally-modulated decision pro-
cess. In contrast, the long-term modulation is a consolidation
of synaptic strengths that occurs incrementally on a trial-by-
trial basis. This pattern classification operation effectively
decides on the relative correctness of alternative thoughts or
actions based on its cortical input vector, and the reward pro-
pensity input modulates this result by motivational factors.
Note that decisions can either be facilitated by the direct
pathway (closed arrow) or suppressed by the indirect path-
way (open arrow) through the basal ganglia. The embodiment
step allows the results of this computation to select appropri-
ate sets of cortical input so as to allow them to initiate pattern
formation, or, if the result of pattern classification is strong
enough, to actually initiate pattern formation even without
receiving appropriate cortical input.

If pattern formation is initiated, the loop through the cere-
bellum starts to amplify and refine the spatiotemporal pattern
in the cortical output vector. Regenerative recurrent feed-
back amplifies the intensity, duration and spatial extent of
the output vector, whereas the refinement operation restrains
the amplification process and sculpts it into a refined output
vector. This output vector is transmitted to other areas of
the cerebral cortex to be used in their modular operations.
After the output vector has been used by these other DPMs,
the refinement operation inhibits the amplification process to
create a relatively quiescent output pattern in that DPM. Ulti-
mately, the entire network of activated DPMs gives rise either
to a skilled action or to the conclusion of a thought process. If
an action results, climbing fibers detect sensorimotor errors
providing delayed feedback to the refinement process in the
cerebellar cortex. Traces of the computations that led to an
erroneous output vector permit the delayed error information
to guide adjustments in synaptic strength in a direction that
progressively minimizes the chance of future errors. Errors
in a purely thinking process, without an action, are probably
also sensed by climbing fibers, but the physiology of such a
process is quite unclear at present.

3 Special computational properties of the principal
neurons in the cerebellum and basal ganglia

The neuronal architecture of the cerebellum is quite excep-
tional (Houk and Mugnaini 2002). As illustrated in Fig. 2,

its principal neurons, the Purkinje cells, receive an order of
magnitude larger number of inputs than do any other type of
neuron in the brain, and its granule cells are more numerous
than all remaining brain cells in combination (Tyrrell and
Willshaw 1992). The incredible number of spinous synapses
that axons of the granule cells (the parallel fibers in Fig. 2,
right) form on Purkinje cells each exhibit a special form of
synaptic plasticity — a type of long-term depression (LTD)
(Ito 2001) that could give rise to a learning rule that is highly
effective at reducing errors in network performance (Houk
and Alford 1996; Barto et al. 1999). This powerful computa-
tional architecture of the cerebellum is analogous to that of a
perceptron (Albus 1981).

The neuronal architecture of the basal ganglia is also
exceptional (Houk 2001; Houk and Wise 1995). Its princi-
pal neurons, striatal medium spiny neurons (Fig. 3), receive
a highly convergent input from 10 to 20 thousand different
cortical neurons (Kincaid et al. 1998). The excitatory syn-
apses made by the cortical inputs display a special form of
long-term potentiation (LTP) that is modulated by input from
dopamine neurons located in the substantia nigra pars com-
pacta. The modulatory action occurs on two time scales, an
immediate one (Nicola et al. 2000) that is implicated in moti-
vational effects (Kawagoe et al. 1998) and a long-term one
(Charpier and Deniau 1997) that appears to consolidate LTP
(Houk et al. 1995; Schultz et al. 1995). Dopamine neurons
signal predictions of upcoming rewards (Schultz 1998) and
appear to mediate a powerful evaluation-based form of learn-
ing (Barto 1995).

The signal-processing operations that occur in these two
subcortical loops are indeed powerful computationally, which
is due in large part to the capacity for spiny neurons and
Purkinje cells to classify complex spatial patterns in their ar-
rays of cortical input in an efficient, adaptive manner (Houk
and Wise 1995). The elaborate array of inhibitory collaterals
formed by spiny neurons (colored red in Fig. 3) make pattern
classification in the basal ganglia competitive (Houk 2005).
Because the results of this classification project back to the
same area of cortex, the cortical-basal ganglionic module has
been considered (Beiser and Houk 1998) capable of imple-
menting the powerful mathematical operation of “recursion”
(Minsky 1963). In other words, the module uses the results
of its pattern classification operation to update the cortical
pattern that provides its own input.

A second specialization is that Purkinje cells and spiny
neurons are provided with training information that promotes
excellent “credit assignment” for learning. Credit assignment
is the problem of getting the right training information to the
right synapses (spatial credit assignment) at the right time
(temporal credit assignment) in order to promote learning.
Spatial credit assignment is promoted in the cerebellum by
the precise alignment of its climbing fibers, which allows
error signals to register with the particular Purkinje cells that
can actually correct the errors (Houk and Barto 1992). Tem-
poral credit assignment is promoted by a learning rule that
compensates for time delays in the receipt of training infor-
mation (Barto et al. 1999; Houk and Alford 1996; Houk and
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Fig. 1 The signal-processing operations posited for a distributed processing module (DPM). Net excitatory pathways are shown with closed
arrows, net inhibitory pathways are shown with open arrows, and the red diamonds signify modulatory and training inputs

Fig. 2 The basic microcircuitry in the cerebellar cortex, illustrated in orthogonal planes. The right panel shows, in the transverse plane, a Cajal
drawing of the cerebellar circuitry, and the left panel shows, in the parasagital plane, Mugnaini’s Cajal-style drawing (Houk and Mugnaini 2002).
In Cajal’s drawing, a molecular layer b Purkinje cell layer c granular layer d white matter. In Mugnaini’s drawing, black Pukinje cells, purple
mossy fibers, red climbing fibers (on top) and cerebellar nucleus (below). The Purkinje cells have a large fan-shaped dendritic tree, which look
radically different in the two planes; each Purkinje cell receives 200,000 parallel fiber inputs. The parallel fibers are the small axons of the
enormous number of tiny granule cells in the granular layer of the cerebellum

Mugnaini 2002). In the striatum, spatial credit assignment
could be promoted by the relatively small axonal fields of
dopamine neurons (Wilson 1990), even though present data
does not support this. Temporal credit assignment is clearly
promoted by the remarkable ability of dopamine neurons to
predict reward (Schultz 1998), and then to predict the predic-
tions of reward, which is another example of recursion (Houk
et al. 1995). Temporal credit assignment is critical because it
allows the reinforcement of synaptic activities that promote
those behaviors that are most likely to yield rewards well into
the future.

The bistability that is present in the dendrites of Purkinje
cells (Genet and Delord 2002) and in spiny neurons (Gruber
et al. 2003) is a third feature that is computationally power-
ful. Bistable operations involve sharp thresholds between on-
and off-states of their outputs. This is advantageous because
it creates clean, state-dependent decision surfaces for distin-
guishing between appropriate and inappropriate patterns of
convergent input (Gruber et al. 2003). Bistability should help

Purkinje cells classify input patterns that are specifically cor-
related with good performance, and should help spiny neu-
rons classify input patterns that are specifically correlated
with reward likelihood.

Synaptic plasticity in cortical neurons appears to be guided
mainly by local correlations between presynaptic and post-
synaptic activity (LTP) (Bliss and Collingridge 1993). If a
cortical neuron is repeatedly forced by its cerebellar and basal
ganglionic inputs to fire in a particular manner, it should learn,
through practice, intracortical associations capable of caus-
ing the neuron to respond in a rapid, direct manner whenever
the same circumstances are repeated (Hua and Houk 1997).

4 Architecture of networks of DPMs

A good starting point for the development of theories about
the function of the many loops through cerebellum and basal
ganglia comes from an understanding of the connectivity of
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Fig. 3 A picture of a spiny neuron (Tepper et al. 2004), the principal neuron type in the basal ganglia loop. Spiny neurons are located in the
striatum, which receives highly convergent input from the cerebral cortex. They have a stellate array of dendrites (shown in black) with about
20,000 spines that mark the synapses made by different inputs from a given area of the cerebral cortex. Spiny neurons learn to classify different
spatial patterns present in this input. Each spiny neuron also has an elaborate array of collaterals (shown in red) that form inhibitory synapses on
nearby spiny neurons, which enhance pattern classification through competition

cortical–subcortical loops that is being elaborated by Strick
and his colleagues (Middleton and Strick 1997; Dum and
Strick 2002). For each area of frontal cortex that has been
investigated via retrograde transneuronal transport of viruses,
it has been possible to identify a unique channel through basal
ganglia that provides input to that cortical area via thalamus,
and for most of these same cortical areas, a unique channel of
cerebellar input has also been identified. On the afferent side
of these loops, the most prominent input to a given basal gan-
glia channel derives from the same area of cerebral cortex that
is targeted by the channel’s output projections (Inase et al.
1996; Kelly and Strick 2003; Strick et al. 1995), and a similar
organizational scheme appears to dominate each cerebellar
channel (Kelly and Strick 2004; Schmahmann and Pandya
1997). These observations suggest that each area of cortex
is innervated by a relatively private recurrent loop through
the basal ganglia, and is often also innervated by a relatively
private recurrent loop through the cerebellum.

Figure 4 summarizes an overview of these organizational
features of the brain’s signal-processing networks. Three ar-
eas of cerebral cortex are generically labeled B, C, and D,
and I specifically include the primary motor cortex (M1). If
these cortical areas are functionally related, we can anticipate
reciprocally organized corticocortical connections between
many of them (Felleman andVan Essen 1991; Goldman-Rakic
1988). These cortical-cortical linkages are shown by four

bidirectional green arrows that reciprocally connect areas
M1, B and C, and C with D, in Fig. 4. We can further antici-
pate that each area of cortex is regulated by a recurrent loop
through the basal ganglia (bidirectional arrows that are red to
reflect prominent inhibition), and frequently by a second sub-
cortical loop passing through the cerebellum (bidirectional
arrows that are blue to reflect the combination of excitation
in the loop through cerebellar nuclei and inhibition in the
loop through the cerebellar cortex).

A given area of cerebral cortex, together with its recur-
rent channels through basal ganglia and cerebellum, forms
the entity that I refer to here as a distributed processing mod-
ule (DPM). Note that the term distributed is being used in
an anatomical sense; a given area of cortex has long-distance
topographic connections with discrete regions of subcortical
structures. The neocerebrum is comprised of a substantial
number of these distributed modules, which communicate
with each other in two ways. The predominant mode of inter-
communication is by way of the cortical–cortical connec-
tions that have already been mentioned and are indicated by
green arrows in Fig. 4. In addition, some functionally related
areas of cerebral cortex project in a unidirectional manner
as inputs to the channels through basal ganglia (Graybiel
1991; Inase et al. 1996; Yeterian and Van Hoesen 1978) and
to the channels through cerebellum (Brodal and Bjaalie 1997;
Schmahmann and Pandya 1997). Since the latter connections
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Fig. 4 Distributed modular architecture (Houk 2001). The diagram shows four areas of cerebral cortex, labeled M1, B, C and D, their subcortical
loops through basal ganglia (red) and through cerebellum (blue), and their cortical-cortical pathways (green). A given area of cortex together with
its subcortical loop(s) forms a distributed processing module and the different DPMs communicate with each other through the cortical–cortical
connections. The green arrow connecting M1 (the primary motor cortex) with area C goes underneath area B

tend to duplicate the communications provided by cortical-
cortical linkages, they are left out of Fig. 4 for convenience.

In Houk 2001, I focus on two examples of a DPM: the
M1–DPM which regulates voluntary movement commands
in M1, and a cognitive module that regulates working mem-
ories of sensory events in Brodman Area 46 of the prefrontal
cortex. Many other areas of the cerebral cortex are similarly
organized and presumed, by analogy, to utilize the same sig-
nal-processing mechanisms. I estimate that there may be on
the order of a hundred DPMs in the human brain, compris-
ing a much larger network than the tiny example illustrated
in Fig. 4. Different behaviors and thought processes engage
diverse subsets of this larger network of potential DPMs, and
their individual operations need to be coordinated in some
manner. Corticocortical, corticostriatal, and corticopontocer-
ebellar projections each offer possible mechanisms for some
coordination among modules. However, global neuromod-
ulatory mechanisms that are mediated through monoamine
release or through a cholinergic mechanism may contribute
more importantly to the shaping of the collective behavior
of the brain (Houk and Wise 1995; Doya 2002; Gruber et al.
2003).

5 Signal-processing operations in DPMs

I begin here with the M1–DPM which links the primary motor
cortex (M1) with its loops through the basal ganglia and cer-
ebellum. The voluntary motor commands that control limb
movements actually originate in both M1 and in the magno-

cellular division of the red nucleus (RNm). Generally speak-
ing, voluntary commands are bursts of discharge that preceed
movement by about 100 ms; burst frequency codes move-
ment velocity and burst duration codes movement duration
(Gibson et al. 1985). These relationships to velocity probably
exist because velocity normally correlates with the degree of
muscle activation—in actuality, the muscle activation vari-
able more accurately represents how voluntary commands
are coded (Miller and Houk 1995). The specific subcortical
pathways of the M1–DPM and its relationship to the RNm
are summarized in the bottom part of Fig. 5, using closed
arrows to mark routes that are predominantly excitatory and
open arrows to mark routes that are predominantly inhibitory
(Hoover and Strick 1999).

There are two principal signal-processing operations in-
volved in the generation of voluntary commands. First, there
is some mechanism for the selection and initiation of a com-
mand (Requin et al. 1988; Sakai et al. 2000). Second, the
fact that voluntary commands are graded so as to reflect the
direction, speed, and size of a movement (Gibson et al. 1985;
Lamarre and Spidalieri 1983) indicates that there is a mech-
anism for regulating command intensity and duration. The
prominence of recurrent connections from M1 through both
basal ganglia and cerebellum back to M1 favors their col-
lective participation in these operations, along with intra-
cortical processing. The classical symptom in patients with
Parkinson’s disease, suffering from a disorder of the basal
ganglia, is a difficulty in initiating movements, particularly
when there is no strong sensory cue for triggering them (Be-
necke et al. 1987). This deficit has been traced to abnormally
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Fig. 5 Detailed architecture of the M1–DPM (bottom) and the BA46–DPM (top); note their striking similarities. Predominately excitatory path-
ways are shown with closed arrows, predominately inhibitory pathways are shown with open arrows, and the red diamonds signify training and
modulatory inputs (DA dopamine; CF climbing fiber). Bottom For the DPM subserving primary motor cortex (M1), the subcortical channel
through the basal ganglia includes a zone of the putamen, a ventral zone of the internal globus pallidus (vGPi), a zone of external globus pallidus
(GPe) and subthalamus (ST). This channel loops back to M1 through ventral lateral thalamus pars oralis (VLo). The subcortical channel through
the cerebellum includes a portion of the pontine nucleus (pons), a dorsal zone of the dentate nucleus (dD) and a zone of cerebellar cortex. This
channel loops back to M1 through ventral lateral thalamus (VL). The magnocellular division of the red nucleus (RNm) also contributes voluntary
motor commands using a loop from lateral reticular nucleus (LRN) and nucleus interpositus (IP). The other cortical areas are premotor (PM)
and supplementary motor area (SMA). Top The architecture of the distributed processing module subserving BA46 is virtually identical. The
subcortical channel through the basal ganglia goes through a zone of caudate instead of putamen, and a dorsal zone of the internal globus pallidus
(dGPi) instead of vGPi. This channel loops back to BA46 through ventral anterior thalamus (VA) instead of VLo. The subcortical channel through
the cerebellum via the pons passes through a ventral zone of the dentate nucleus (vD) instead of dD, and it passes through a different part of the
cerebellar cortex. This channel loops back to BA46 through dorsomedial thalamus (DM) instead of VL

high discharge in output cells of the basal ganglia (Wichmann
et al. 1999), the neurons in the ventral zone of the internal
globus pallidus (vGPi; see Fig. 5). Excessive inhibitory input
to pars oralis of the ventrolateral nucleus of the thalamus
(VLo) from these neurons seems to impede the initiation
of the M1 bursts that command movement segments. This
suggests that the M1 cortical-basal ganglionic module may
be especially important in regulating command embodiment
(Fig. 1). In contrast, a classical symptom in patients with
damage to the cerebellum is dysmetria, a failure to regulate
the direction, velocity, and endpoint of movement (Holmes
1939). This suggests that the M1 cortical-cerebellar module
may be especially important in regulating the intensity and
duration of voluntary commands. The magnocellular division
of the RNm is also recurrently connected with the cerebellum
and operates through a mechanism analogous to that for M1
(Miller and Houk 1995).

The upper part of Fig. 5 summarizes the specific subcor-
tical pathways of the DPM subserving Brodman Area 46 of
the prefrontal cortex, the BA46-DPM. Note that its basal gan-
glia loop goes through a dorsal region in the globus pallidus
(dGPi), as opposed to a ventral region (vGPi) that partici-
pates in the M1–DPM (Fig. 5, top versus bottom). The BA46–
DPM loops back to cortex via the VA thalamus, as opposed to
the VLo region that subserves the M1–DPM. Similarly, the
loops through cerebellum are topographically distinct. The
BA46–DPM targets a ventral region of the dentate nucleus
(vD) whereas the M1–DPM targets a dorsal region of dentate
(dD), and the pathways through thalamus are also distinct.
The reader is referred to Kelly and Strick (2003, 2004) for a
more complete description of the topography of these loops.

Single unit studies in BA46 have revealed the three func-
tional components of response illustrated in Fig. 6 (Fuster
1997; Goldman-Rakic et al. 1990). (Individual neurons often
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show mixtures of two of these components, presumably med-
iated by intracortical processing.) The monkeys were trained
on a working memory task in which a visual cue (Instruction)
was briefly presented, and, after a memory period lasting a
few seconds, a Go signal was given. The monkey had to
remember the location of the visual cue and make a move-
ment to that location. The abbreviated descriptions in the
following three paragraphs are supplemented and referenced
in Houk (2001).

The Cue-Related component of single unit discharge ap-
pears at a fixed latency after cue presentation and is like a
sensory response, except that its presence and magnitude
depends on motivation. This dependence suggests that it is
mediated by transmission through the basal ganglia where the
motivational component derives from dopamine-dependent
neuromodulation (DA-labeled diamonds in Fig. 5). While
dopamine neurons also innervate the cortical targets of the
loop, that projection is an order of magnitude less prominent
than is the innervation of the striatum (the striatum includes
both caudate and putamen). The reward propensity signal in
Fig. 1 is an abstract representation of dopamine neuromodu-
lation.

The sustained component of discharge spans the mem-
ory period (Fig. 6). When it is blocked, the monkey performs
at chance, leading to the conclusion that this sustained dis-
charge is the neural correlate of a working memory. Except
for the fact that the duration is longer than is a motor com-
mand, the sustained component resembles motor commands
recorded in M1. This is consistent with my hypothesis that it
is mainly mediated by positive feedback in the loop through
vD of the cerebellum, in analogy with the role of positive
feedback in the M1–DPM (Holdefer et al. 2000; Houk 2005;
Houk et al. 1993; Hua and Houk 1997). There is also evi-
dence (reviewed in Houk (1997)) that this working memory

Fig. 6 Components of BA46 discharge in a working memory task. A
brief presentation of the instruction elicits cue-related components, after
which sustained components (the neural correlates of a working mem-
ory) begin and continue until the Go instruction is delivered, and that
is followed by movement related components

is shaped by inhibitory input from the cerebellar cortex, the
Refinement operation in Fig. 1.

The movement-related component in Fig. 6 closely resem-
bles motor commands that are recorded from primary
motor cortex. Most likely that’s where these components de-
rive from, being relayed to BA46 via corticocortical projec-
tions. Most neurophysiologists believe that this signal is used
to turn off the sustained memory-related component. This
makes sense since the working memory has finished being
used to help generate the motor command.

Time scales of operation are different in different DPMs,
each of which subserves different manifestations of the tem-
poral operations of the brain in regulating diverse behaviors
(Fuster 2001). Generally speaking, the duration of an action
is shorter than the duration of a thought. For example, if
Fig. 6 were being used to illustrate a voluntary motor com-
mand in M1, the sustained component would be a train of
action potentials having a duration of a few hundred mil-
liseconds, as opposed to the several second duration of the
memory period in a typical working memory task.As another
example, consider how a working memory for a more com-
plicated action is translated into a sequence of movements
(Tanji 2001). Neurons in the supplementary motor area (SMA
in Fig. 5) generate preparatory signals that begin when one
movement command is completed and continue until the next
movement command is initiated. The duration of these prepa-
ratory signals is typically shorter than the working me mory of
the sequence and longer than an individual motor command.
Thus, as one moves up the hierarchy from motor cortex to
premotor areas to prefrontal cortex, time scales of operation
tend to get slower, although there can be exceptions to this
rule.

The time scales of operation in the subcortical loops are
also interesting to consider. Sensory cues for eliciting a motor
command can be quite brief, say 10 ms. Assuming that a par-
ticular sensory cue is embodied by the loop through the basal
ganglia, the motor cortex then initiates the amplification pro-
cess in the loop through the cerebellar nucleus. Although
conduction times around this loop amount only to a few mil-
liseconds, the amplification process proceeds more slowly.
Amplification depends on temporal summation of two types
of excitatory synaptic potentials, a fast AMPA-mediated one
and a slow NMDA-mediated one. The latter is a particularly
important driving force for the sustained component of the
motor command (Jiang et al. 2002). Furthermore, the loop
through the cerebellar nucleus is actually a whole array of
microscopic loops (Hua and Houk 1997). Positive feedback
in one microscopic loop has to spread to many additional
loops in order to recruit the large population of motor com-
mands that is required to produce a movement (Houk et al.
1993). This occurs over a time course of 10’s of ms, and
the amplified command is then sustained for one hundred
to several hundred milliseconds. The Purkinje cells learn to
predict when to turn off the sustained activity in order for the
movement to terminate accurately on the target (Barto et al.
1999).
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6 Discussion

In this article, I posit that subcortical loops through the basal
ganglia are specialized for the selection and initiation
(embodiment) of patterns of population activity that encode
incomplete thoughts, which then need to be amplified and re-
fined by loops through the cerebellum. The analogy with the
motor system is the initiation of an incomplete motor com-
mand in M1 by its loop through the basal ganglia and the
subsequent amplification and refinement of M1 population
activity by its loop through the cerebellum. The populations
of neural activity representing thoughts need to be amplified
and refined in order to represent accurate thoughts, just as the
population of M1 neurons needs to be amplified and refined
in order to represent accurate movement commands. Both
the thought selection operations and the amplification and
refinement operations may proceed in cycles of processing in
their loops through basal ganglia and cerebellum. This anal-
ogy helps one contemplate and interpret the sustained mem-
ory-related discharge (and fMRI activity) that is observed in
the prefrontal cortex in working memory tasks (Fuster 1997;
Goldman-Rakic et al. 1990). The sustained activity termi-
nates after the working memory is utilized, analogous to the
termination of a movement command after it has directed
the limb toward its desired endpoint. Analogy may also help
one interpret the complex responses that have been observed
in parietal and temporal cortex in other cognitive and social
tasks (Fuster 2001; Perrett et al. 1990).

The selection of an appropriate precursor of an incom-
plete thought is considered to be a difficult problem, equiv-
alent to a search through a very large database containing
many alternatives. However, instead of following a sequential
course, this search is conceived as a parallel, recursive pro-
cess. The signal-processing that mediates a parallel search
is presumed to be competitive pattern classification in the
striatum of the basal ganglia, coupled with a recursion-like
operation mediated by cortical-basal ganglionic loops. The
analogy with the voluntary motor system would be the selec-
tion of a tentative movement command, one that warrants
consideration given the context and sensory events. There is
also a need to select appropriate submovements, in order to
correct an erroneous primary movement (Novak et al. 2002).

I further posit that loops through the cerebellum are spe-
cialized for the amplification, elaboration, and refinement of
incomplete thoughts originally initiated by loops through the
basal ganglia. These perfection processes are conceived as
progressive amplifications and sculptings of spatial patterns
of sustained network activity, regulated by Purkinje cells in
the cerebellar hemispheres. Initial incomplete thoughts may
be little more than vague hints, in which case their amplifi-
cation, refinement, and ultimate perfection, could be a very
difficult problem. The neuronal architecture of the cerebel-
lar cortex is well suited for these difficult functions (Houk
and Mugnaini 2002). The analogy with the voluntary mo-
tor system would be the amplification and refinement of an
incomplete movement command, sculpting it into a refined

command for moving the hand accurately to the desired end-
point.

DPMs are powerful computational agents – they shape
the activity of any given cortical population into a spatio-
temporal pattern that is useful for controlling an action or
for thinking about how to control other areas of the cerebral
cortex to achieve particular goals. Functional imaging has
revealed how different networks of cortical and subcortical
areas become active when human subjects engage in prob-
lem solving tasks such as the Tower of London (Dagher and
Owen 1999), or when subjects process words (Petersen and
Fiez 1993), or attempt to solve difficult peg puzzles (Kim et
al. 1994), and in many other cognitive tasks.

The influential book on the application of artificial intel-
ligence principles to human behavior published by Minsky in
1986 [The Society of Mind] needs to be translated into lan-
guage that neuroscientists use to talk about the brain. Prior
progress in that direction has been minimal (but see (Doya
1999; Houk and Wise 1995; Houk 2001)). The conceptual
and computational models posited in this paper may provide
a useful global framework for advancing our understanding
of cognitive brain function, and perhaps even for rethinking
about the mind-brain problem. Arrays of up to 100 DPM
agents may provide a useful approach for exploring the com-
plex dynamics of the mind.

Recursion is a powerful computational operation that
Chomsky and his colleagues (Hauser et al. 2002) consider to
underlie the rich, expressive and open-ended power of human
language (also cf. Elman 2004). Cortical-basal ganglionic
modules appear to possess the capacity for a recursion-like
operation, namely an ability to use the results of its pattern
classification operation to update the cortical pattern that pro-
vides its own input. Iteration also does this, but in a subtly
different way. Independent of this distinction, the recursion-
like operation performed by cortical-basal ganglionic loops
gives these modules the capacity to deal effectively with serial
order in analyzing events and in controlling behavior (Beiser
and Houk 1998).

What property of mathematical recursion do cortical-
basal ganglionic modules lack? Thinking of recursion as a
subroutine-like capability, an important feature they lack is
the ability to call themselves, putting their computation to
use recursively on different time scales. This may not be a
severe limitation for the DPM architecture outlined in Fig. 4.
The capacity to execute the same sequence of computational
steps is reproduced about a hundred times across the cerebral
cortex, once in each DPM. The ability to hold a computa-
tional result in working memory while calling upon, through
cortical–cortical connectivity, another DPM to perform its
computation and report back, is analogous to a recursive sub-
routine call.As an example, consider the serial order working
memory signals of the Beiser and Houk (1998) model of the
BA46-DPM. Different items (and their serial order) in a se-
quence of k targets are encoded by sustained discharge in
different subsets of neurons. Their translation into the pre-
paratory signals that were mentioned near the end of Sect.
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5 would be analogous to successive subroutine calls to the
supplementary motor area (SMA). After SMA neurons en-
code the preparatory cue for the next target in the sequence,
they send this result not only to M1 for execution, but also
back to BA46 as a potential cue for terminating the work-
ing memory of that item. The system would then go on to
the next item in the sequence in a recursive fashion. My col-
leagues and I intend to explore this hypothesis more fully in
the future.

Because of the limited number of copies of DPMs, this
form of recursion is not infinitely deep as it is in true recur-
sion. Instead, it represents a limited form of recursion, which
is not much different than the limits imposed by computa-
tional recursion, due to the finite memory capacity in any
given computer. There has been a large expansion of the
cerebral cortex, and its associated DPMs, in evolution. Crow
and colleagues have made the case for an evolutionary link
between the origin of language and the etiology of schizo-
phrenia (Berlim et al. 2003). This is interesting because
people with schizophrenia show a major deficit in their capac-
ity for dealing with serial order, which has been attributed
to a deficit in the cortical-basal ganglionic portion of the
BA46–DPM (Fraser et al. 2004). I would further attribute
this to a problem with the competitive pattern classifica-
tion operation discussed earlier in this paper. The model of
spiny neurons relies on inhibitory collaterals (colored red in
Fig. 3) to make the classification of its cortical input vec-
tor competitive. It is interesting that the neurotransmitter for
this inhibition is GABA, and there is a modified expression
of the GABAb receptor in schizophrenia (Enna and Bow-
ery 2004). Based on the above logic, this is a likely gene
contributing to the multigenic inheritance of schizophrenia
(Freedman et al. 2001). The former authors have identified
another gene which causes altered expression of a nicotinic
receptor that is prevalent in the loops through the cerebel-
lar nucleus. Altered transmission in these loops is impli-
cated in the cognitive dysmetria of schizophrenia (Andreasen
1999).

Agent-based modeling (Axelrod 1997) may indeed be a
productive approach for illuminating emergent properties of
the mind. The large expansion of the cerebral cortex and its
associated DPMs in man may help to explain universal gram-
mar (Hauser et al. 2002) as an emergent property of large
arrays of DPMs. A DPM-based model of language needs to
be developed to test this idea.

Computational brain dynamics which results in the for-
mation of global state transitions called “wave packets” is
the topic of another article in this issue (Freeman 2005).
Freeman (2003) has put forth a neurobiological theory of
meaning in perception that attributes these broad-spectrum
aperiodic time-locked oscillations as capturing moments
when subjects are engaged in repeated categorizations of
input. Indeed, the occurrences of wave packets do correlate
with moments of insight in problem solving tasks (Ohl et al.
2001). Many neuroscientists today (cf. Seth et al. 2004) are
focusing on various high-frequency synchronizations as solu-
tions to the binding problem, or what sometimes is called

the sensory fusion problem. In essence, this is the difficulty
of putting together different modalities of sensation to form
holistic perceptions. The model of the mind proposed here
approaches this problem in a complementary fashion. Each
DPM receives input from about seven other modules that can
each be processing different modalities of sensation and/or
thought (Felleman and Van Essen 1991). The module’s sub-
cortical loops are given the job of putting all these features
together to form a coherent output vector.A network of simul-
taneously active DPMs functioning in this manner could
assemble an overall plan for action, which seems analogous
to the formation of a holistic perception, a Gestalt.

What might explain the dramatic occurrences of wave
packets across the cortical circuitry that Freeman observes?
The brain’s neuromodulatory systems, which have widespread
projections across the brain, have been shown to cause rather
dramatic transitions in the cellular properties of neurons. One
example is the induction of bistability and nonlinear ampli-
fication in striatal spiny neurons that is produced by bursts
of dopamine neuron discharge (Gruber et al. 2003). These
nonlinear transitions taking place across a large network of
simultaneously active DPMs might underlie the electroen-
cephalographic events recorded from the surface of the brain
when subjects have insight (Ohl et al. 2001). One test of this
idea might be to interface a DPM model of the mind solving
a complex problem with a detailed cellular-level model of its
interacting cortical populations. This and other possibilities
need to be explored in the future.

7 Conclusions

This paper presents a model of the architecture of the mind. I
posit a set of mathematical operations that might be
implemented by one cortical area in combination with its
subcortical loops through the basal ganglia and through the
cerebellum, comprising one DPM. The model of a cortical-
basal ganglionic loop performs competitive pattern classifi-
cation to enable the initiation of a tentative pattern of cortical
activity that represents an incomplete thought. The model of
a cortical-cerebellar loop amplifies and refines the enabled
pattern in order to shape it into a mature pattern, one that
represents a better thought. The model of intracortical cir-
cuitry learns to do its processing faster and more accurately
through practice. Since all of the DPMs have the same neuro-
nal architecture, each one of them should perform these same
signal-processing operations on its particular set of about
seven input vectors in order to form its particular output vec-
tor. That output is then shared with about seven other areas
of cortex. A network of DPM agents may be an appropriate
architecture for exploring the dynamics of the mind.
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