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Abstract

Business process modeling plays an important role in the management of business pro-
cesses. As valuable design artifacts, business process models are subject to quality
considerations. In this context, the absence of formal errors, such as deadlocks, is of
paramount importance for the subsequent implementation of the process. This doctoral
thesis provides a fourfold contribution to the understanding of such errors in business
process models with a particular focus on Event-driven Process Chains (EPCs), a busi-
ness process modeling language that is frequently used in practice. Firstly, we formalize
the operational semantics of EPCs in a novel way so that matching OR-splits and OR-
joins never deadlock. Secondly, and based on these semantics, we introduce a soundness
criterion for EPCs that offers a precise identification of those models which have errors.
For the verification of this soundness notion in practice, we present two analysis tools,
a ProM plug-in for a verification based on the reachability graph, and a batch program
called xoEPC for a verification based on reduction rules. Thirdly, we define a set of busi-
ness process model metrics that are supposed to serve as predictors for error probability
of an individual EPC. Fourthly, we use statistical methods and a sample of about 2000
EPCs from practice to derive a regression function for the prediction of error probability.
This function is validated against a holdout set of 113 EPCs from textbooks showing that
90% of the EPCs could be classified correctly as having errors or not. These results em-
phasize the importance of quality issues in business process modeling and provides the
foundations for innovations in tool support.

Zusammenfassung

Geschiftsprozessmodellierung spielt eine wichtige Rolle fiir das Management von
Geschiftsprozessen.  Als wertvolle Designartefakte sind Geschiftsprozessmodelle
Gegenstand von Qualititsbetrachtungen. In diesem Zusammenhang ist es von besonderer
Wichtigkeit fiir die nachfolgende Implementierung des Prozesses, dass keine formalen
Fehler wie etwa Verklemmungen in den Modellen vorhanden sind. Diese Doktorarbeit
liefert vier wesentliche Beitrdge zum Verstidndnis solcher Fehler in Geschiftsprozess-
modellen. Das Augenmerk wird insbesondere auf Ereignisgesteuerte Prozessketten
(EPKs) gelegt, da diese in der Praxis hidufig benutzt werden. Zum Ersten formal-
isieren wir die operationale Semantik der EPK auf eine neue Art und Weise, sodass
zusammengehorende ODER-Verzweigungen und ODER-Zusammenfiihrungen niemals
verklemmen. Zum Zweiten, und darauf aufbauend, stellen wir ein Korrektheitkriterium
fiir EPKs vor, das eine prizise Identifikation von solchen Modellen ermdglicht, die Fehler
enthalten. Fiir die praktische Verifizierung dieses Korrektheitskriteriums priasentieren wir



zwel Analysewerkzeuge, zum einen einen ProM-Plug-in zur Verifikation auf Basis des
Erreichbarkeitsgraphens, und zudem ein Stapelverarbeitungsprogramm namens xoEPC
zur Verifikation mit Hilfe von Reduktionsregeln. Zum Dritten definieren wir eine Menge
von Geschiftsprozessmodellmetriken, die als Anzeiger fiir die Fehlerwahrscheinlichkeit
einer einzelnen EPK dienen sollen. Zum Vierten benutzen wir statistische Methoden
und eine Stichprobe von etwa 2000 EPKs aus der Praxis, um eine Regressionsfunk-
tion zur Vorhersage von Fehlerwahrscheinlichkeiten abzuleiten. Diese Funktion wird
anhand einer zweiten Stichprobe von 113 EPKs aus Lehrbiichern validiert, welche
zeigt, dass 90% der EPKSs richtig als fehlerhaft oder fehlerfrei klassifiziert werden
konnten. Die Ergebnisse unterstreichen die Wichtigkeit von Qualitdtsbetrachtungen in
der Geschiftsprozessmodellierung und bieten eine Grundlage fiir Innovationen in der
Werkzeugunterstiitzung.
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Chapter 1

Introduction

This chapter provides an introduction to this doctoral thesis. After a discussion of the
general motivation in Section 1.1, we present the research contribution of this thesis in
Section 1.2. In Section 1.3, we discuss the findings from an epistemological point of
view and relate them to design science and behavioral science approaches to information
systems research. Finally, Section 1.4 closes this chapter with an outlook on the structure
of this thesis.

1.1 Motivation

The importance of Business Process Management (BPM) is reflected by the figures of
the related industry. For example, Wintergreen Research estimates that the interna-
tional market for BPM-related software and services accounted for more than 1,000 mil-
lion US dollars in 2005 with a tendency of rapid growth in the next couple of years
[Win06]. Furthermore, the plethora of popular and academic textbooks (e.g. [HC93,
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Dav93, JB96, Sch98a, ACD*99, Sch00, LR00, ADO00, AHO2, MCHO03, BKR03, Kha04,
LMO04, Hav05, SF06, Sta06, Jes06, SCJ06, WLPS06, KRMO06, Smi07]) as well as in-
ternational professional and academic conference series, such as the BPM conference
[AHWO03, DPW04, ABCCO05, DFS06], confirm the importance of BPM. Despite the
overall recognition of its importance, several fundamental problems remain unsolved by

current approaches.

A particular problem in this context is the lack of research regarding what is to be
considered good design. The few contributions in this area reveal an incomplete under-
standing of quality aspects in this regard. Business process modeling as a sub-discipline
of BPM faces a particular problem. Often, modelers who have little background in formal
methods, design models without understanding the full implications of their specification
(see e.g. [PHO7]). As a consequence, process models designed on a business level can
hardly be reused on an execution level since they often suffer from formal errors, such
as deadlocks.! Since the costs of errors increase exponentially over the development life
cycle [Moo05], it is of paramount importance to discover errors as early as possible. A
large amount of work has been conducted to try to cure the symptoms of this weak un-
derstanding by providing formal verification techniques, simulation tools, and animation
concepts. Still, several of these approaches cannot be applied since the business process
modeling language in use is not specified appropriately. Furthermore, this stream of re-
search does not get to the root of the problem. As long as we do not understand why
people introduce errors in a process model, we will hardly be able to improve the design
process. There is some evidence on error rates for one particular collection of business
process models from practice [MMNT06b, MMNT06¢].> We will take this research as a
starting point to contribute to a deeper understanding of errors in business process mod-

els.

'In the subsequent chapters, we will distinguish between two major types of errors. Firstly, formal
errors can be identified algorithmically with verification techniques. Secondly, inconsistencies between the
real-world business process and the process model can only be detected by talking to stakeholders. The
focus of this thesis will be on formal errors.

2Classroom experiences are reported, for example, in [MSBS02, Car06].
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1.2 Research Contributions

The research objective of this doctoral thesis is the development of a framework for the
detection of formal errors in business process models, and the prediction of error proba-
bility based on quality attributes of these models. We will focus on Event-driven Process
Chains (EPCs), a business process modeling language that is heavily used in practice.
The advantage of this focus is, firstly, that the results of this thesis are likely to have
an impact on current modeling practices. Secondly, there is a large empirical basis for
analysis. By tapping the extensive stock of EPC model collections, we aim to bring forth
general insights into the connection between process model attributes and error probabil-
ity. In order to validate such a connection, we first need to establish an understanding of
model attributes that are likely connected with error probability. Furthermore, we must
formally define an appropriate notion of correctness, which gives an answer to the ques-
tion whether a model has a formal error or not. It is a prerequisite to answering this
question that we define the operational semantics of the process modeling language, i.e.
EPCs, in a formal way. Against the state of the art, this thesis provides the following

technical contributions.

Formalization of the OR-join: The semantics of the OR-join have been debated for
more than 10 years now. Existing formalizations suffer either from a restriction
of the EPC syntax (see e.g. [CS94, LA94, LSW98, Aal99, DRO1]) or from non-
intuitive behavior (see e.g. [NRO2, Kin06, AHOS, WEAHOS]). In Chapter 3 of this
thesis we formalize the EPC semantics concept as proposed in [MAO06]. In com-
parison to other approaches, this novel formalization has the advantage that it is not
restricted to a subset of EPCs, and that it provides intuitive semantics for blocks of
matching OR-splits and joins since they cannot deadlock. The calculation of the
reachability graph was implemented as a plug-in for ProM as a proof of concept. In
this way, this novel semantics definition contributes to research on the specification

of business process modeling languages.

Verification of process models with OR-joins and multiple start and end events:
Verification techniques for process models with OR-joins and multiple start and

end events suffer from one of two problems. Firstly, they build on an approxima-
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tion of the actual behavior and, therefore, do not provide a precise answer to the
verification problem, e.g. by considering a relaxed notion of soundness [DRO1],
by involving user decisions [DAVO0S5], or by approximating relaxed soundness
with invariants [VAO6]. Secondly, there are verification approaches for semantics
definitions (see [CFKO0S5, WAHEO6]) that suffer from the previously mentioned
non-intuitive behavior. While this is not a problem of the verification itself, all
these approaches are not tailored to cope with multiple start and end events. In
Chapter 4 of this thesis, we specify a dedicated soundness criterion for EPC busi-
ness process models with OR-joins and multiple start and end events. Furthermore,
we define two verification approaches for EPC soundness, one as an explicit anal-
ysis of the reachability graph, and a second based on reduction rules to provide
a better verification performance. Both approaches were implemented as a proof
of concept. In this way, we contribute to the verification of process models with
OR-joins and multiple start and end events, and in particular, we extend the set of

reduction rules for business process models.

Metrics for business process models: Metrics play an important role in the opera-
tionalization of various quality-related aspects in software engineering, network
analysis, and business process modeling. Several authors use metrics to capture
different aspects of business process models that are presumably related to qual-
ity (see e.g. [LY92, Nis98, Mor99, RV04, Car05d, BG05, CGP*05, CMNRO6,
LG06, ARGP06¢c, MMN"06b, MMNT'06¢]). A problem of these works is that
business process-specific concepts like sequentiality, decision points, concurrency,
or repetition are hardly considered, and too often simple count metrics are defined.
Furthermore, there appears to be little awareness of related research, maybe be-
cause process model measurement is conducted in separate disciplines including
software process management, network analysis, Petri nets theory, and conceptual
modeling. In Chapter 5 of this thesis, we will provide an extensive list of metrics
for business process models and relate it to previously isolated research. Beyond
that, we provide a detailed discussion of the rationale and the limitations of each
metric, which is meant to serve as a predictor for error probability. We formulate a

hypothesis for each metric based on whether it is positively or negatively correlated
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with error probability.

Validation of metrics as error predictors: Up to now, there is little empirical evidence
for the validity of business process model metrics as predictors for error probability.
Some empirical work was conducted, but with a different focus. Lee and Yoon
investigate the empirical relationship between parameters of Petri nets and their
state space [LY90, LY92]. Canfora et al. empirically evaluate the suitability of
metrics to serve as predictors for maintainability of the process model [CGP'05].
Cardoso analyzes the correlation between the control flow complexity metric with
the perceived complexity of process models [Car06]. Most related to this thesis
is an analysis of the SAP Reference Model where Mendling et al. test a set of
simple count metrics as error predictors [MMN*06b, MMN™06¢]. In Chapter 6 of
this thesis, we use logistic regression for the test which is similar to the analysis
of the SAP Reference Model. Still, we consider both the broader set of metrics
from Chapter 5, a precise notion of EPC soundness as defined in Chapter 4, and a
much broarder sample of EPC models from practice. The results do not only show
that certain metrics are indeed a good predictor for error probability, but also that

simple count metrics fail to capture important aspects of a process model.

Little research in information systems tries to combine design science and behavioral
science research paradigms (see e.g. [BHOS5]). Since the previously listed contributions
cover both design and behavioral aspects, we consider the main contribution of this thesis
to be the innovative and holistic combination of both these research paradigms in order

to deliver a deeper understanding of errors in business process modeling.

1.3 Epistemological Position

This thesis contributes to information systems research as defined by Hevner, March,
Park, and Ram [HMPRO4]. It covers different research aspects that build on both design
science and behavioral science paradigms. Section 1.3.1 introduces the Information Sys-
tems Research Framework as presented by Hevner, March, Park, and Ram [HMPRO04],

that overarches design science and behavioral science in information systems research.
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Section 1.3.2 uses the information systems research guidelines to discuss in how far this

thesis meets information systems research standards.

1.3.1 Information Systems Research Framework

Information systems research is the study of phenomena related to information systems.
Information systems research and its German counterpart Wirtschaftsinformatik build on
both design science and behavioral science research. According to Hansen and Neu-
mann [HNOS], it is defined as follows: “The study that is concerned with design of
computer-based information systems in business is called Wirtschaftsinformatik (in En-
glish: Management Information Systems, Information Systems, Business Informatics).
It is understood to be an interdisciplinary subject between business science and computer
science” (my translation).® This definition stresses the design science paradigm which is
typical for the European information systems community [BHOS5, BNO7], but it also cov-
ers behavioral aspects related to design. Only recently, there has been a trend to widen
the scope of Wirtschaftsinformatik by taking advantage of more behavioral, especially

empirical, methodologies [BHOS].

Behavioral science “seeks to develop and justify theories [...] that explain or predict
organizational and human phenomena surrounding the analysis, design, implementation,
management, and use of information systems” [HMPRO4, p.76]. A typical example of
a theory that follows a behavioral science paradigm is the technology acceptance model
(TAM) [Dav89]. According to the TAM, user acceptance of information technology
can be explained by two major factors: perceived usefulness and perceived ease of use.
Since information systems are created by making design decisions, such insights into

behavioral aspects provide feedback for the design of new artifacts.

The foundations of information systems research as a design science were elaborated
in the seminal work of Simon on the Sciences of the Artificial [Sim96]. In this context,

design science is understood as a problem-solving process. A key characteristic of prob-

3Similar definitions are given by Mertens, Bodendorf, Konig, Picot and Schumann [MBK™98],
Stahlknecht and Hasenkamp [SHOS5], Ferstl and Sinz [FS98], Heinrich, Heinzl, and Roithmayr [HHRO7],
or Lehner [Leh97].
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lems in design science is wickedness, i.e. there is no definitive formulation of the problem
due to unstable requirements, ill-defined environmental context, complex interactions, in-
herent change, and of psychological and social factors being involved (cf. [HMPRO4]).
Therefore, the solution cannot be assessed by truth, but rather by utility. Based on the
assumption of bounded rationality of a human as a problem-solver, Simon advocates to
accept satisficing solutions by designing and creating useful artifacts. In information sys-
tems research, design science relates to building and evaluating design artifacts including
constructs, models, methods, and instantiations (cf. [MS95]). These artifacts facilitate the
exploration of the space of design choices [BBC104]. Information systems design theo-
ries prescribe effective development practices that can be applied for a particular class of
user requirements to construct a certain type of system solution [MMGO2]. The created
information systems artifacts influence and extend the capabilities of organizations and
human problem-solving, i.e. they establish a new reality. Respective theories on their

application and impact are expected to follow their development and use [HMPRO4].

While “behavioral science addresses research through the development and justifi-
cation of theories that explain or predict phenomena related to the identified business
need,” design science “addresses research through the building and evaluation of artifacts
designed to meet the identified business need. The goal of behavioral-science research is
truth. The goal of design-science research is utility” [HMPRO4]. The assessment of arti-
facts (evaluation) or theories (justification) can lead to the identification of weaknesses.
Such insight can be used for refinement of artifacts and theories. The research design
of this thesis combines both paradigms following the concept of Hevner et al. that de-
sign and behavioral science are complementary: “truth informs design and utility informs
theory” [HMPRO4].

A key characteristic of information systems in organizations is that they are utilized
for “improving the effectiveness and efficiency of that organization” [HMPRO04, p.76].
Accordingly, the overall goal of information systems research can be defined as to “fur-
ther knowledge that aids in the productive application of information technology to hu-
man organizations and their management” [ISR02]. Thus, information systems research
is conducted in an environment that involves people, organizations, and technology in

order to enhance the knowledge base of foundations and methodologies in this area (cf.
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Figure 1.1: Information Systems Research Framework as defined by Hevner et al.
[HMPRO4, p.80]

Figure 1.1). Due to the involvement of people and organizations, such knowledge can
be acquired following two different research paradigms: behavioral science and design
science. Both build on a creative activity of developing theories or building artifacts,
respectively, and an analytical activity of justification or evaluation, respectively (see
Figure 1.1).

The environment of information systems research includes those entities that define
the problem space, i.e. people, organizations, and technology. It defines the background
against which business needs emerge. These business needs are influenced by the roles,
capabilities, and characteristics of people, and shaped in consideration of an organiza-
tion’s strategy, structure, culture, and business processes. Moreover, business needs re-
flect current and prospective technology such as infrastructure, applications, communi-
cations architecture, and development capabilities. The researcher aligns her problem

perception to these factors in order to establish relevance.
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The knowledge base offers solutions to problems which are already well understood.
Development and building can rely on foundations like theories, frameworks, instru-
ments, constructs, models, methods, and instantiations that have resulted from prior re-
search. Methodologies like data analysis techniques, formalisms, measures, and valida-
tion criteria are valuable in the justification and evaluation phase. The researcher applies
existing foundations and methodologies to a given problem in order to establish rigor.
Behavioral science often considers empirical evidence, while design sciences tends to
use mathematical methods more frequently. The overall goal of both behavioral and de-
sign science is to address the business need and to contribute to the knowledge base for
future application. The lack of addition to the knowledge base can be used to distin-
guish routine design and design research. While routine design tackles business needs
by applying existing knowledge, design research establishes either innovative solutions
to unsolved problems or more efficient or effective solutions to solved problems. Ac-
cordingly, design research contributes to the knowledge base while routine design does

not.

1.3.2 Relation to Information Systems Research Guidelines

The Information Systems Research Framework emphasizes the similarities between be-
havioral science and design science. Related to that, Hevner et al. suggest a set of seven
guidelines for effective information systems research, in particular for works with a de-
sign science focus [HMPRO4]. On the following pages, we use these guidelines to discuss

in how far this thesis meets information systems research standards.

Guideline 1: Design an Artifact Information systems research aims to design purpose-
ful artifacts addressing business needs within an organizational setting. Artifacts
in this context include constructs, models, methods, and instantiations [HMPRO04].
In this thesis, we formalize EPC semantics, EPC soundness, and error metrics as
constructs that can be used to analyze and simulate EPC business process models.
Furthermore, we define methods in this sense to calculate the reachability graph,
to verify soundness based on reachability graph analysis as well as reduction rules,

and to calculate metrics from the process models. Finally, we present prototypical
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implementations of these methods (i.e. instantiations) as a plug-in for ProM and as

a software component called XxoEPC in order to demonstrate feasibility.

Guideline 2: Problem Relevance Relevance of information systems research is consti-
tuted by addressing a problem of development or practical application of informa-
tion systems; and in particular, their planning, management, design, operation, and
evaluation [HMPRO4]. The general business need of this research stems from a
wide-spread application of business process management in practice, and of EPCs
as a modeling language in particular. The findings and concepts presented in this
thesis contribute to several aspects of quality assurance in business process model-

ing.

Guideline 3: Design Evaluation The utility of an artifact in a given problem situation
must be clearly established using evaluation methods [HMPRO4]. The complete-
ness and the correctness of the EPC semantics definition and the soundness analy-
sis is checked using analytical methods. The usefulness of business process model
metrics is first evaluated in a descriptive way before using statistical methods. The
implementations of the verification methods were extensively tested with numerous
EPC models.

Guideline 4: Research Contribution The design research has to provide a novel, sig-
nificant, and general contribution to the knowledge base; otherwise it has to be
considered as design routine [HMPRO4]. The contributions have already been pre-
sented in Section 1.2. They include a novel formalization of the OR-join (design
science), two verification approaches for process models with OR-joins and mul-
tiple start and end events (design science), metrics for business process models
(design science), and a validation of the metrics as predictors of error probability
using an extensive set of EPC business process models from practice (behavioral

science).

Guideline 5: Research Rigor Rigor refers to the way in which construction and eval-
uation of design science is conducted. This implies that the researcher has to ef-
fectively make use of the knowledge base and its methodologies and foundations

[HMPRO4]. For this thesis, we took advantage of prior research on business pro-
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cess modeling languages, predicate logic, formal semantics, graph theory, software

measurement, and logistic regression.

Guideline 6: Design as a Search Process Problem solving in design science can be de-
fined as utilizing suitable means to reach desired ends while respecting laws im-
posed by the environment [Sim96]. Suitable means in this context refer to an avail-
able operation that can be used to build a solution, ends represent goals and con-
straints, and laws capture forces of the environment that cannot be controlled. The
wickedness of the design-science problem implies that means, ends, and laws can-
not be represented on the level of completeness and precision that would be needed
for an optimization problem. The problem of finding predictors for error probabil-
ity in business process models exactly displays this wickedness. In this thesis, we
seek to establish a satisficing solution in the terms of Simon, based on a set of busi-
ness process model metrics and on a notion of correctness called EPC soundness.
In this setting, it is crucial to demonstrate that a certain solution does work, even if
it is not yet completely understood why it works (cf. [HMPRO4]). Using a logistic
regression approach, we are not only able to show that this set of metrics does suit
for predicting errors, but also that the hypothetical direction of the impact can be

validated and that it outperforms existing approaches.

Guideline 7: Communication of Research The design solution has to be presented to
both the academic community and to practitioners who might be interested in the
findings [HMPRO4]. For the research community, communication extends the
knowledge base and offers repetition of research in order to check for correctness.
Working on this thesis has led to the publication of five journal articles, five book
chapters, 49 workshop and conference papers, and 19 technical reports and popular
publications. This means that several concepts of this thesis are already publicly

available as part of the information systems knowledge base.

Relating this thesis to the information systems research guidelines highlights that it suf-
fices international research standards in this discipline and that it enhances its knowledge

base in several directions.
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1.4 Structure of this Thesis

This thesis is organized in seven chapters. It starts with a general overview of business
process management, continues with semantics of Event-driven Process Chains and the
verification of soundness before discussing metrics for business process models that are

subsequently validated for their capability to predict error probability.

Chapter 1: Introduction In this chapter, we sketch the motivation of this thesis, present
its contributions, and discuss its epistemological position related to information

systems research.

Chapter 2: Business Process Management This chapter discusses the backgrounds of
business process management and defines important terms related to it. Further-
more, it sketches the importance of business process modeling and the role of errors

in the business process management lifecycle.

Chapter 3: Event-driven Process Chains (EPC) This chapter gathers state-of-the-art
work on EPCs. Building on the foundations of prior work, we establish a novel
syntax definition and a novel semantics definition for EPCs. Our semantics are-
based on transition relations that define both state changes and context changes.
Furthermore, we present an algorithm to calculate the reachability graph of an EPC
based on the transition relations and a respective implementation as a plug-in for
ProM. The major motivations for this novel semantics are, firstly, semantic gaps

and, secondly, non-intuitive behavior of existing formalizations.

Chapter 4: Verification of EPC Soundness This chapter presents an EPC-specific ver-
sion of soundness as a criterion of correctness for EPCs. We propose two different
approaches for the verification of soundness, one based on the reachability graph
and another based on reduction rules. While the first approach explicitly considers
all states and transitions that are represented by an EPC, there is a problem with
state explosion, as the maximum number of states grows exponentially with the
number of arcs. In order to avoid a performance problem, we introduce a set of re-
duction rules as second approach. This set extends prior work with new reductions

for start and end components, delta components, prism components, and homoge-
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neous EPCs. The second approach is tested by reducing the SAP Reference model.
It shows that the reduction approach is fast, that it provides a precise result for al-
most all models, and that it finds three times as many errors as other approaches
based on relaxed soundness.

Chapter 5: Metrics for Business Process Models This chapter discusses the suitabil-
ity of business process model metrics to predict error probability from a theoretical
point of view. Revisiting related research in the area of network analysis, soft-
ware measurement, and metrics for business process models, we find that several
aspects of process models are not yet combined in an overall measurement frame-
work. Based on theoretical considerations, we present a set of 15 metrics related
to size and 13 metrics that capture various aspects of the structure and the state
space of the process model. For each of the metrics, we discuss their presumable

connection with error probability and formulate respective hypotheses.

Chapter 6: Validation of Error Metrics In this chapter, we conduct several statistical
analyses related to the connection between metrics and error probability. The re-
sults of the correlation analysis and the logistic regression model strongly confirm
the hypothetical impact direction of the metrics. Furthermore, we derive a logis-
tic regression function, based on a sample of about 2000 EPC business process
models from practice, that correctly classifies 90% of the models from a second

independent sample.

Chapter 7: Conclusions This chapter summarizes the findings and offers an outlook on
future research. In particular, we discuss the implications of this thesis for guide-
lines and management for the business process modeling process, respective tool
support, EPCs as a business process modeling language, and teaching of business

process modeling.
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a decision has to be made: whether to perform it in every process instance during run
time (ON), or whether to exclude it permanently (OFF), i.e. it will not be executed in any
process instance, or whether to defer this decision to run time (OPT), i.e. for each process
instance, it has to be decided whether to execute the function or not. Configurable con-
nectors subsume build-time connector types that are less or equally expressive. Hence,
a configurable connector can only be configured to a connector type that restricts its
behavior. A configurable OR-connector may be mapped to a regular OR-, XOR-, AND-
connector, or to a single sequence of events and functions (indicated by SE(Q),, for some
process path starting with node n). A configurable AND-connector may only be mapped
to a regular AND-connector. A configurable XOR-connector may be mapped to a regular
XOR-connector or to a single sequence SE(@),. Interdependencies between configurable
EPC nodes can be specified via configuration requirements, i.e. logical expressions that
define constraints for inter-related configuration nodes. Configuration guidelines formal-
ize recommendations and best practices (also in the form of logical expressions) in order
to support the configuration process semantically. Additional work formalizes C-EPC
syntax [RA07], its mapping to EPCs [MRRAO06], and its identification from existing sys-
tems [JVARO6].

3.4 EPC Semantics

In addition to related work on the syntax of EPCs, there are several contributions towards
the formalization of EPC semantics. This section first illustrates the semantical problems
related to the OR-join. Then it gives a historical overview of semantical definitions, and
provides a formalization for EPCs, that is used in this thesis. Furthermore, we present
an implementation of these semantics as a ProM plug-in that generates the reachability

graph for a given EPC.

3.4.1 Informal Semantics as a Starting Point

Before discussing EPC formalization problems, we need to establish an informal un-

derstanding of state representation and state changes of an EPCs. Although we provide
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a formal definition not before Section 3.4.5, the informal declaration of state concepts
helps to discuss formalization issues in this section. The state, or marking, of an EPC
is defined by assigning a number of tokens (or process folders) to its arcs.! The formal
semantics of an EPC define which state changes are possible for a given marking. These
state changes are formalized by a transition relation. A node is called enabled if there
are enough tokens on its incoming arcs that it can fire, i.e. a state change defined by a
transition can be applied. This process is also called firing. A firing of a node n consumes
tokens from its input arcs n,, and produces tokens at its output arcs n,,;. The formaliza-
tion of whether an OR-join is enabled is a non-trivial issue since not only the incoming
arcs have to be considered. The sequence 7 = nin,...n,, is called a firing sequence if it
is possible to execute a sequence of steps, i.e. after firing n, it is possible to fire no, etc.
Through a sequence of firings, the EPC moves from one reachable state to the next. The
reachability graph of an EPC represents how states can be reached from other states. A
marking that is not a final marking, but from which no other marking can be reached, is
called a deadlock. The notion of an initial and a final marking will be formally defined in
Section 3.4.5.

3.4.2 EPC Formalization Problems

We have briefly stated that the OR-join synchronizes all active incoming branches. This
bears a non-trivial problem: if there is a token on one incoming arc, does the OR-join
have to wait or not? Following the informal semantics of EPCs, it is only allowed to
fire if it is not possible for a token to arrive on the other incoming arcs (see [NRO2]). In
the following subsection, we will show what the formal implications of these intended
semantics are. Before that, we present some example EPCs, the discussion of which
raises some questions that will not be answered immediately. Instead, we revisit them

later on to illustrate the characteristics of different formalization approaches.

Figure 3.6(a) shows an EPC with an OR-join on a loop. There is a token on arc a2

IThis state representation based on arcs reflects the formalization of Kindler [Kin03, Kin04, Kin06]
and can be related to arcs between tasks in YAWL that are interpreted as implicit conditions [AHOS]. Other
approaches assign tokens to the nodes of an EPC, e.g., [Rum99]. Later, we will make a distinction between
state and marking in our formalization of EPC operational semantics.
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(a) One OR-Join Loop EPC (b) Two OR-Join Loop EPC

Figure 3.6: EPCs (a) with one OR-join and (b) with two OR-joins on the loop

from function f1 to the OR-join c1. The question is whether c1 can fire. If it could fire,
then it would be possible for a token to arrive on arc a9 from f3 to the join. This would
imply that it should wait and not fire. On the other hand, if it must wait, it is not possible
that a token might arrive at a9. Figure 3.6(b) depicts an EPC with two OR-joins, ¢3 and
¢d, on a loop which are both enabled (cf. [ADKO2]). Here, the question is whether both
or none of them can fire. Since the situation is symmetrical, it seems unreasonable that

only one of them should be allowed to fire.

The situation might be even more complicated, as Figure 3.7 illustrates (cf. [Kin03,
Kin04, Kin06]). This EPC includes a loop with three OR-joins: c1, ¢3, and ¢5, all of
which are enabled. Following the informal semantics, the first OR-join c1 is allowed to
fire if it is not possible for a token to arrive on arc a21 from the AND-split c6. To put it
differently, if c1 is allowed to fire, it is possible for a token to arrive on arc a7 that leads
to the OR-join c3. Furthermore, the OR-join ¢b could eventually fire. Finally, the first
OR-join c1 would have to wait for that token before firing. To put it short, if c1 could

fire, it would have to wait. One can show that this also holds the other way around: if it
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Figure 3.7: EPCs with three OR-joins on the loop

could not fire, it would not have to wait. Furthermore, this observation is also true for the
two other OR-joins. In the subsequent section, we will discuss whether this problem can

be resolved.

Refinement is another issue related to OR-joins. Figure 3.8 shows two versions of
an EPC process model. In Figure 3.8(a) there is a token on a7. The subsequent OR-join
c2 must wait for this token and synchronize it with the second token on a5 before firing.
In Figure 3.8(b) the sequence e3-a7-f3 is refined with a block of two branches between
an OR-split c3a and an OR-join ¢3b. The OR-join ¢2 is enabled and should wait for the
token on a7 f. The question here is whether such a refinement might change the behavior
of the OR-join cl. Figure 3.8 is just one simple example. The answer to this question
may be less obvious if the refinement is introduced in a loop that already contains an
OR-join. Figure 3.9 shows a respective case of an OR-join cl on a loop that is refined
with an OR-Block c3a-c3b. One would expect that the EPC of Figure 3.8(a) exhibits the
same behavior as the one in (b). In the following section, we will discuss these questions

from the perspective of different formalization approaches.
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(a) EPC with OR-join (b) Refinement of e3-f3 block

Figure 3.8: EPC refined with an OR-Block

3.4.3 Approaches to EPC Semantics Formalization

The transformation to Petri nets plays an important role in early formalizations of EPC
semantics. In Chen and Scheer [CS94], the authors define a mapping to colored Petri
nets and address the non-local synchronization behavior of OR-joins. This formalization
builds on the assumption that an OR-split always matches a corresponding OR-join. The
colored token that is propagated from the OR-split to the corresponding OR-join signals
which combination of branches is enabled. Furthermore, the authors describe the state
space of some example EPCs by giving reachability graphs. However, this first Petri net
semantics for EPCs has mainly two weaknesses. Firstly, a formal algorithm to calculate
the state space is missing. Secondly, the approach is restricted to EPCs with matching
OR-split and OR-join pairs. Therefore, this approach does not provide semantics for the

EPCs shown in figures 3.6 and 3.7. Even though the approach is not formalized in all its
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Figure 3.9: Cyclic EPC refined with an OR-Block

details, it should be able to handle the refined EPC of Figure 3.8(b) and the inner OR-join
c3b in Figure 3.8(b).

The transformation approach by Langner, Schneider, and Wehler [LSW97a, LSW97b,
LSW98] maps EPCs to Boolean nets in order to define formal semantics. Boolean nets
are a variant of colored Petri nets whose token colors are 0 (negative token) and 1 (positive
token). Connectors propagate both negative and positive tokens according to their logical
type. This mechanism is able to capture the non-local synchronization semantics of the
OR-join similar to dead-path elimination in workflow systems (see [LA94, LR00]). The
XOR-join only fires if there is one positive token on incoming branches and a negative
token on all other incoming branches. Otherwise, it blocks. A drawback of this semantics
definition is that the EPC syntax has to be restricted: arbitrary structures are not allowed.
If there is a loop it must have an XOR-join as entry point and an XOR-split as exit

point. This pair of connectors in a cyclic structure is mapped to one place in the resulting
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Boolean net. As a consequence, this approach does not provide semantics for the EPCs
in Figures 3.6 and 3.7. Still, it can cope with any pair of matching OR-split and OR-join.
Accordingly, the Boolean nets define the expected semantics of the refined EPC of Figure
3.8(b) and of the inner OR-Block introduced as a refinement in Figure 3.8(b).

Van der Aalst [Aal99] presents a mapping approach to derive Petri nets from EPCs,
but he does not give a mapping rule for OR-connectors because of the semantic prob-
lems illustrated in Section 3.4.2. The mapping provides clear semantics for XOR and
AND-connectors as well as for the OR-split, but since the OR-join is not formalized, the
approach does not provide semantics for the EPCs of Figures 3.6 to 3.9. Dehnert presents
an extension of this approach by mapping the OR-join to a Petri net block [Deh02]. Since
the resulting Petri net block may or may not necessarily synchronize multiple tokens at
runtime (i.e., a non-deterministic choice), its state space is larger than the actual state
space with synchronization. Based on the so-called relaxed soundness criterion, it is
possible to cut away undesirable paths and, thus, check whether a join should be syn-
chronized (cf. [DA04]).

In [Rit99, Rit00] Rittgen discusses the OR-join. He proposes to distinguish between
three types of OR-joins on the syntactic level: every-time, first-come, and wait-for-all.
The every-time OR-join basically reflects XOR-join behavior; the first-come OR-join
passes the first incoming token and blocks afterwards; and the wait-for-all OR-join de-
pends on a matching split similar to the approach of Chen and Scheer. This proposal
could provide semantics for the example EPCs of Figures 3.6 to 3.9 in the following
way. If we assume an every-time semantics, all OR-joins of the example EPCs could fire.
While the loops would not block in this case, there would be no synchronization at all
which contradicts the intended OR-join semantics. If the OR-joins behave according to
the first-come semantics, all OR-joins could fire. Yet, there would also be no synchro-
nization and the loops could be run only once. If the OR-joins had wait-for-all semantics,
we would have the same problems as before with the loops. Altogether, the proposal by

Rittgen does not provide a general solution to the formalization problem.

Building on prior work of Rump [ZR96, Rum99], Niittgens and Rump [NRO2] define
a transition relation for EPCs that also addresses the non-local semantics of the OR-

join, yet there is a problem: the transition relation for the OR-join refers to itself under
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negation. Van der Aalst, Desel, and Kindler [ADKO02] show, that a fixed point for this
transition relation does not always exist. They present an example to prove the oppo-
site: an EPC with two OR-joins on a circle, which wait for each other as depicted in
Figure 3.6(b). This vicious circle is the starting point for the work of Kindler towards a
sound mathematical framework for the definition of non-local semantics for EPCs. In a
series of papers [Kin03, Kin04, Kin06], Kindler elaborates on this problem in detail. The
technical problem is that for the OR-join the transition relation R depends upon itself
in negation. Instead of defining one transition relation, he considers a pair of transition
relations (P, Q) on the state space 3 of an EPC and a monotonously decreasing func-
tion R : 2¥XNx¥ _, 9EXNXE Then, a function o((P,Q)) = (R(Q), R(P)) has a least
fixed point and a greatest fixed point. P is called pessimistic transition relation and ()
optimistic transition relation. An EPC is called clean, if P = (). For most EPCs, this is
the case. Some EPCs, such as the vicious circle EPC, are unclean since the pessimistic
and the optimistic semantics do not coincide. Moreover, Cuntz provides an example
of a clean EPC, which becomes unclean by refining it with another clean EPC [Cun04,
p.45]. Kindler even shows that there are acyclic EPCs that are unclean (see [Kin06,
p-38]). Furthermore, Cuntz and Kindler present optimizations for an efficient calcula-
tion of the state space of an EPC, and a respective prototype implementation called EPC
Tools [CK04, CKO05]. EPC Tools also offers a precise answer to the questions regarding
the behavior of the example EPCs in Figures 3.6 to 3.9.

e Figure 3.6(a): For the EPC with one OR-join on a loop, there is a fixed point and
the connector is allowed to fire.

e Figure 3.6(b): The EPC with two OR-joins on a loop is unclean. Therefore, it is
not clear whether the optimistic or the pessimistic semantics should be considered.

e Figure 3.7: The EPC with three OR-joins is also unclean, i.e., the pessimistic devi-
ates from the optimistic semantics.

e Figure 3.8(a): The OR-join ¢2 must wait for the second token on a7.

e Figure 3.8(b): The OR-join ¢2 must wait for the second token on a7 f.

e Figure 3.9(a): The OR-join c1 must wait for the second token on a7.

e Figure 3.9(b): The OR-join cl is allowed to fire, the second OR-join ¢2 in the
OR-block must wait.
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Even though the approach by Kindler provides semantics for a large subclass of EPCs,
1.e. clean EPCs, there are some cases like the EPCs of Figure 3.6(b) and 3.7 that do not
have semantics. The theorem by Kindler proves that it is not possible to calculate these
EPCs semantics as long as the transition relation is defined with a self-reference under
negation. Furthermore, such a semantics definition may imply some unexpected results,
e.g. the EPC of Figure 3.9(a) behaves differently than its refinement in Figure 3.9(b).

While it is argued that unclean EPCs only have theoretical relevance, there actually
are unclean EPCs in practice. Figure 3.10 shows the Test Equipment Management EPC
from the Quality Management branch of the SAP Reference Model (cf. [KT98]). The
marking of this EPC in the figure can be produced by firing the OR-split on the right-
hand side of the EPC. Both XOR-joins are on a loop resulting in an unclean marking.
This illustrates the need in theory and practice to also provide semantics for EPCs that

are unclean, according to Kindler’s definition [Kin06].

Van Hee, Oanea, and Sidorova discuss a formalization of extended EPCs as they are
implemented in the simulation tool of the ARIS Toolset (see [[DS03a]) based on a tran-
sition system [HOSO05]. This transition system is mapped to colored Petri nets in order to
do verification with CPN Tools (see [JKWO07]). The considered EPC extension includes
data attributes, time, and probabilities which are used for the simulation in ARIS. The
essential idea of this formalization and the ARIS implementation is that process folders
can have timers, and that these timers are used at an OR-join for synchronization pur-
poses.? If a folder arrives at an OR-join it has to wait until its timer expires. Since the
timers are only reduced if there are no folders to propagate, the OR-join can synchronize
multiple incoming folders. A problem of this approach is that once the timer of a folder
is expired, there is no way to synchronize it once it has passed the OR-join. If there
are several OR-joins used in sequence, only the first one will be synchronized. There-
fore, this formalization — though being elaborate — provides only a partial solution to the

formalization of the OR-join.

Van der Aalst and Ter Hofstede defined a workflow language called YAWL [AHOS]

which also offers an OR-join with non-local semantics. As Mendling, Moser, and Neu-

“Note that this general approach can be parameterized in ARIS with respect to sychronization and
waiting semantics (see [HOSO0S, p.194]).



62 3. Event-driven Process Chains (EPC)

& Java Browsing - unclean.epml - Eclipse SDK _|5|5|
File Edit Navigate Search Project Run Window Help
ng 'éf Java Browsing &

ItrElE | a s 0- Q- [ SHEFEe- @2 |0 S - |

2 p32 = B[ ] Hode.java | | amlimport.java | |J] EPC java ‘ |¥] ConfigurableEPC. java M T,

=4 |—k Select Qflainta_rfa‘. @aintena.: éf\aintena.. éflaintana‘. échedulal.. =

o | O Event
- OFfuwntion [ T
=l
= @) and

[H-1=* EPCTests @ o
B ProMBuit || 6 o

A Connection -

Pracess folders:

| |
Simulation: A}""'

Refresh enabled

A Maintena. .,

Step Simulation

Randorn simulation :
I Optimistic @ena.‘ % Y @

A
InFarmation:
1In the current state: i BN ) 2
: £ b
i -

@ Contact free

>®‘ éervicaln..
© clean '
@ sond
@ Contact free ! = 5

Fefresh
Swikch algorithm:
™ Symbolic caleulation !
Qualityn.. _______ ﬁ
D 2

In all reachable states:

& Explicit caloulation

A ey

oy Ty
\ rE {)rder\nis.. erviceln. . {inspect\u‘.
% : % i o

I Consale Xi\ o 1S T

A console is not available.

Figure 3.10: Test Equipment Management EPC from the Quality Management branch of
the SAP Reference Model



3.4. EPC Semantics 63

mann propose a transformation semantics for EPCs based on YAWL [MMNO6a], we will
discuss how the OR-join behavior is formalized in YAWL. In [AHOS], the authors pro-
pose a definition of the transition relation R(P) with a reference to a second transition
relation P that ignores all OR-joins. A similar semantics that is calculated on history-
logs of the process is proposed by Van Hee, Oanea, Serebrenik, Sidorova, and Voorhoeve
in [HOS"06]. The consequence of this definition can be illustrated using the example
EPCs.

e Figure 3.6(a): The single OR-join on the loop can fire.

e Figure 3.6(b): The two OR-joins on the loop can fire.

e Figure 3.7: The three OR-joins on the loop can fire.

e Figure 3.8(a): The OR-join c2 must wait for the second token between e3 and {3.
e Figure 3.8(b): Both OR-joins can fire.

e Figure 3.9(a): The OR-join c1 must wait for the second token between e3 and 3.
e Figure 3.9(b): Both OR-joins can fire.

Kindler criticizes that each choice for defining P “appears to be arbitrary or ad hoc in
some way” [Kin06] and uses the pair (P, () instead. The example EPCs illustrate that
the original YAWL semantics provide for a limited degree of synchronization. Consider,
for example, the vicious circle EPC with three OR-joins: all are allowed to fire, but if
one does, the subsequent OR-join has to wait. Furthermore, the refined EPCs exhibit
different behavior from their unrefined counterparts since OR-joins are ignored, i.e. they

are considered unable to fire.

Wynn, Edmond, Van der Aalst, and Ter Hofstede illustrate that the OR-join semantics
in YAWL exhibit some non-intuitive behavior when OR-joins depend upon each other
[WEAHOS]. Therefore, they present a novel approach based on a mapping to Reset nets.
Whether or not an OR-join can fire (i.e. R(P)), is determined depending on (a) a cor-
responding Reset net (i.e. P) that treats all OR-joins as XOR-joins?, and (b) a predicate

3In fact, [WEAHOS5] proposes two alternative treatments for the “other OR-joins” when evaluating an
OR-join: treat them either as XOR-joins (optimistic) or as AND-joins (pessimistic). However, the authors
select the optimistic variant because the XOR-join treatment of other OR-joins more closely match the
informal semantics of the OR-join.
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called superM that prevents firing if an OR-join is on a directed path from another en-
abled OR-join. In particular, the Reset net is evaluated using backward search techniques
that grant coverability to be decidable (see [LLOO, FSO1]). A respective verification ap-
proach for YAWL nets is presented in [WAHEOQO6]. Using these semantics, the example
EPCs behave as follows:

e Figure 3.6(a): The single OR-join on the loop can fire since superM evaluates to
false, and hence no more tokens can arrive at c;.

e Figure 3.6(b): The two OR-joins are not enabled since superM evaluates to true,
because if the respectively other OR-join is replaced by an XOR-join, an additional
token may arrive.

e Figure 3.7: The three OR-joins are not enabled, because if one OR-join assumes
the other two to be XOR-joins, then this OR-join has to wait.

e Figure 3.8(a): The OR-join ¢2 must wait for the second token on a7.

e Figure 3.8(b): The OR-join ¢2 must wait for the second token on a7f.

e Figure 3.9(a): The OR-join ¢/ must wait for the token on a7.

e Figure 3.9(b): The OR-join ¢/ must wait because if ¢3b is assumed to be an XOR-
join a token may arrive via a3. The OR-join ¢3b must also wait, because if c1 is an

XOR-join, another token may move to a7c. Therefore, there is a deadlock.

The novel approach based on Reset nets provides interesting semantics, but in some cases

also leads to deadlocks.

Table 3.3: Overview of EPC semantics and their limitations

OR-join semantics | Limitations

[CS94] OR-join must match OR-split
[LSWI8] Joins as loop entry undefined
[Rit99] every-time | missing synchronization

[Rit99] first-come | OR-join can block

[Rit99] wait-for-all | OR-join as loop entry undefined

[Kin06] EPC can be unclean
[HOSO05] folders with expired timers do not synchronize
[AHOS5] limited synchronization

[WAHEO6] OR-join may block
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Table 3.3 summarizes existing work on the formalization of the OR-join. Several
early approaches define syntactical restrictions, such as OR-splits, to match correspond-
ing OR-joins or models to be acyclic (see [CS94, LSW98, Rit99]). Newer approaches
impose little or even no restrictions (see [Kin06, AHO5, WAHEOQ6]), but exhibit unex-
pected behavior for OR-block refinements on loops with further OR-joins on it. The
solution based on Reset nets seems to be most promising from the intuition of its behav-
ior. Yet, it requires extensive calculation effort since it depends upon backward search
to decide coverability (Note that reachability is undecidable for reset nets illustrating the
computational complexity of the OR-join in the presence of advanced routing constructs).
In the following subsection, we propose a novel approach that overcomes some of the re-
finement problems of the Reset nets semantics and that provides a more intuitive solution

since all OR-join decisions can be made with local knowledge.

3.4.4 A Novel Approach towards EPC Semantics

In this subsection, we introduce a novel concept for EPC semantics.* The formalization
of this concept follows in the subsequent section. The principal idea of these semantics
borrows some concepts from Langner, Schneider, and Wehler [LSW98] and adapts the
idea of Boolean nets with true and false tokens in an appropriate manner. Furthermore,
we utilize similar notations as Kindler [Kin06], modifying them where needed. The tran-
sition relations that we will formalize afterwards depend on the state and the context of
an EPC. The state of an EPC is basically an assignment of positive and negative tokens
to the arcs. Positive tokens signal which functions have to be carried out in the process,
negative tokens indicate which functions are to be ignored for the moment. The transition
rules of AND-connector and OR-connectors are adopted from the Boolean nets formal-
ization which facilitates synchronization of OR-joins in structured blocks. In order to
allow for a more flexible utilization of XOR-connectors in a cyclic structure, we modify

and extend the approach of Boolean nets in three ways:

4An earlier version of these semantics is described in [MAO6]. Essentially, this version is different in
two ways: (1) Dead context is propagated already if only one input is dead. Without that, XOR-loops could
not be marked dead. (2) We introduce a concept to clean up negative tokens that could not be forwarded to
an OR-join (see negative upper corona in phase 4 for positive token propagation).
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1. XOR-splits produce one positive token on one of their their output arcs, but no

negative tokens. XOR-joins fire each time there is a positive token on an incoming
arc. This mechanism provides the expected behavior in both structured XOR-loops
and structured XOR-blocks where an XOR-split matches an XOR-join.

. In order to signal OR-joins that it is not possible to have a positive token on an

incoming branch, we define the context of an EPC. The context assigns a status
of wait or dead to each arc of an EPC. A wait context indicates that it is still
possible that a positive token might arrive; a dead context status means that either
a negative token will arrive next, or no positive token can arrive anymore. For
example, XOR-splits produce a dead context on those output branches that are not
taken, and a wait context on the output branch that receives a positive token. A dead
context at an input arc is then used by an OR-join to determine whether it has to
synchronize with further positive tokens or not. Since dead and wait context might
be conflicting and, thus, have to alternate, both context and state is propagated in

separate phases to guarantee termination.

. The propagation of context status and state tokens is arranged in a four phase cy-

cle: (a) dead context, (b) wait context, (c) negative token, and (d) positive token

propagation.

(a) In this phase, all dead context information is propagated in the EPC until no

new dead context can be derived.

(b) Then, all wait context information is propagated until no new wait context
can be derived. It is necessary to have two phases (i.e., first the dead context
propagation and then the wait context propagation) in order to avoid infinite

cycles of context changes (details below).

(c) After that, all negative tokens are propagated until no negative token can be
propagated anymore. This phase cannot run into an endless loop (details

below).

(d) Finally, one of the enabled nodes is selected and propagates positive tokens

leading to a new iteration of the four phase cycle.
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In the following part, we first give an example to illustrate the behavior of the EPC

semantics before defining state, context, and each transition phase in detail.

Revisiting the cyclic EPC refined with an OR-block

Figure 3.11 revisits the example of the cyclic EPC refined with an OR-block that we

introduced as Figure 3.9 in Section 3.4.2.

In Figure 3.11(a), an initial marking with two positive tokens on al and a11 is given.
These positive tokens induce a wait context on all arcs, which implies that all of them
might potentially receive a positive token at some point in time. The context status is
indicated by a letter next to the arc: w for wait and d for dead. Subsequently, the positive
tokens can be propagated to the arcs a2 and al2, respectively and the context of al and
all changes to dead. In this situation, the OR-join cl is not allowed to fire due to the
wait context on arc a3, but has to synchronize with positive and negative tokens that
might arrive there. The XOR-join is allowed to fire without considering the second arc
al0. In (b) the OR-split c3a has fired (following the execution of c3) and produces a
positive token on a7a and a negative token on a7d. Accordingly, the context of a7d is
changed to dead. This dead context is propagated down to arc a7 f. The rest of the context
remains unchanged. The state shown in (b) is followed by (c) where the positive and the
negative tokens are synchronized at the connector ¢3b and one positive token is produced
on the output arc a8. Please note that the OR-join ¢3b does not synchronize with the
other OR-join c1 that is also on the loop. In the Kindler and the Reset nets semantics, c3b
would have to wait for the token from a2. Here, the wait context propagation is blocked
by the negative token. In (d), the XOR-split c2 produces a positive token on a9 and a
dead context on a5. This dead context is propagated via a3 to the rest of the loop in the
dead context propagation phase. In the wait context propagation phase, the dead context
of the loop is reset to wait, which is propagated from c1. As a consequence, the OR-join

c1 is not enabled.

This example allows us to make two observations. Firstly, the context propagation
blocks OR-joins that are entry points to a loop in a wait position since the self-reference

is not resolved. Secondly, the XOR-split produces a dead context, but not a negative
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(c) Synchronizing (d) Exiting the loop

Figure 3.11: Example of EPC marking propagation
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token. The disadvantage of producing negative tokens would be that the EPC is flooded
with negative tokens if an XOR-split was used as an exit of a loop. These tokens would
give downstream joins the wrong information about the state of the loop, since it would
still be live. An OR-join could then synchronize with a negative token while a positive
token is still in the loop. In contrast to that, the XOR-split as a loop exit produces a dead
context. Since there is a positive token in the loop, it overwrites the dead context at the
exit in the wait context propagation phase. Downstream OR-joins then have the correct

information that there are still tokens to wait for.

Definition of State, Context, and Marking

We define both state and context as an assignment to the arcs. The term marking refers
to state and context together. The EPC transition relations defines which state and/or

context changes are allowed for a given marking in a given phase.

Definition 3.12 (State and Context). Let EPC = (E,F,C,l, A) be a standard EPC.
Then, a mapping o : A — {—1,0,+1} is called a state of an EPC. The positive
token captures the state as it is observed from outside the process. It is represented by a
black filled circle. The negative token depicted by a white open circle with a minus on
it has a similar semantics as the negative token in the Boolean nets formalization. Arcs
with no state tokens on them do not depict a circle. Furthermore, a mapping x : A —
{wait, dead} is called a context of an EPC'. A wait context is represented by a w and a

dead context by a d next to the arc.

In contrast to Petri nets, we distinguish the terms marking and state: the term marking

refers to state o and context « collectively.

Definition 3.13 (Marking of an EPC). Let EPC' = (E, F,C,[, A) be a standard EPC.
Then, a mapping m : A — ({—1,0, +1} x {wait, dead}) is called a marking. The set of
all markings Mgpc of an EPC is called marking space with Mgpc = A x {—1,0,+1} X
{wait, dead}. The projection of a given marking m to a subset of arcs S C A is referred
to as mg. The marking m, of an arc a can be written as m, = (k(a) + o(a)) - a, e.g.
(w + 1)a for an arc with a wait context and a positive token. If we refer to the x- or the

o-part of m, we write k,,, and 0,,, respectively, i.e. m(a) = (o(a), km(a)).
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Initial and Final Marking

The initial marking is the starting point for applying an iteration of the four-phase cycle.
In [Rum99], the initial marking of an EPC is specified as an assignment of tokens to one,
some, or all start events. While such a definition contains enough information for verifi-
cation purposes, for example by the bundling of start and end events with OR-connectors
as proposed in [MMNO6a], it does not provide executable semantics according to the
original definition of EPCs. As pointed out in [Rit99], it is not possible to equate the trig-
gering of a single start event with the instantiation of a new process. This is because EPC
start events do not only capture the creation of a process instance, but also external events
that influence the execution of a running EPC (cf. [CS94]). This observation suggests an
interactive validation approach as presented by [DAVO0S5], where the user makes explicit
assumptions about potential combinations of start events. In our approach, we assume
that in the initial marking, all start arcs a; € A, have either a positive or a negative token
with the matching context®. A respective formalization of initial and final marking is
given later in Definitions 3.14 and 3.15. In the following sections, we describe the tran-
sition relations of each node n € £ U F'U (' in the phases of dead context, wait context,

negative and positive token propagation.

Phase 1: Dead Context Propagation

The transition relation for dead context propagation defines rules for deriving a dead
context if one input arc of a node has a dead context status. Note that this rule might
result in arcs having a dead context that could still receive a positive token. Those arcs

are reset to a wait context in the subsequent phase of wait context propagation (Phase 2).

Figure 3.12 gives an illustration of the transition relation. Please note that the figure
does not depict the fact that the the rules for dead context propagation can only be ap-
plied if the respective output arc does not hold a positive or a negative token. Concrete

tokens override context information, for isntance, an arc with a positive token will always

>The context of non-start arcs is derived when the four propagation phases are entered the first time.
We choose to initialize all non-start arcs with a wait context (cf. Figure 3.11). Note that this context might
be changed in the dead context propagation phase before any token is moved.
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have a wait context. Rules (a) and (b) indicate that if an input arc of a function or an event
is dead, then also the output arc has to have a dead context status. Rule (c) represents
that each split-connector propagates a dead context to its output arcs. These transition
relations formalize the observation that if an input arc cannot receive a token anymore,
this also holds true for its output arcs (unless they already hold positive or negative to-
kens). The join-connectors require only one dead context status at their input arcs for
reproducing it at their output arc, see (d). It is important to note that a dead context is

propagated until there is an end arc or an arc that carries a token.

(a) d d (b) d d
- -
w d w d
() d d d 4 d
— —
d d d d
» »
W d W d

Figure 3.12: Transition relation for dead context propagation

Phase 2: Wait Context Propagation

The transition relation for wait context propagation defines rules for deriving a wait con-
text if one or more input arcs of a node have a wait context status. Figure 3.13 gives an
illustration of the transition relation. All transitions can only be applied if the respective
output arc does not hold a positive or a negative token. Concrete tokens override context
information, i.e. an arc with a positive token will always have a wait context. Rules (a)
and (b) show that if an input arc of a function or an event has a wait context, then the out-
put arc also has to have a wait context status. Rule (c) represents that each split-connector

propagates a wait context to its output arcs. The AND-join requires all inputs to have a
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wait context status in order to reproduce it at its output arc, see (d). XOR- and OR-joins
propagate a wait context if one of their input arcs has a wait context, see (e) and (f). Sim-
ilar to the dead context propagation, the wait context is propagated until an end node is
received or until an arc holds a token. Furthermore, the wait context is propagated by an

AND-join where all of the inputs have a wait context.
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Figure 3.13: Transition relation for wait context propagation

Observations on Context Propagation

The transition relations of context propagation permit the following observations:

e Context changes terminate: It is intuitive that context propagation cannot run in an

infinite loop. It is easy to verify that the first two phases stop. The propagation of
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dead context stops because the number of arcs is finite, i.e., the number of arcs is
an upper bound for the number of times the rules in Figure 3.12 can be applied. A
similar argument applies to the propagation of the wait context. As a consequence,
the context change phase will always terminate and enable the consideration of
new state changes in the subsequent phase.

e State tokens block context propagation: The transition relations for context propa-
gation require that the output arcs to be changed do not hold any state token, i.e.,
arcs with a positive token always have a wait context, and arcs with a negative
token always have a dead context.

e Context propagating elements: Functions, events, and split nodes reproduce the
context that they receive at their input arcs.

e OR- and XOR-joins: Both these connectors reproduce a dead and also a wait con-
text if at least one of the input arcs has the respective context.

e AND-joins: AND-joins produce wait context status only if all inputs are wait. Oth-

erwise, the output context remains in a dead context.

d d w d
a a a a
d ® <>< w d w
i1 : i2 i1 i2
a4 a3 ad a3
w w w d
(a) context changes at il and i2 (b) context changes propagate (c) context changes alternate

Figure 3.14: Situation of unstable context changes without two phases

Figure 3.14 illustrates the need to perform context propagation in two separate phases
as opposed to together in one phase. If there are context changes (a) at 71 and 72, the
current context enables the firing of the transition rules for both connectors producing a
dead context status in al and a wait context status in a3. This leads to a new context in
(b) with an additional dead context status in a2 and a new wazit context status in a4. Since
both arcs from outside the loop to the connectors are marked in such a way that incoming
context changes on the other arc is simply propagated, there is a new context in (c) with

a wast status in al and a dead context status in a3. Note that this new context can be
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propagated, and this way the initial situation is reproduced. This can be repeated again
and again. Without a sequence of two phases, the transitions could continue infinitely

and the result would be undefined.

i1

ad a3
d d“
(a) initial wait context (b) input context changes to dead (c) the loop is dead

Figure 3.15: Propagating dead context in a loop

The precedence of the two phases can also be motivated using an example EPC con-
taining a loop. The propagation of dead context with only one dead input is needed to
accurately mark loops as dead. Figure 3.15 shows the picture of a simple loop with one
XOR-join as entrance and one XOR-split as exit. Initially, the loop might be in a wait
context (a). If the path to the loop becomes dead, this context is propagated into the loop
(b) and to its output (c). If not all join-connectors would propagate dead context with one
dead input, the loop could never become dead. But since this often results in too many
dead arcs, the wait context propagation must be performed afterwards. It guarantees that

arcs that can still be receive a positive token get a wait context.

Phase 3: Negative Token Propagation

Negative tokens can result from branches that are not executed after OR-joins or start
events. The transition relation for negative token propagation includes four firing rules
that consume and produce negative tokens. Furthermore, the output arcs are set to a dead
context. Figure 3.16 gives an illustration of the transition relation. All transitions can
only be applied if all input arcs hold negative tokens and if there is no positive token on

the output arc. In the following section, we will show that this phase terminates.
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Figure 3.16: Transition Relation for Negative Token Propagation
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Phase 4: Positive Token Propagation

The transition relation for positive token propagation specifies firing rules that consume
negative and positive tokens from the input arcs of a node to produce positive tokens on
its output arcs. Figure 3.17 gives a respective illustration. Rules (a) and (b) show that
functions and events consume positive tokens from the input arc and propagate them to
the output arc. Furthermore, and this holds true for all rules, consuming a positive token
from an arc implies setting this arc to a dead context status. Rules (c) and (d) illustrate
that AND-splits consume one positive token and produce one on each output arc, while
AND-joins synchronize positive tokens on all input arcs to produce one on the output arc.
Rule (e) depicts the fact that XOR-splits forward positive tokens to one of their output
arcs. In contrast to the Boolean net formalization, they do not produce negative tokens,
but a dead context on the output arcs which do not receive the token. Correspondingly,
XOR-joins (f) propagate each incoming positive token to the output arc, no matter what
the context or the state of the other input arcs is. If there are negative tokens on the
incoming arcs, they are consumed. The OR-split (g) produces positive tokens on those
output arcs that have to be executed and negative tokens on those that are ignored. Note
that the OR-join is the only construct that may introduce negative tokens (apart from start
events that hold a negative token in the initial marking). Rule (h) shows that on OR-join
can only fire either if it has full information about the state of its input arcs (i.e., each
input has a positive or a negative token) or all arcs that do not hold a token are in a dead

context. Finally, in all rules, each output arc that receives a negative token is set to a dead
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context and each that gets a positive token is set to a wait context.

The last two firing rules of the OR-join in Figure 3.17(h) deserve some further com-
ments. Beyond the removal of all positive and negative tokens on the input arcs, also
those negative tokens on the negative upper corona of the OR-join are removed. The
motivation for this concept is that loops can propagate dead context, but negative tokens
get stuck at the entry join of a loop. After the loop, a dead context can make the firing
condition of an OR-join become true, while negative tokens that were generated for syn-
chronization purposes still reside before the loop. Not removing such negative tokens
with the firing of an OR-join might cause non-intuitive behavior. Therefore, in addition
to the positive and negative tokens on the input arcs of the OR-join, also those negative
tokens with a path leading to the OR-join via arcs that all have a dead context, i.e. on the

negative corona, are also removed.

Figure 3.18 gives the example of a structured EPC with an outer XOR-loop between
cl and ¢6 and an inner XOR-loop between ¢3 and c4. The inner loop is also nested in
an OR-block between c2 and ¢5. The current marking is produced by firing the OR-split
with a negative token to the left and a positive token to the right, and then propagating
the positive token via f2. Now, the OR-join ¢b is enabled with a dead context on one
of the input arcs. Moreover, there is a negative token before the inner XOR-loop which
cannot be propagated. If the OR-join would now simply fire and navigate via e2 back to
c2 the EPC would be in a deadlock since the firing rules for tokens require the output arcs
to be empty. Therefore, the negative token before c3 has to be removed when firing the
OR-join ¢5. Accordingly, if an OR-join fires, it has to remove all negative tokens on its
so-called negative upper corona, i.e. the arcs carrying a negative token that have a path to

the OR-join on which each arc has a dead context and no token on it.

Observations on State Propagation

The transition relations of state propagation permit the observation that the EPC seman-
tics are safe, i.e. it is not possible to have more than one token on an arc. Firstly, this
property is enforced by the definition of state since it is a mapping from the arcs to the

set of -1,0, and +1. Furthermore, the state propagation rules guarantee safeness, too,
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78 3. Event-driven Process Chains (EPC)

Figure 3.18: A structured EPC with a negative token on the negative upper corona of
OR-join ¢5

since a node can fire only if all its outputs are empty. Due to the safeness property, we
already know that the state space is finite since also the number of arcs is finite for an
EPC. Another observation is that there are several state and context propagations that
are not interesting to the user of the model. Therefore, the following section will make
a distinction between the transition relation of an EPC that covers all state and context
changes, and the reachability graph that only covers the propagation of positive tokens

and hides context and negative token propagation.

This semantics definition based on state and context implies that the examples of

Section 3.4 behave as follows.

e Figure 3.6(a): The single OR-join on the loop produces a wait context at a9. There-
fore, it is blocked.

e Figure 3.6(b): The two OR-joins produce a wait context at a23 and a24. Therefore,
they are both blocked.
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e Figure 3.7: The three OR-joins are blocked due to a wait context at a7, al4, and
a2l.

e Figure 3.8(a): The OR-join ¢2 must wait for the second token on a7.

e Figure 3.8(b): The OR-join ¢2 must wait for the second token on a7f.

e Figure 3.9(a): The OR-join ¢/ must wait for the token on a7.

e Figure 3.9(b): The OR-join ¢/ must wait for the token on a7. The OR-split c3a

produces a negative token on a7c so that ¢3b can fire.

It can be seen that the refined EPCs exhibit the expected behavior similar to the unrefined
cases, i.e. the OR-join in the structured block does not deadlock. Furthermore, if there is
an OR-join as an entry point to a loop, it will deadlock if there is not a second XOR-entry

that can propagate a token into this loop.

3.4.5 Transition Relation and Reachability Graph of EPCs

In this section, we formalize the concepts that were introduced in the previous section.
In particular, we define the transition relations for each phase and the reachability graph
of EPCs based on markings, i.e. state and context mappings o and « collectively. The
reachability graph hides the transitions of the context propagation and negative token
propagation phases. First, we provide definitions for marking, initial marking, and fi-
nal marking. Then, we define the transition relations R?, R¥, R~ and R*! of an EPC
for each of the four phases. Finally, we define the reachability graph RG based on the
transition relations and an algorithm to calculate RG. Please note that all definitions are

applicable for relaxed syntactically correct EPCs (see Definition 3.8 on page 47).

Definition of Initial and Final Marking

In this paragraph we define the sets of the initial and the final markings of an EPC similar
to the definition in Rump [Rum99]. An initial marking is an assignment of positive or
negative tokens to all start arcs while all other arcs have no token, and in a final marking

only end arcs may hold positive tokens.
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Definition 3.14 (Initial Marking of an EPC). Let EPC = (E,F,C,l, A) be a relaxed
syntactically correct EPC and Mpgpc its marking space. Igppc € Mpgpc 1s defined as the
set of all possible initial markings, i.e. m € Igpc if and only if ®:

e Jdas € Ay op(as) = +1,

o Va, € As: op(as) € {—1,+1},

o Va, € A, kp(as) = wait if o,,(as) = +1 and
kEm(as) = dead if o, (as) = —1, and

o Va € Ay UA, : Kp(a) = wait and o,,(a) = 0.

Definition 3.15 (Final Marking of an EPC). Let EPC = (E, F,C,l, A) be a relaxed
syntactically correct EPC and Mgp( its marking space. Ogpc C MEgpe is defined as the

set of all possible final markings, i.e. m € Ogpc if and only if:

e Ja. € A.: opp(a.) = +1 and
o Vac A;U Ay : opp(a) <0.

(a) One particular initial marking (b) One particular final marking

Figure 3.19: Initial and final marking of an EPC

Initial and final markings are the start and end points for calculating the transition

relation of an EPC. Figure 3.19(a) illustrates one particular initial marking ¢ € I which

®Note that the marking is given in terms of arcs. Intuitively, one can think of start events holding
positive or negative tokens. However, the corresponding arc will formally represent this token.
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assigns a positive token to the left start arc and a negative token to the right start arc. The
OR-join synchronizes both these tokens and may produce (after some steps) the marking
that is depicted in Figure 3.19(b). There, the left branch of the XOR-split has been taken
which results in positive tokens on the end arcs after the AND-split and a dead context

on the right end arc.

Phase 1: Transition Relation for Dead Context Propagation

Given these definitions related to the marking of an EPC, we define the transition relations
for each phase. We can summarize the different rules of Figure 3.12 in a single one: if
one input arc of the respective node has a dead context, then this is propagated to the

output arcs.

Definition 3.16 (Transition Relations for Dead Context Propagation). Let KFPC =
(E,F,C,l, A) be a relaxed syntactically correct EPC, N = E U ' U C'its set of nodes,
and Mgpc its marking space. Then RY C Mppe X N X Mgpc is the transition relation

for dead context propagation and (m,n,m’) € R?if and only if:

(Jaen,, : km(a) = dead) A

(Vaca : om(a) = op(a)) A

(Fxz0: X ={a € nowt | om(a) =0 A ky(a) = wait} A
(Vaex @ Ky (a) = dead) A

(Vaearx : k(@) = km(a))
Furthermore, we define the following notations:

n . . .
e m; — my if and only if (mq,n,ms) € Re. We say that in the dead context
d
propagation phase marking m; enables node n and its firing results in ms.
. . n
e m — m/ if and only if In : m; — ma.
d d
T /e . . _
om 7 m'if and only if 3, nomg,mgsr 0T = Man2..ng € Nk A
/ ni n2 Nq
mp =mAmg =m Amy 7 Mo, Mo 7 7mq+1.

* . . T
e m — m'ifand only if 3, : m — m/.
d d
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om m—;f: m’ if and only if 3, : m % AN S ~ m”.
e mary : Mppc — Mpgpc such that mazy(m) = m' if and only if m ’%fc m'. The

existence of a unique max,4(m) is the subject of Theorem 3.1 below.

Theorem 3.1 (Dead Context Propagation terminates). For an EPC and a given marking
m, there exists a unique mazxq(m) which is determined in a finite number of propagation

steps.

Proof. Regarding uniqueness, by contradiction: Consider an original marking m, €
Mpgpe and two markings my,421, Mimazz € Mpepc such that myg m—jf Momaz1, Mo m—}m
Mimaz2> ANd Mypaz1 Z Minaze. Since both Mmy,..1 and my,q.0 can be produced from my
they share at least those arcs with dead context that were already dead in my. Further-
more, following from the inequality, there must be an arc a that has a wait context in
one marking, but not in the other. Let us assume that this marking is m,,q,1. But if
37 myg % Mnaze such that k., (a) = dead, then there must also 37" : Mya01 % m’
such that k,,(a) = dead because m,,,,2 is produced applying the propagation rules
without ever changing a dead context to a wait context. Accordingly, there are further
propagation rules that can be applied on m,,.,1 and the assumption m, 7%1 Moymazl 15
wrong. Therefore, if there are two m;,4,1 and m,,,4.2, they must have the same set of arcs
with dead context, and therefore also the same set of arcs with wait context. Since both
their states are equal to the state of m, they are equivalent, i.e., maxz4(m) is unique.

Regarding finiteness: Following Definition 3.11 on page 50, the number of nodes of an
EPC is finite, and therefore the set of arcs is also finite. Since the number of dead con-
text arcs is increased in each propagation step, no new propagation rule can be applied,
at the latest after each arc has a dead context. Accordingly, dead context propagation

terminates at the latest after | A| steps. O

Phase 2: Transition Relation for Wait Context Propagation

For the wait context propagation, we also distinguish two cases based on the different
transition relations of Figure 3.13. The first case covers (a) function, (b) intermediate

event, (c) split, (d) and-join nodes. If the node belongs to this group and all input arcs
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are in a wait context, then the wait context is propagated to those output arcs that have a
dead context and no state token on them. The second case, if the node is an XOR-join or
an OR-join and one of the input arcs is in a wait context, then this is propagated to the

dead output arc.

Definition 3.17 (Transition Relations for Wait Context Propagation). Let FPC =
(E,F,C,l, A) be a relaxed syntactically correct EPC, N = E U ' U C'its set of nodes,
and Mgpc its marking space. Then R C Mgpc X N X Mpgpc is the transition relation

for wait context propagation and (m,n, m’) € RY if and only if:

(n€ FUE;; USU Jya) A

(Vacn © Fim(a) = wait) A

(Vaea : Um( ) = ow(a)) A

(Fxz0: X ={a € nout | om(a) =0 A ky,(a) = dead} A
(Vaex : Ky (a) = wait) A
(Facax  Fie (@) = Kim(a)))

V

(1€ Jror U Tor) A

(Jaen,, © km(a) = wait) A

( acA Um( )— Um’(a)) A

(Fxz0: X ={a € nout | om(a) =0 A Ky (a) = dead} A
(Vaex : Ky (a) = wait) A

(VaeA\X : /fm’(a) = ’fm(a)))
Furthermore, we define the following notations:

e m; — my if and only if (mq,n,my) € R™. We say that in the wait context
w
propagation phase marking m; enables node n and its firing results in ms.

. . n
e m — m' if and only if In : m; — ma.
w w

e m — m/if and only if 3, .

sNq, M5, Mg 41 T = n1n2nq 6 N * /\
R _ !/ ni no Ng
my =mA Mg =m Ny ;wng,mg 7 7mq+1.

* . .
e m = m'ifand only if 3, : m = m/.
w w
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o m ™% m'ifand only if 3, : m 5 m’ A oty - — M.
w w w

e mar, : Mgpc — Mgpe such that maz,(m) = m' if and only if m ™% m/. The

w

existence of a unique max,,(m) is the subject of Theorem 3.2 below.

Theorem 3.2 (Wait Context Propagation terminates). For an EPC and a given marking
m, there exists a unique mazx,,(m) which is determined in a finite number of propagation

steps.

Proof. Analogous proof as for Theorem 3.1. O

Phase 3: Transition Relation for Negative State Propagation

The transition rules for the various node types in this phase can be easily summarized in
one transition relation: if all input arcs carry a negative token and all output arcs hold
no negative or positive token, then consume all negative tokens on the input arcs and

produce negative tokens on each output arc.

Definition 3.18 (Transition Relations for Negative State Propagation). Let FPC =
(E,F,C,1, A) be a relaxed syntactically correct EPC, N = E U F'' U C'its set of nodes,
and Mppc its marking space. Then R~ C Mgpc x N x Mgpc is the transition relation

for negative state propagation and (m,n, m’) € R~! if and only if:

(Vaeny, : om(a) = —1) A
(Vaenou : Um(a) =0) A
(Vaen, + omr(@) = 0) A
(Vaenow : omr (@) = —1) A
(VaeA\nous "im’(a> = Km(a)) A
(Vaenou * fome(a) = dead) A

(¥

a€ A\ (ninUnout) * Um’(a) = CTm(CL))
Furthermore, we define the following notations:

° my i{ my if and only if (my,n,ms) € R™!. We say that in the negative state

propagation phase marking m; enables node n and its firing results in ms.
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. . n
m — m’ if and only if In : m; — mo.
~1 -1

T . .
m— m'if and only if 3, ooy imgys 0T = MaNg.ng € N ¥ A
o o ny n2 Tq
my =mA Mg =m Ny _—1> Mo, Mo _—1> _—1>mq+1.

* . . T
m— m/ if and only if 3, : m — m/.
- -1
max . . T
m = m'if and only if 3. : m — m/ A F 0y " — m”.
- -1 -1
. . max
max_y : Mppc — Mpgpc such that max_1(m) = m/ if and only if m — m/.
-1

The existence of a unique maz_1(m) is discussed below in Theorem 3.3.

Theorem 3.3 (Negative State Propagation terminates). For an EPC and a given marking

m, there exists a unique max_1(m) which is determined in a finite number of propagation

steps.

Proof. Regarding finiteness, by contradiction. Since an EPC is safe, i.e. there is at maxi-

mum one token per arc, it is a prerequisite for an infinite propagation that there is a cyclic

structure in the process in which the negative token runs into an infinite loop. Due to the

coherence property of an EPC, and the minimum number of one start and one end node

(Definition 3.11), two cases of a cyclic path can be distinguished:

@

(ii)

cyclic path a — a with Ze € E; : e — a: in this case the loop could potentially
propagate a negative token infinitely, but it will never receive a token since there is
no path from a start node into the cyclic path. Furthermore, relaxed syntactically

correct EPCs do not contain such paths according to Definition 3.8.

cyclic path a — a with Je € F : e — a: In this case, there must be a join j on a
cyclic path @ < a such that there exists an arc (z, j) and there is no path a — .
Therefore, a negative token could only be propagated infinitely on the path a — «a
if the join j would receive repeatedly ad infinitum negative tokens on the arc (z, j)
in order to allow j to fire according to Definition 3.18. Since the number of tokens
on arcs is limited to one, this is only possible if there is another cyclic path b <— b
that produces negative tokens ad infinitum on a split node s. Again, for this cyclic
path b — b, the two cases (i) and (ii) can be distinguished. Accordingly, there must

be another cyclic path ¢ < c that feeds the path with b, and so forth.
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Since the existence of a cyclic path that propagates negative tokens infinitely depends on

the existence of another such path, there is a contradiction. L]

Regarding uniqueness we do not provide a formal proof here. Consider that there
exist an original marking mg € Mgpc and two markings my,az1, Mmaz2 € MEpc such

max . o,
= M2, and Myae1 7 Mimaze. According to the transition

that my m—?m Mimazl> 0
relation, there are no transitions that could compete for tokens such as in non free-choice
Petri nets, i.e. the firing of a transition cannot disable another one, and there are no alter-
native transitions for an enabled node. Furthermore, a context change of an arc has no
impact on the applicability of a rule and no positive tokens are involved in firings. There-
fore, my,q.1 and m,,..2 must either be equivalent or there must be a transition enabled in

one of them such that the max property of it does not hold.

Phase 4: Transition Relation for Positive State Propagation

For OR-joins, we already described the concept of a negative upper corona in Sec-
tion 3.4.4 on page 78. The firing of an OR-join consumes not only the negative tokens
on its input arcs, but also the negative tokens on its negative upper corona. This way, no

unnecessary negative tokens remain in the EPC.

Definition 3.19 (Dead Empty Path, Negative Upper Corona). Let EPC = (E, F,C,l, A)
be a relaxed syntactically correct EPC, N = E'U F' U (' its set of nodes, and a marking
m € Mgpc. Then, we define the negative upper corona of anode n € N based on a dead
empty path. A dead empty path a L, b refers to a sequence of nodes ny, ..., n; € N with
a = n; and b = n;, such that for (7?1,712) € A:op(ny,ny) =—landVie2,....k—1
holds: (n;,n;y1) € AN op(ni,nit1) = 0 A Kp(ng, nip1) = dead. Then, the negative
upper corona Zhn = {a € Ala = (s,t)No(a) = —1At <4 n} refers to those arcs with a
negative tokennévhose target node ¢ is a transitive predece?sor of n and has a dead empty

path to n in marking m.

The transition rules for the various node types can be easily summarized as follows:
(1) for function, event, and AND-connector nodes, positive tokens on all input arcs are

consumed and propagated to all output arcs, if all of them are empty. The input context
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is set to dead and the output context to wait. (2) For XOR-connectors, one input token
is consumed from one input arc and propagated to one of the output arcs if all of them
are empty. The respective input arc is set to a dead context, as well as those output arcs
that do not receive the token. The output arc with the positive token gets a wait context.
(3) For OR-splits, the positive token is consumed from the input, and a combination of
positive and negative tokens is produced at the output arcs such that at least one positive
token is available. Furthermore, each output arc with a positive token gets a wait context
while the others get a dead context. (4) OR-joins fire either if all input arcs are not empty
and one of them has a positive token, or if there is no empty arc with a wait context
and at least one positive token on the inputs. Then, all input tokens are consumed, plus
potentially negative tokens on the negative upper corona, the input arcs are set to a dead

context, and a positive token is produced on the output with a wait context.

Definition 3.20 (Transition Relation for Positive State Propagation). Let FPC =
(E,F,C,l, A) be a relaxed syntactically correct EPC, N = E U ' U C'its set of nodes,
and Mg pc its marking space. Then R C Mpgpo x N x Mgpc is the transition relation

for positive state propagation and (m,n,m’) € R™! if and only if:

((n S F U Emt U Cand)
acnin 1 Om(a) = +1) A

aenour © Om(a) = 0) A
aeny, P Omr(@) =0 A Kpy(a) = dead) A

(v
(v
(¥
(Vacnoy: : Omr(a) = +1 A Ky (a) = wait) A
(v a€A\(ninUnout) - (@) = Km(a)) A

(¥

vV

acA\( nmUnout) (a’) = Um(a)))

((n € Cyor) A
(Fareny, : (om(ar) = +1 Aoy (a)) =0A
KEm(a1) = wait A Kp(ar) = dead) N
(Vaenow : om(a) =0) A
(T raseng : X ={a € ny, | om(a) = =1 A kp(a) = dead} A
(Oms(a2) = +1 A Kpy(a2) = wait) A
(Vaca\{ar,a0) © Emv (@) = Km(a)) A
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(Vaex : om(a) =0 A Kpy(a) = Kp(a)) A
(vaGA\(XU{al,ag}) : Um’(a) = Jm(a)))))

(

(Vaen,, : om(a) = +1) A

(Vaenow : Om(a) =0) A

(Vaens, 2 om(a) =0 A Kp(a) = dead) A

(Fxz0: X ={a € nowt | o (a) = +1 A kpy(a) = wait} A
(Vaengu\x : Omr(@) = =1 A Kpy(a) = dead) A

(VaeA\(nmUnout) (@) = Km(a) A o (a) = op(a)))

(
(Fxzo: X ={a € nin | op(a) = +1 A kp(a) = wait}) A
(Fy Y ={a€ni|onla) =—1 Akp(a) =dead}) N
(Fz:Z={a€niy|onla) =0 Arp(a) =dead}) N
(XUYUZ=ny)A
(Vacnouw + Om(a) = 0) A
(Vaen,, 1 omr(a) = 0 A Ky (a) = dead)) A
(Vacngw : Omr(@) = +1 A Ky (a) = wait) A
(Fueca: U = ‘%n A

(Vacv = omr(a) = O K (@) = Kim(a)) A

(Vae\WUninnow) * Ome (@) = 0m(@) A K (@) = Kim(a))))-

Furthermore, we define the following notations:

o my % my if and only if (my,n,my) € RT™. We say that in the positive state
+
propagation phase marking m, enables node n and its firing results in m;.
/. . n
e m — m' if and only if In : my — mo.
+1 +1
om f{ m'if and only if 3, 1 my,mgys 1T = MaN2.ng € N x A

/ ni na Nq
my = mA Mgy =M AMp — Mo, My — ... — Mgy.
q ) q
+1 +1 +1
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* . . T
e m — m/ifand only if 3, : m — m/.
+1 +1

Since the transition relation covers several marking changes that are not interesting
for an observer of the process, we define the reachability graph RG of an EPC in the

following section. It includes only transitions of the positive state propagation phase.

Calculating the Reachability Graph for EPCs

In this section, we define the reachability graph of an EPC and present an algorithm to

calculate it. First we formalize the concept of reachability related to an EPC.

Definition 3.21 (Reachability related to an EPC). Let EPC = (E,F,C,l, A) be a re-
laxed syntactically correct EPC, N = E U F'U C'its set of nodes, and M gp¢ its marking
space. Then, a marking m’ € Mpgpc is called reachable from another marking m if
and only if 3n € N A my,mg,mg € Mgpc : mazxy(m) = my A mazx,(my) =

ma A max_1(ms) = mgz A ms % m/. Furthermore, we define the following notations:

e m — m/ if and only if m’ is reachable from m.

em—m < IneN:m>m.

ST =ning..ng € N x A
n,

o A _ //\ ni na q
mp =m~NMgy1 =M mp — Mo, Mg — ... —> Mg,

* T
o my — my & AT 1My — my.

Definition 3.22 (Reachability Graph of an EPC). Let EPC = (E, F,C, [, A) be arelaxed
syntactically correct EPC, N = EF U F UC(' its set of nodes, and Mgpc its marking space.
Then, the reachability graph RG' C Mppe x N X Mgpc of an EPC contains the following

nodes and transitions:

(1) Vm € Igpc : m € RG.

(ii) (m,n,m’) € RG if and only if m = m/.

The calculation of RG requires an £ PC' as input and a set of initial markings [ C

I pc. For several EPCs from practice, such a set of initial markings will not be available.
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In this case, one can easily calculate the set of all possible initial markings. Algorithm 1
uses an object-oriented pseudo code notation to define the calculation. In particular, we
assume that RG is an instance of the class ReachabilityGraph, propagated an instances
of class Set, and toBe Propagated an instance of class Stack that provides the methods
pop() and push(). Furthermore, current Marking, oldMarking, and new M arking are
instances of class M arking that provides the methods clone() to return a new, but equiv-
alent marking, propagate DeadContext(EPC), propagateW aitContext(EPC), and
propagateN egativeT okens(EPC') to change the marking according to the transitions
of the respective phase, i.e. to determine max,, max,,, and max_; of the current mark-
ing. Finally, propagatePositiveT okens(FEPC') returns a set of (node,marking) pairs

including the node that can fire and the marking that is reached after the firing.

In lines 1-3, the sets RG and propagated are initialized with the empty set, and the
stack toBe Propagated is filled with all initial markings of the set /gpc. The while loop
between lines 4-18 calculates new markings for the marking that is on top of the stack
toBePropagated. In particular, currentMarking receives the top marking from the
stack (line 5), and it is cloned into the old M arking object (line 6). In lines 7-9, the propa-
gations of dead and wait context and of negative tokens are applied on currentMarking.
Then, in line 10, the pairs of nodes and new markings that can be reached from the old
marking are stored in the set node NewM arking. After that, the old marking is added
to the propagated set (line 11). In lines 12-17, for each pair of node and new marking
a new transition (oldM arking, node, newMarking) is added to RG. If a new marking
has not yet been propagated, it is pushed on top of the toBe Propagated stack (lines 14-
16). Using a stack, the reachability graph is calculated in a depth-first manner. Finally,

in line 19 RG is returned.

3.4.6 Tool Support for the Novel EPC Semantics

Based on the previous algorithm, we have implemented the novel EPC semantics as a
conversion plug-in for the ProM (Process Mining) framework [DMV'05, VDMAO6,
BHK"06]. ProM was originally developed as a tool for process mining, which is a do-

main that aims at extracting information from event logs to capture the business process as
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Algorithm 1 Pseudo code for calculating the reachability graph of an EPC
Require: FPC = (E,F,C,l,A),I C M

1: RG «— ()

2: toBePropagated < Igpc

3: propagated « ()

4: while toBePropagated # () do

5 currentMarking < toBePropagated.pop()

6:  oldMarking <« currentMarking.clone()

7. currentMarking.propagate DeadContext(EPC')

8

9

current M arking.propagateW aitContext( EPC)
. currentMarking.propagateNegativeT okens(EPC')
10:  nodeNewMarking < current M arking.propagate PositiveT okens(EPC')
11:  propagated.add(oldMarking)
12: for all (node, newMarking) € nodeNewMarkings do
13: RG.add(oldMarking, node, newM arking)

14: if newMarking ¢ propagated then

15: toBePropagated.push(newMarking)
16: end if

17:  end for

18: end while
19: return RG

it is being executed (cf. e.g. [ADH"03, AWMO04, CW98, GCC*04, Her00]). In the mean-
time, the functionality of ProM was extended to include other types of analysis, model
conversions, model comparison, etc. This was enabled by the plug-able architecture of
ProM, that allows to add new functionality without changing the framework itself, and
the fact that ProM supports multiple modeling languages. Since ProM can interact with
a variety of existing systems, e.g., workflow management systems such as Staffware, Or-
acle BPEL, Eastman Workflow, WebSphere, InConcert, FLOWer, Caramba, and YAWL,
simulation tools such as ARIS, EPC Tools, Yasper, and CPN Tools, ERP systems like
PeopleSoft and SAP, analysis tools such as AGNA, NetMiner, Viscovery, AlphaMiner,
and ARIS PPM (cf. [BHK'06]), the plug-in for the new EPC semantics can easily be
used for the analysis of existing models. Currently, there are more than 150 plug-ins in

release 4.1. ProM basically supports five kinds of plug-ins:

Mining plug-ins to take a log and produce a model,
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Import plug-ins to import a model from file, and possibly use a log to identify the rele-

vant objects in the model,
Export plug-ins to export a model to file,
Conversion plug-ins to convert one model into another, and

Analysis plug-ins to analyze a model, potentially in combination with a log.

SN
File Mining Analysis Comversion Exports Window Help
W QR
it - —
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Figure 3.20: Calculating the reachability graph in ProM

The conversion plug-in maps an EPC to the transition systems package (cf. [ARD" 06,
RGA™06]) that was developed for an implementation of the incremental workflow min-
ing approach by Kindler, Rubin, and Schdéifer [KRS05, KRS06a, KRS06b]. Figure 3.20
illustrates how the conversion plug-in works. First, one has to load an EPC business

process model into ProM, for instance, by using the import plug-in for the ARIS XML
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format [IDS03b] or for the EPC Markup Language [MNO6]. In the figure, the EPC exam-
ple model for a loan request process that we introduced in the beginning of this chapter
is loaded. Since ProM generates a new layout automatically, the model looks different
compared to the previous figure. Once the EPC is displayed in ProM, one can click on it,
trigger the conversion plug-in “EPC to State/Context Transition System”, and the reacha-
bility graph is calculated and shown in a new ProM window. The dense network of states
and transitions on the right-hand side stems from the concurrent execution, if there is
both a positive risk assessment for the loan request and the requester is a new customer.
There are two markings that do not serve as a source for another transition in case if the
request is rejected or accepted. Both these markings are displayed with a green border
since they are proper final markings. If they were deadlocks, they would be drawn with a

red border.

One of the nice features of the transition system package is that it provides an ex-
port to the file format of Petrify. Petrify is a software tool developed by Cortadella,
Kishinevsky, Lavagno, and Yakovlev [CKLY98, Cor98] that can not only generate the
state space for a Petri net, but also a Petri net from a transition system. The concepts
of this Petri net synthesis builds on the theory of regions by Ehrenfeucht and Rozenberg
[ER89, BD98]. Running Petrify with the reachability graph of the Loan Request example
EPC of Figure 3.1 generates a free-choice Petri net as shown in Figure 3.21. It is inter-
esting to see how the OR-join o716 is treated in the Petri net synthesis. It requires a token
at each of the two input places before it can fire. If both the positive risk assessment and
the requester is new client branch are executed, the OR-join synchronizes these paths via
its two input places. If only the positive risk assessment branch is executed, the required
tokens are produced by xor3. The decision point xor11 is the same as in the EPC model.
Furthermore, it can be seen that each alternative of an XOR-split becomes a transition
of its own (see zor10 and xor10._1 or xorll and xorll._1) while the AND-split and13
remains one transition in the Petri net. The generation of a reachability graph for an EPC
and the synthesis of a Petri net could be an important step to bring EPCs and Petri nets
closer together. In particular, such a procedure could be a way to get rid of OR-joins for

a Petri net implementation that has been modelled with EPCs in the design phase.
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Figure 3.21: A Petri net that is bisimilar to the Loan Request EPC
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TR

Dore. anotngireu

Figure 3.22: A visualization of the state ~ Figure 3.23: Another visualization of the
space of the Loan Request Petri net Loan Request state space

Another useful application related to the ProM plug-in is the possibility to export to
the FSM format via the Petri net analysis plug-in in ProM. This format can be loaded
into the visualization tool FSMTool by Groote and Van Ham [HWWO02, GHO3, GHO6].
FSMTool provides sophisticated interactive and customizable visualization of large state
transition systems. The general visualization principle of FSMTool is to project the state
space on levels of a backbone in such a way that structural symmetry can easily be seen.
The Figures 3.22 and 3.23 visualize the state space of the Loan Request Petri net that was
generated by Petrify as a three-dimensional backbone. The two decision points of this
process are represented as cones in the upper part of the backbone. Each of these decision
points splits off a new branch of execution that is visualized as a separate arm. On the first
arm for negative risk assessment, there is a green line in Figure 3.22 (in Figure 3.23 it is
blue) that represents an iteration of the loop. The other green lines highlight the activation
of a node that is closer to the start node than the node that had control before. The thick
pillar of the backbone represents the parallel execution after the AND-split. Overall, the
FSMTool is a useful addition to the ProM plug-ins for understanding the complexity of
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the state space. Still, certain information about function labels is not present and there is

no direct connection to the process model.

JSEIE)

Figure 3.24: Visualization of the Petri ~ Figure 3.25: Clustering of places for the
net and the state space in DiaGraphica same state space in DiaGraphica

This shortcoming is the motivation of the work by Verbeek, Pretorius, Van der Aalst,
and Van Wijk [VPAJO7] on a two-dimensional projection of state spaces as an extension
to the Diagraphica tool of Pretorius and Van Wijk [PWO05, PW06a]. Diagraphica can
also load FSM files and in addition the diagram of a Petri net. Figure 3.24 shows that
DiaGraphica uses an attribute clustering technique where, in this case, the attributes are
related to the places of the Petri net. As Figure 3.25 shows, there may be multiple places
in a cluster depending on the selections of the user. Transitions are represented as arcs.
This figure permits an interesting observation. Below the diagonal line of yellow clusters
the clustering hierarchy does not branch anymore. This means that for the selected places,
only one can be marked at the same time (cf. [VPAJO7, p.16]). Further interpretations of
different clustering patterns are discussed in [VPAJO7].

Based on the implementation of the reachability graph calculation in ProM, we can

relate the novel EPC semantics to several other tools and approaches for analysis, syn-
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thesis, and visualization of process models and state spaces. This way, researchers can

easily benefit from the EPC semantics and analyze its relationship to other formalisms.

3.5 EPCs and other Process Modeling Languages

In this section, we provide a comparison of EPCs with other business process model-
ing languages. The selection includes Workflow nets [Aal97], UML Activity Diagrams
(UML AD) [OMGO04], BPMN [OMGO06], and YAWL [AHO05], and is meant to illus-
trate differences and commonalities without going into mapping details. We first discuss
whether these other process modeling languages offer elements similar to the different
EPC connectors. After that, we utilize the workflow patterns documented in [AHKBO03]
to compare the languages. BPEL [CGK102, ACD"03, AAB"05], which is also receiving
increasing attention as a standard, is not included here since it addresses the execution
rather than the conceptual modeling of processes. For further details on the relationship
between EPCs and BPEL, refer to [MZ05a, ZMO05, MZ05b, MLZ05, MLZ06b, MLZ06a].
For a workflow pattern analysis of BPEL, see [WADHO3]. Furthermore, the XPDL stan-
dard [Wor02, Wor(05] has also gained some support in the industry for the definition
of executable workflow process. A workflow pattern analysis of XPDL is reported in
[Aal03]. Other approaches for comparing process modeling languages are reported in
[SAJT02, RG02, BKKRO3, Mue04, LK06].

3.5.1 Comparison based on Routing Elements

The six different connectors of EPCs, i.e., XOR-split and XOR-join, AND-split and
AND-join, OR-split and OR-join, provide the means to model complex routing and or-
dering between activities of a business process. Table 3.4 takes these routing elements
as a benchmark to compare EPCs with other business process modeling languages. It
shows that the behavioral semantics of XOR-connectors and AND-connectors, as well
as OR-split connectors, can be represented in all the considered languages. In Work-
flow nets XOR-connectors and AND-connectors are captured by places and transitions

with multiple input and output arcs, respectively. OR-split behavior can be specified as



Appendix A

Errors found with xoEPC

This appendix shows those EPCs of the SAP Reference Model for which xoEPC found
errors. The rest size is indicated in brackets. Please note that some models have up to
nine problems being identified by xoEPC. Those models that are not completely reduced
may still include errors that xoEPC did not find.
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Figure A.13: Customer Service — Repairs Processing at Customer (Field Service) — Com-
pletion Confirmation (reduced size 11)
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Figure A.22: Financial Accounting — Accounts Receivable (reduced size 9)
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Figure A.23: Financial Accounting — Accounts Receivable — Bill of Exchange Receivable
(completely reduced)
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Figure A.24: Financial Accounting — Accounts Receivable — Customer Down Payments
(completely reduced)
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Figure A.25: Financial Accounting — Consolidation (reduced size 22)
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Figure A.26: Financial Accounting — Consolidation — Preparations for Consolidation
(completely reduced)
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Figure A.27: Financial Accounting — Funds Management — Budget Execution (com-
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Figure A.28: Financial Accounting — Funds Management — Budget Planning (completely

reduced)
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Figure A.29: Financial Accounting — Funds Management — Fiscal Year Change Opera-
tions (Funds Management) (reduced size 8)
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Figure A.30: Financial Accounting — Special Purpose Ledger (completely reduced)
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Figure A.31: Financial Accounting — Valuation of Balances Relevant to Balance Sheet —

LIFO valuation (completely reduced)
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Figure A.32: Organizational Management — Planning Staff Assignment and Changes
(reduced size 15)
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Figure A.33: Organizational Management — Planning Staff Assignment and Changes —
Personnel Change Planning (completely reduced)
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Figure A.34: Organizational Management — Planning Staff Assignment and Changes —
Personnel Staff Planning (completely reduced)
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Figure A.35: Personnel Development — Personnel Appraisal (reduced size 8)
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Figure A.36: Personnel Development — Personnel Development Planning (reduced size

13)
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Figure A.37: Personnel Development — Personnel Development Planning — Career Plan-
ning (completely reduced)
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Figure A.38: Personnel Development — Personnel Development Planning — Individual
Personnel Development Planning (completely reduced)
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Figure A.39: Personnel Time Management — Personnel Time Management (reduced size
28)
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Figure A.44: Plant Maintenance — Planned Maintenance Processing (reduced size 9)
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Figure A.53: Project Management — Execution (completely reduced)
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Figure A.64: Quality Management — Test Equipment Management — Quality Inspection
for the Technical Object (completely reduced)
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Figure A.65: Quality Management — Test Equipment Management — Service Order (com-
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Figure A.66: Real Estate Management — Real Estate Management — General Contract
(completely reduced)
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Figure A.67: Recruitment — Recruitment (reduced size 19)
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Figure A.68: Recruitment — Recruitment — Applicant Pool Administration (reduced size

8)
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Figure A.69: Recruitment — Recruitment — Recruitment Request Monitoring (completely
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Figure A.70: Revenue and Cost Controlling — Profit and Cost Planning (reduced size 15)
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Figure A.72: Sales and Distribution — Empties and Returnable Packaging Handling (com-
pletely reduced)
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Figure A.73: Sales and Distribution — Sales Order Processing (Standard) (reduced size
14)
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Figure A.74: Sales and Distribution — Sales Order Processing (Standard) — Customer
Outline Agreement (completely reduced)
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Figure A.75: Sales and Distribution — Sales Order Processing: Make/Assembly To Order
(reduced size 14)
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Figure A.76: Sales and Distribution — Sales Order Processing: Make/Assembly To Order
— Customer Outline Agreement (completely reduced)
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Figure A.77: Sales and Distribution — Sales Order Processing: Make/Assembly To Order
— Sales order (completely reduced)



301

ee-0l-cha
delivery
is to

ANa
is ggaet;d ed ifé%?em Di!l\{gry re Irteelﬁelle
re crbate e creat

\
|
|

\ | s
‘\\ |
B---mmmrommoo
| ! !
| ! !
| ! ‘
\ Delivery Goods i
_ : Material
és relevan:> Issue is issued

\‘rshipme t \is posted
a u T T

| | |

| |

AND might not

get control l
from XOR 1

by

Shipment
is Complete

Figure A.78: Sales and Distribution — Sending Samples and Advertising Materials (com-
pletely reduced)



302 A. Errors found with xoEPC

Quotation

Subsequent
Standard
order
s received
|
[ £ Y (R 4
AND might not
getcontrol - - T T 1
| | |
from XOR ! ! !
| | |
***** 1 | | |
| | |
| | |
Purchase L Document Document
equisitiol ftems blocked Blocked
without re cancell due to due to
source 7" legal nsufficien

of supph ‘ created control Payment (‘Suaramee
Risk/
Cred

ana

ehalfoe
to terms
of credit

Purchase
order
created

|

|
Goods
Receipt

L &b
Goods

receipt
posted

is created

Figure A.79: Sales and Distribution — Third-Party Order Processing (reduced size 8)
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Figure A.80: Training and Event Management — Business Event Attendance Administra-

tion (reduced size 17)
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Figure A.81: Training and Event Management — Business Event Planning and Perfor-
mance (reduced size 22)
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Figure A.82: Training and Event Management — Business Event Planning and Perfor-
mance — Business Event Performance (completely reduced)
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Figure A.85: Treasury — Currency Options (TR-FX) (completely reduced)
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Figure A.86: Treasury — Forex Spot, Forward and Swap Transactions (TR-FX) (com-
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(completely reduced)
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Figure A.88: Treasury — Process Fixed-Term Deposit (TR-MM) (completely reduced)
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Figure A.89: Treasury — Process OTC Derivative Transactions (TR-DE) (reduced size 6)
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Appendix B

EPCs not completely reduced

This appendix shows those EPCs of the SAP Reference Model that were not completely
reduced and for which xoEPC did not find an error. We give the rest size in brackets and

indicate whether ProM identified them to be sound or unsound.
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Figure B.1: Asset Accounting — Handling Fixed Assets — Closing Operations (Asset

Accounting) (reduced size 14, unsound)
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Figure B.2: Asset Accounting — Handling of Leased Assets — Closing Operations (re-
duced size 10, unsound)
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(reduced size 10, sound)
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Figure B.4: Benefits Administration — Benefits Administration (reduced size 8, unsound)
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Figure B.6: Compensation Management — Long-Term Incentives (reduced size 23, un-
sound)
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Figure B.8: Customer Service — Long-Term Service Agreements — Service Contract Pro-
cessing (reduced size 13, unsound)
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(reduced size 8, unsound)
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Figure B.11: Customer Service — Repairs Processing at Customer (Field Service) — Ser-
vice Order (reduced size 11, unsound)
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Figure B.12: Customer Service — Repairs Processing in Service Center (Inhouse) —

Billing (reduced size 8, unsound)
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Figure B.13: Customer Service — Repairs Processing in Service Center (Inhouse) — Ser-
vice Notification (reduced size 6, sound)
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Figure B.14: Customer Service — Repairs Processing in Service Center (Inhouse) — Ser-
vice Order (reduced size 11, unsound)
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Figure B.15: Customer Service — Spare Parts Delivery Processing (reduced size 18,
sound)
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Figure B.16: Customer Service — Spare Parts Delivery Processing — Presales (reduced
size 10, sound)



332 B. EPCs not completely reduced

@ p
C?e | [

Planning

&

|
ong-Terr P o
C?;:?;d
waateg) \Creaed |

/Production)
cheduli

to Cost Planning ="

Product
Cost
Planning

Variances

Profit Profit Profit

&

measures!
set based,
Onvarian

Figure B.17: Enterprise Controlling — Operational business planning (reduced size 14,
unsound)
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Figure B.18: Financial Accounting — Consolidation — Consolidation of Investments (re-

duced size 26, sound)
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Figure B.19: Financial Accounting — Consolidation — Master Data Maintenance (reduced
size 9, unsound)
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Figure B.20: Financial Accounting — Special Purpose Ledger — Actual Posting (reduced
size 8, unsound)
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Figure B.21: Financial Accounting — Special Purpose Ledger — Periodic Processing (re-
duced size 17, unsound)
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Figure B.22: Personnel Administration — Personnel Actions (reduced size 13, unsound)
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Figure B.23: Personnel Time Management — Personnel Time Management — Personnel
time accounts administration (reduced size 8, unsound)
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Appendix C

Descriptive Statistics of Variables

This appendix gathers details of the statistical analysis. In particular, Section C.1 gives
a tabular overview of the variables that were available for the statistical analysis. Sec-
tion C.2 presents box plots that illustrate the empirical distribution of the variables disag-
gregated by the group of models. Section C.3 shows box plots for the different variables
disaggregated by the variable hasErrors. Finally, Section C.5 contains the correlation
tables between the variable hasError and the different metrics.

C.1 Definition of Variables

This section gives two tables that describe the variables that were available for the statis-
tical analysis. Apart from the variable countProM and hasErrors all variable values were
generated by xoEPC.
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Table C.1: Variables of the analysis table (first part)

Variable name | Description

Group Number of the EPC collection group

Filename Name of the ARIS XML file

Model ID ID of the EPC model

Duration Processing time in milliseconds

Path Path of the EPC within the model hierarchy of the file
Name Name of the EPC model

Error Value 1 if xoEPC found errors, otherwise O
Reduced Value 1 if the EPC was reduced completely, otherwise 0
Restsize Size in nodes of the reduced EPC

Interpretable Value 1 if relaxed syntactically correct, otherwise 0
Syntax List of syntax error descriptions

N Number of nodes

C Number of connectors

E Number of events

Es Number of start events

Ee Number of end events

F Number of functions

AND Number of AND-connectors

XOR Number of XOR-connectors

OR Number of OR-connectors

ANDj Number of AND-joins

XORj Number of XOR-joins

ORj Number of OR-joins

ANDs Number of AND-splits

XORs Number of XOR-splits

ORs Number of OR-splits

A Number of arcs

diameter Diameter
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Table C.2: Variables of the analysis table (second part)

Variable name

Description

Density

CNC
AvCDegree
MaxCDegree
Separability
Sequentiality
Structuredness
Depth

MM
cHeterogeneity
CFC

CYC
tokenSplit
rsequence
rblock

rloop
rstartend
rjump

rdelta

rprism
rmerge
rxoronly
countblock
countloop
countdelta
countprism
countsplitend
countProM
hasErrors

Density metric

Coefficient of connectivity

Average connector degree

Maximum connector degree

Separability ratio

Sequentiality ratio

Structuredness ratio

Depth

Connector mismatch

Connector heterogeneity

Control flow complexity

Cyclicity

Token split

Number of trivial construct rule application
Number of structured block rule application
Number of structured loop rule application

Number of structured start and end rule application
Number of unstructured start and end rule application

Number of delta rule application
Number of prism rule application
Number of merge rule application

Number of nodes deleted by homogeneous rule application

Number of structured block errors

Number of structured loop errors

Number of delta errors

Number of prism errors

Number of unstructured start and end errors
Value 1 if errors detected by ProM, otherwise 0
Value 1 if errors, otherwise O
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C.2 Box plots filtered by model group

This section shows box plots of each variable disaggregated by the group of models.
The boolean variables Error, Reduced, Interpretable, countProM, and hasError are not

included since box plots are made for interval scale.
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Figure C.1: Box plot for duration by group
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Figure C.11: Box plot for OR-connectors by group
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Figure C.13: Box plot for XOR-joins by group




C.2. Box plots filtered by model group

383

172
10 *
8-
178
*
1
516 998
6= * *
4
a st 1507 664
o 326 19
443 148 741 1795
4= <) o *
17301732 1711
504409 12 804 1619 1598 1923
[+] o * +*
584 863 1778
1837 1811 1971
2= * *
1.904 1.961
1912 1911 1996
* *
1.900 1909 1999 1.970
0= — —
T T T T
1 2 3 4

Group
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Figure C.16: Box plot for XOR-splits by group
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Figure C.17: Box plot for OR-splits by group
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Figure C.18: Box plot for arcs A by group
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Figure C.19: Box plot for diameter by group
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Figure C.20: Box plot for density by group
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Figure C.21: Box plot for coefficient of connectivity CNC by group
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Figure C.24: Box plot for separability by group
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Figure C.25: Box plot for sequentiality by group
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Figure C.26: Box plot for structuredness by group
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Box plot for depth by group



390

C. Descriptive Statistics of Variables

263
40 *
282
*
*
172
243
*
*
442%
*
232578
224, 291 438
4460 441 516
o 52
sz
E 20 o
33?8 451
aay S170 1823
404 23 1944
i 1618, oo o .
: 1882 O1.998
2 17707 19610
710 661 1.010%1.016 T 01907
gR1T76E 1667 * 1.926
1515%1.903
1910 =} 1911
18208, 747
1.900 -1 1878
186 1756
1 p2z
04
T J !
1 3 4
Group

Figure C.28: Box plot for connector mismatch MM by group
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Figure C.29: Box plot for connector heterogeneity by group
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Figure C.30: Box plot for control flow complexity CFC by group
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Figure C.31: Box plot for token split by group
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Figure C.32: Box plot for trivial construct rule application by group
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Figure C.33: Box plot for structured block rule application by group
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Figure C.34: Box plot for structured loop rule application by group
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Figure C.35: Box plot for structured start and end rule application by group
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Figure C.36: Box plot for unstructured start and end rule application by group
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Figure C.37: Box plot for delta rule application by group




C.2. Box plots filtered by model group

395

rprism
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Figure C.39: Box plot for connector merge rule application by group
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Figure C.40: Box plot for homogeneous rule application by group
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Figure C.41: Box plot for structured block errors by group
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Figure C.44: Box plot for prism errors by group
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Figure C.45: Box plot for TODO unstructured start and end errors by group
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C.3 Box plots filtered by error

This section shows box plots of each variable disaggregated by the variable hasErrors.
The boolean variables Error, Reduced, Interpretable, and countProM are not included

since box plots are made for interval scale.
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Figure C.46: Box plot for duration by error
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Figure C.47: Box plot for restsize by error
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Figure C.48: Box plot for nodes N by error
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Figure C.49: Box plot for connectors C by error
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Figure C.50: Box plot for events E by error
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Figure C.51: Box plot for start events Es by error
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Figure C.52: Box plot for end events Ee by error
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Figure C.53: Box plot for functions F by error
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Figure C.54: Box plot for AND-connectors by error



404

C. Descriptive Statistics of Variables

OR

25+
738 263
* o
204 *
ZF 282
b 1.016°
1618, 5
1.590,.1.503 1.010
1.850
*
154 121771 c38
1112 e
1 .520*704
1226
128301.250
1131 18218
10 O 1486
1675 @ 15781991
935 5 o2
5
o4 l
T T
0 1

hasErrors

Figure C.55: Box plot for XOR-connectors by error
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Figure C.56: Box plot for OR-connectors by error
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Figure C.57: Box plot for AND-joins by error
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Figure C.58: Box plot for XOR-joins by error
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Figure C.59: Box plot for OR-joins by error
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Figure C.60: Box plot for AND-splits by error
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Figure C.62: Box plot for OR-splits by error
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Figure C.63: Box plot for arcs A by error
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Figure C.64: Box plot for diameter by error
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Figure C.65: Box plot for density by error
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Figure C.66: Box plot for coefficient of connectivity CNC by error
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Figure C.67: Box plot for average connector degree by error
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Figure C.68: Box plot for maximum connector degree by error
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Figure C.69: Box plot for separability by error
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Figure C.70: Box plot for sequentiality by error
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Figure C.71: Box plot for structuredness by error
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Figure C.72: Box plot for depth by error



C.3. Box plots filtered by error

413

263
40 *
282
172 *
¥*
243
o
1780
442
2240
om
441 998
54 g1 4370 435
* e]
o 516
A7 7% 44
Exn o ¥
= 533
105170
*41B
oG s 531
2.9
[ 618
1o81Q1902
1770 &
1,757 560
0= J
T T
0 1
hasErrors
Figure C.73: Box plot for connector mismatch MM by error
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Figure C.74: Box plot for connector heterogeneity by error
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Figure C.76: Box plot for token split by error
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Figure C.77: Box plot for trivial construct rule application by error
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Figure C.78: Box plot for structured block rule application by error
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Figure C.79: Box plot for structured loop rule application by error
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Figure C.80: Box plot for structured start and end rule application by error
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Figure C.84: Box plot for connector merge rule application by error
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Figure C.88: Box plot for delta errors by error
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C. Descriptive Statistics of Variables

Table C.3: Results of Kolmogorov-Smironov test
Mean Std. Dev. Z Sig. Mean Std. Dev. Z Sig.
N 20,71 16,84 6,55 0,00 A 21,11 18,87 6,96 0,00
C 427 5,01 9,11 0,00 Sequentiality 0,46 0,31 6,04 0,00
E 1047 8,66 7,35 0,00 CNC 0,96 0,13 491 0,00
Es 243 2,70 13,08 0,00 Density 0,09 0,07 7,00 0,00
Ee 2,77 3,20 12,80 0,00 tokenSplit 1,82 3,53 13,57 0,00
F 598 494 7,29 0,00 AvCDegree 2,88 1,60 14,49 0,00
AND 1,26 2,24 12,81 0,00 | MaxCDegree 3,56 2,40 10,34 0,00
XOR 2,25 3,00 10,15 0,00 MM 3,31 4,55 10,45 0,00
OR 0,76 1,54 15,79 0,00 CYC 0,01 0,08 23,59 0,00
ANDj 0,63 1,23 16,28 0,00 Separability 0,56 0,27 4,773 0,00
XORj 1,01 1,46 11,54 0,00 Depth 0,70 0,74 12,05 0,00
ORj 0,37 0,82 18,98 0,00 | Structuredness 0,88 0,11 9,01 0,00
ANDs 0,62 1,17 16,14 0,00 CFC 382,62 884948 22,11 0,00
XORs 1,24 1,75 11,54 0,00 | cHeterogeneity 0,28 0,35 16,66 0,00
ORs 0,37 0,86 19,32 0,00 diameter 11,45 8,21 598 0,00

C.4 Analysis of Variance for Metrics grouped by hasEr-

rors

This section summarizes the result of the analysis of variance for metrics grouped by

hasErrors. First, we conduct the Kolmogorov-Smirnov test to verify that all variables

follow a normal distribution. Then, we summarize the results of the analysis of variance

showing that the mean values are significantly different for all metrics.
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Table C.4: Analysis of Variance Results ordered by F-Statistic Values

F Sig. F Sig.

C 88441 0,00 Depth 286,19 0,00
ANDj 824,72 0,00 ORs 264,28 0,00
AND 819,96 0,00 XORs 232,24 0,00

Structuredness 780,13 0,00 | Sequentiality 223,45 0,00
MM 627,43 0,00 | MaxCDegree 198,20 0,00

cHeterogeneity 585,51 0,00 diameter 180,17 0,00
E 563,04 0,00 OR 176,35 0,00

Ee 540,36 0,00 | Separability 172,92 0,00

N 532,05 0,00 Density 156,89 0,00

A 51824 0,00 CNC 137,23 0,00

ANDs 502,87 0,00 CYC 124,69 0,00
tokenSplit 471,12 0,00 F 66,59 0,00

Es 424,41 0,00 ORj 64,25 0,00

XORj 344,48 0,00 | AvCDegree 44,86 0,00
XOR 331,22 0,00 CFC 6,95 0,01
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C.5 Correlation between hasErrors and Metrics

This section shows the correlation between hasErrors and the different metrics, first as
Pearson’s correlation coefficient (Table C.5) and afterwards as Spearman’s rank correla-
tion coefficient (Table C.6).
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Table C.5: Pearson Correlation between hasErrors and Metrics (below significance)

hasErrors hasErrors
Duration 0,13 ORs 0,34
0,00 0,00

Restsize 0,62 A 0,45
0,00 0,00

N 0,46 diameter 0,29
0,00 0,00

C 0,55 Density -0,27
0,00 0,00

E 0,47 CNC 0,25

0,00 0,00

Es 0,42 AvCDegree 0,15
0,00 0,00

Ee 0,46 MaxCDegree 0,30
0,00 0,00

F 0,18 Separability -0,28

0,00 0,00

AND 0,54 Sequentiality -0,32
0,00 0,00

XOR 0,38 | Structuredness -0,53
0,00 0,00

OR 0,28 Depth 0,35
0,00 0,00

AND;j 0,54 MM 0,49
0,00 0,00

XORj 0,38 | cHeterogeneity 0,48
0,00 0,00

ORj 0,18 CFC 0,06
0,00 0,01

ANDs 0,45 CcYC 0,24
0,00 0,00

XORs 0,32 tokenSplit 0,44
0,00 0,00
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Table C.6: Spearman Rank Correlation between hasErrors and Metrics (below signifi-
cance)

hasErrors hasErrors
Duration 0,19 ORs 0,31
0,00 0,00

Restsize 0,66 A 0,38
0,00 0,00

N 0,38 diameter 0,30
0,00 0,00

C 0,43 Density -0,37
0,00 0,00

E 0,38 CNC 0,28
0,00 0,00

Es 0,35 AvCDegree 0,23
0,00 0,00

Ee 0,38 MaxCDegree 0,33
0,00 0,00

F 0,19 Separability -0,29

0,00 0,00

AND 0,45 Sequentiality -0,35
0,00 0,00

XOR 0,35 | Structuredness -0,36
0,00 0,00

OR 0,30 Depth 0,34
0,00 0,00

AND;j 0,48 MM 0,42
0,00 0,00

XORj 0,33 | cHeterogeneity 0,46
0,00 0,00

ORj 0,15 CFEC 0,39
0,00 0,00

ANDs 0,37 CcYC 0,30
0,00 0,00

XORs 0,31 tokenSplit 0,38
0,00 0,00




Appendix D

Logistic Regression Results

This appendix gathers details of the logistic regression analysis. In particular, Section D.1
gives a tabular overview of the collinearity analysis of the variables. This analysis led to
a reduction of the variable set in such a way that Sy is the only remaining count metric
for size. Section C.2 presents the results of univariate logistic regression models of all
variables of the reduced set. These univariate models show that there is no constant
in a multivariate model required since the constant is not significantly different from
zero in two models (see Wald statistic). Furthermore, the control flow complexity is not
significantly different from zero in both models with and without constant. Therefore, it
is dropped from the variables list. Section D.3 shows results from the multivariate logistic

regression analysis.

D.1 Collinearity Analysis

This section gives the results of the collinearity analysis. The absence of collinearity is

not a hard criterion for the applicability of logistic regression, but it is desirable. In a
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Table D.1: Tolerance Values for Metrics

Tolerance Tolerance
N 0.0000 | A 0.0017
C 0.0000 | diameter 0.1217
E 0.0062 | Density 0.1978
Es 0.1269 | CNC 0.1362
Ee 0.0607 | AvCDegree 0.1151
F 0.0228 | MaxCDegree 0.0792
AND 0.0064 | Separability 0.2539
XOR 0.0123 | Sequentiality 0.1377
OR 0.0125 | Structuredness 0.5555
AND;j 0.0202 | Depth 0.2228
XORj 0.0431 | MM 0.2365
ORj 0.0404 | cHeterogeneity 0.3824
ANDs 0.0209 | CFC 0.6966
XORs 0.0287 | CYC 0.8913
ORs 0.0349 | tokenSplit 0.0488

Table D.2: Tolerance Values after reducing the Metrics Set

Tolerance Tolerance
N 0.0931 | Structuredness 0.6225
diameter 0.1564 Depth 0.2606
CNC 0.2570 MM 0.3261
Density 0.2875 | cHeterogeneity 0.4241
AvCDegree 0.1283 CFC 0.8073
MaxCDegree 0.1080 CYC 0.9326
Separability 0.2828 tokenSplit 0.3008
Sequentiality 0.2576
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variable set without collinearity every variable should have a tolerance value higher than
0.1, otherwise there is a collinearity problem. In the original variable set (Table D.1) there
are several collinearity problems. We dropped the count metrics apart from Sy since they
were highly correlated. This resulted in a reduced variable set with almost no collinearity
problems (Table D.2). The Sy metric is close to the 0.1 threshold and therefore kept in

the metrics set.

D.2 Univariate Logistic Regression

This section presents the results of the univariate logistic regression analysis. In particular
we calculated univariate models with and without a constant (see Tables D.3 and D.4).
As a conclusion from these models we drop the constant and the control flow complexity
CFC for the multivariate analysis. First, the constant is not significantly different from
zero (see Wald statistic) in the separability and the sequentiality model which suggests
that it is not necessary. Second, the CFC metric is not significantly different from zero

(see Wald statistic) in both models with and without constant.

D.3 Multivariate Logistic Regression

Based on a reduced set of variables without CFC we calculated multivariate logistic re-
gression models. Figure D.1 shows that the Hosmer & Lemeshow Test indicates a good
fit based on the difference between observed and predicted frequencies. This test should
yield a value greater than 5% and this condition is fulfilled by all models from step 3 on.
Figure D.2 summarizes the value of Nagelkerke’s R, a statistic ranging from 0 to 1 that
serves as a coefficient of determination. It indicates which fraction of the variability is
explained. The figure shows that from step 3 on the value approaches 0.90 which is an
excellent value. Figure D.3 and D.4 give the classification tables and the equations of the

models in the different steps.
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Table D.3: Univariate logistic regression models without constant

B | Exp(B) | Wald | Hosmer & L. | Nagelkerke R?
N -0.440 | 0.957 | 0.000 0.000 0.256
diameter -0.112 | 0.894 | 0.000 0.000 0.387
CNC -2.082 | 0.013 | 0.000 0.000 0.637
Density -41.081 0.000 | 0.000 0.000 0.771
AvCDegree -0.532 | 0.588 | 0.000 0.000 0.506
MaxCDegree -0.351 0.704 | 0.000 0.000 0.396
Separability -4.657 | 0.009 | 0.000 0.000 0.733
Sequentiality -7.038 | 0.001 | 0.000 0.123 0.760
Structuredness | -2.688 | 0.068 | 0.000 0.000 0.728
Depth -0.908 | 0.403 | 0.000 0.000 0.193
MM -0.090 | 0.914 | 0.000 0.000 0.066
cHeterogeneity | -1.223 0.294 | 0.000 0.000 0.085
CFC 0.000 1.000 | 0.531 0.000 0.000
CYC 0.301 1.352 | 0.588 0.999 0.000
tokenSplit -0.067 | 0.935 | 0.000 0.000 0.020

Table D.4: Univariate logistic regression models with constant

Cons. | Exp(Cons.) | Wald B Exp(B) | Wald | H & L. | N.R?
N -3.954 0.019 | 0.000 0.068 1.070 | 0.000 0.000 | 0.295
diameter -3.306 0.037 | 0.000 0.087 1.091 | 0.000 0.000 | 0.132
CNC -9.411 0.000 | 0.000 7.294 | 1472.146 | 0.000 0.000 | 0.138
Density 0.634 1.885 | 0.001 | -54.440 0.000 | 0.000 0.000 | 0.311
AvCDegree -3.029 0.048 | 0.000 0.291 1.338 | 0.000 0.000 | 0.042
MaxCDegree 3.575 0.028 | 0.000 0.344 1.411 | 0.000 0.000 | 0.145
Separability 0.027 1.028 | 0.872 -4.716 0.009 | 0.000 0.000 | 0.184
Sequentiality -0.204 0.815 | 0.117 -6.391 0.002 | 0.000 0.262 | 0.268
Structuredness 7.064 1169.081 | 0.000 | -11.210 0.000 | 0.000 0.000 | 0.377
Depth -3.419 0.033 | 0.000 1.343 3.830 | 0.000 0.000 | 0.208
MM -3.459 0.031 | 0.000 0.270 1.310 | 0.000 0.000 | 0.318
cHeterogeneity | -4.811 0.008 | 0.000 5.259 192.361 | 0.000 0.000 | 0.413
CFC -2.115 0.121 | 0.000 0.000 1.000 | 0.382 0.000 | 0.001
CYC -2.244 0.106 | 0.000 5.104 164.740 | 0.000 0.999 | 0.065
tokenSplit -2.871 0.057 | 0.000 0.269 1.308 | 0.000 0.000 | 0.235
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Hosmer and Lemeshow Test

Step Chi-square df Sig.

1 330,522 8 ,000
2 26,819 8 ,001
3 4,278 8 ,831
4 4,341 8 ,825
5 8,101 8 424
6 9,961 8 ,268
7 7,184 8 ,517
8 10,573 8 227
9 7,890 8 444

Figure D.1: Hosmer and Lemeshow test for multivariate logistic regression

Model Summary

-2 Log Cox & Snell Nagelkerke
Step likelihood R Square R Square
1 1178,3962 ,546 ,728
2 768,884P ,631 ,841
3 584,495¢ ,664 ,885
4 554,2119 ,669 ,892
5 528,702¢ ,673 ,898
6 521,807¢ 674 ,899
7 515,5204 ,675 ,901
8 511,687 ,676 ,901
9 513,6459 676 ,901

a. Estimation terminated at iteration number 5 because
parameter estimates changed by less than ,001.

b. Estimation terminated at iteration number 6 because
parameter estimates changed by less than ,001.

C. Estimation terminated at iteration number 7 because
parameter estimates changed by less than ,001.

d. Estimation terminated at iteration number 8 because
parameter estimates changed by less than ,001.

Figure D.2: Nagelkerke R? for multivariate logistic regression
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Classification Tablé

Predicted

hasErrors Percentage

Observed 0 1 Correct
Step1 hasErrors 0 1761 0 100,0
1 213 0 ,0
Overall Percentage 89,2
Step 2 hasErrors 0 1736 25 98,6
1 134 79 37,1
Overall Percentage 91,9
Step 3 hasErrors 0 1720 41 97,7
1 83 130 61,0
Overall Percentage 93,7
Step 4 hasErrors 0 1719 42 97,6
1 77 136 63,8
Overall Percentage 94,0
Step 5 hasErrors 0 1719 42 97,6
1 64 149 70,0
Overall Percentage 94,6
Step 6 hasErrors 0 1721 40 97,7
1 61 152 71,4
Overall Percentage 94,9
Step 7 hasErrors 0 1722 39 97,8
1 61 152 71,4
Overall Percentage 94,9
Step 8 hasErrors 0 1723 38 97,8
1 57 156 73,2
Overall Percentage 95,2
Step 9 hasErrors 0 1724 37 97,9
1 58 155 72,8
Overall Percentage 95,2

a. The cut value is ,500

Figure D.3: Classification table for multivariate logistic regression
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Variables in the Equation

B S.E. Wald df Sig. Exp(B)

Step 12 Structuredness -2,688 ,093 843,418 1 ,000 ,068
Step® N ,084 ,005 247,455 1 ,000 1,088
Structuredness -5,466 237 | 530121 1 000 004

Step & N ,053 ,006 73,718 1 ,000 1,054
Structuredness -7,270 ,387 353,553 1 ,000 ,001
cHeterogeneity 4,419 ,398 123,375 1 ,000 83,029

Step& N ,054 ,006 73,082 1 ,000 1,056
CcYCc 4,392 ,831 27,915 1 ,000 80,835
Structuredness -7,495 ,409 335,352 1 ,000 ,001
cHeterogeneity 4,364 411 112,589 1 ,000 78,600

Step 5 N ,043 ,007 40,881 1 ,000 1,044
CNC 3,404 , 712 22,878 1 ,000 30,070

CcyC 3,995 ,862 21,484 1 ,000 54,342
Structuredness -10,333 ,748 190,748 1 ,000 ,000
cHeterogeneity 3,244 ,457 50,273 1 ,000 25,629

Step6 N ,039 ,007 31,900 1 ,000 1,040
CNC 3,320 ,708 22,013 1 ,000 27,654

MM ,067 ,026 6,560 1 ,010 1,069

CcyC 4,264 ,873 23,857 1 ,000 71,071
Structuredness -10,217 744 188,622 1 ,000 ,000
cHeterogeneity 2,778 ,491 32,029 1 ,000 16,084

Step™® N ,033 ,007 21,363 1 ,000 1,034
CNC 3,898 ,738 27,906 1 ,000 49,285

MM ,069 ,025 7,407 1 ,006 1,072

CcYC 3,825 ,890 18,466 1 ,000 45,852
Separability -1,648 ,670 6,059 1 ,014 ,192
Structuredness -9,869 757 169,882 1 ,000 ,000
cHeterogeneity 2,723 ,490 30,895 1 ,000 15,222

Step & N ,016 ,011 1,946 1 ,163 1,016
CNC 3,805 ,753 25,543 1 ,000 44,919

MM ,081 ,026 9,670 1 ,002 1,085

CcyC 3,601 ,900 16,028 1 ,000 36,642
Separability -1,980 712 7,738 1 ,005 ,138
Structuredness -9,893 ,760 169,376 1 ,000 ,000
cHeterogeneity 2,882 ,505 32,605 1 ,000 17,849
diameter ,041 ,021 3,867 1 ,049 1,042

Step ' CNC 4,008 742 29,193 1 ,000 55,033
MM ,094 ,025 14,572 1 ,000 1,098

CcyC 3,409 ,891 14,648 1 ,000 30,248
Separability -2,338 ,673 12,058 1 ,001 ,096
Structuredness -9,957 , 760 171,551 1 ,000 ,000
cHeterogeneity 3,003 ,501 35,988 1 ,000 20,139
diameter ,064 ,013 24,474 1 ,000 1,066

a. Variable(s) entered on step 1: Structuredness.

b. variable(s) entered on step 2: N.

C. Variable(s) entered on step 3: cHeterogeneity.
d. variable(s) entered on step 4: CYC.

€. Variable(s) entered on step 5: CNC.

f. variable(s) entered on step 6: MM.

9. Variable(s) entered on step 7: Separability.

h. variable(s) entered on step 8: diameter.

Figure D.4: Equation of multivariate logistic regression models
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D.4 Second Best Logistic Regression

After excluding the metrics of the regression model of Section D.3, i.e. without the co-
efficient of network connectivity C'NC, connector mismatch M M, cyclicity C'Y C, sep-
arability II, structuredness ®, connector heterogeneity C'H, and without the diameter
diam, we calculated a second best multivariate logistic regression models. This model
includes sequentiality =, density A, and size Sy. Figure D.5 shows that the Hosmer &
Lemeshow Test fails to indicate a good fit since the value is less than 5% after the second
model. Figure D.6 summarizes the value of Nagelkerke’s R? that indicates still a high
fraction of explanation of the variability with a value of 0.824. Figure D.7 and D.8 give

the classification tables and the equations of the models in the different steps.

Hosmer and Lemeshow Test

Step | Chi-square df Sig.

1 11,389 7 ,123
2 92,939 8 ,000
3 18,614 8 ,017

Figure D.5: Hosmer and Lemeshow test for second best multivariate logistic regression

Model Summary

-2 Log Cox & Snell Nagelkerke
Step likelihood R Square R Square
1 1071,7482 ,570 ,760
2 945,2962 ,596 ,795
3 835,472P 618 ,824

a. Estimation terminated at iteration number 7 because
parameter estimates changed by less than ,001.

b. Estimation terminated at iteration number 8 because
parameter estimates changed by less than ,001.

Figure D.6: Nagelkerke R? for second best multivariate logistic regression
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Classification Tablé

Predicted

hasEtrrors Percentage

Observed 0 1 Correct
Step1 hasErrors 1703 58 96,7
204 9 4,2
Overall Percentage 86,7
Step 2 hasErrors 1761 0 100,0
213 0 ,0
Overall Percentage 89,2
Step 3 hasErrors 1725 36 98,0
134 79 37,1
Overall Percentage 91,4

a. The cut value is ,500

Figure D.7: Classification table for second best multivariate logistic regression
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Variables in the Equation

B S.E. Wald df Sig. Exp(B)
Step B Sequentialty | -7.038 315 | 498,244 T 000 001
Step 2  Sequentiality -3,596 413 75,916 1 ,000 ,027
Density 20,822 2327 | 80,046 1 ,000 ,000

Step ¥ Sequentiality |  -6,540 594 | 121,362 1 ,000 001
Density 23,873 2500 | 84,992 1 ,000 ,000
N 034 004 | 87631 1 ,000 1,034

a. Variable(s) entered on step 1: Sequentiality.
b. variable(s) entered on step 2: Density.
C. Variable(s) entered on step 3: N.

Figure D.8: Equation of multivariate second best logistic regression models
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D.5 Third Best Logistic Regression

After excluding the metrics of the regression model of Sections D.3 and D.4, i.e. only
with token split 7'S, average and maximum connector degree d¢ and 35 and Depth
A, we calculated a third best multivariate logistic regression models. Figure D.9 shows
that the Hosmer & Lemeshow Test fails to indicate a good fit since the value is less
than 5% after the second model. Figure D.10 summarizes the value of Nagelkerke’s R?
that indicates still a high fraction of explanation of the variability with a value of 0.627.

Figure D.11 and D.12 give the classification tables and the equations of the models in the

different steps.

Figure D.9: Hosmer and Lemeshow test for third best multivariate logistic regression

Hosmer and Lemeshow Test

Step Chi-square df Sig.

1 528,875 6 ,000
2 389,011 7 ,000
3 376,036 7 ,000
4 363,645 7 ,000

Model Summary

-2 Log Cox & Snell Nagelkerke
Step likelihood R Square R Square
1 1793,5932 ,380 ,506
2 1529,029° ,458 610
3 1496,768P ,466 ,622
4 1481,988P 470 ,627

a. Estimation terminated at iteration number 4 because

b. Estimation terminated at iteration number 5 because

Figure D.10:

parameter estimates changed by less than ,001.

parameter estimates changed by less than ,001.

Nagelkerke R? for third best multivariate logistic regression
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Classification Tablé

Predicted

hasErrors Percentage

Observed 0 1 Correct
Step1 hasErrors 0 1414 347 80,3
1 213 0 ,0
Overall Percentage 71,6
Step 2 hasErrors 0 1390 371 78,9
1 164 49 23,0
Overall Percentage 72,9
Step 3 hasErrors 0 1385 376 78,6
1 164 49 23,0
Overall Percentage 72,6
Step 4 hasErrors 0 1385 376 78,6
1 159 54 25,4
Overall Percentage 72,9

a. The cut value is ,500

Figure D.11: Classification table for third best multivariate logistic regression
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Variables in the Equation

B S.E. Wald df Sig. Exp(B)
Step . AvCDegree “532 021 | 615,699 1 000 588
Step 2 tokenSplit 319 024 | 183587 1 1000 1,376
AvCDegree .,814 033 | 602,859 1 1000 443
StepF  tokenSplit 222 028 | 64,643 1 1000 1,248
AvCDegree 41,294 093 | 195,393 1 000 274
MaxCDegree 425 073 | 33,848 1 ,000 1,530
Step 4 tokenSplit 194 029 | 44,607 1 1000 1,214
AvCDegree 1,371 097 | 200,313 1 000 254
MaxCDegree 405 074 | 29,983 1 1000 1,500
Depth 440 115 | 14,562 1 000 1,553

a. Variable(s) entered on step 1: AvCDegree.

b. variable(s) entered on step 2: tokenSplit.

C. Variable(s) entered on step 3: MaxCDegree.

d. variable(s) entered on step 4: Depth.

Figure D.12: Equation of third best multivariate logistic regression models
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