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Power Control and Spreading Sequence Allocation in
a CDMA Forward Link
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Abstract—In this paper, we consider power control and
sequence allocation to meet signal-to-interference ratio (SIR)
targets for users in a code-division multiple-access (CDMA)
forward link. Particular attention is given to the case when the
number of users is larger than the spreading gain. Users in the
system are classified into two classes, namely, overfaded users and
nonoverfaded users, according to their effective noise densities
and SIR targets. Overfaded users are allocated orthogonal chan-
nels, and nonoverfaded users share the remaining channels. The
spreading sequences allocated belong to the class of sequences
which minimize the extended total squared correlation (ETSC).
Power efficiency of this allocation scheme is examined through
comparison to Lagrangian-based searching results. The proposed
allocation scheme is shown to be effective under most channel
conditions. Two adaptive algorithms are presented to construct
the spreading sequences iteratively. One assumes fixed power
allocation and adapts the sequences only, and the other adapts
both transmission powers and sequences simultaneously. Conver-
gence of the two adaptive algorithms and the performance of joint
transmitter–receiver adaptation with imperfect real-time channel
parameters estimation are examined via computer simulations.

Index Terms—Code-division multiple access (CDMA), forward
link, minimum mean-squared-error (MMSE) receiver, optimal se-
quence, power control, total squared correlation (TSC), Welch’s
bound.

I. INTRODUCTION

I N direct-sequence code-division multiple-access (DS-
CDMA) systems, the information-bearing signal for each

user is spread over a wide bandwidth by means of a spreading
waveform unique to that user. Multiple-access interference
(MAI), which refers to the interference between direct-
sequence users due to many simultaneous users in the same
frequency band, is a factor that limits the capacity and perfor-
mance of DS-CDMA systems. Two general approaches have
been extensively studied to improve the performance of CDMA
systems: multiuser detection and power control. After Verdú
[1] proposed the optimum multiuser receiver, much research
has focused on devising suboptimal multiuser receivers [2]–[7],
which are more feasible to implement in practice. Performance
of several important linear receivers, including the matched
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filter, minimum mean-squared error (MMSE), and decorrelator
receivers, is analyzed in a reverse-link single-cell “large”
system with random sequences [8], [9]. Not surprisingly, the
MMSE receiver is the most efficient one in terms of maximizing
the user capacity.1

Transmitter power control is currently considered indispens-
able for successful signal transmission/reception in the CDMA
reverse link. The objective of the reverse-link power control is to
deal with the near–far problem, i.e., to ensure that signals from
all users arrive at the receiver with about the same power, and
therefore no user is substantially disadvantaged relative to other
users. A number of power control schemes have been devised
[10]–[12] to achieve this objective. While adaptive power con-
trol is useful to guarantee a certain signal-to-interference ratio
(SIR) at the receiver, it does not exploit the full potential of
transmitter adaptation. It is conceivable that joint power con-
trol and spreading sequence allocation offers a performance ad-
vantage over power control alone. It is argued [13] that the SIR
achieved by the MMSE receiver depends on the choice of the
spreading sequences. If the spreading sequences are chosen or
adapted suitably together with adaptive power control, the MAI
level as seen by the MMSE receiver can be further suppressed
and hence the performance of the system is improved.

The optimization problem of power control and spreading
sequence allocation in conjunction with MMSE signal re-
ception so that the SIR targets of all users are met with the
minimum total received power in a single-cell reverse-link
CDMA system is solved in [14]. A distributed algorithm is also
suggested [15] to obtain the optimal spreading sequences iter-
atively for the case when a uniform SIR target is desired. The
convergence behavior of this algorithm is addressed in [16].
Variants of this optimization problem in a multicarrier setting
[17] and a multicode setting [18] are also solved. User capacity
of a single-cell symbol-asynchronous CDMA system with a
matched filter receiver is addressed in [19]. It is claimed that
the user capacity of a single-cell symbol-asynchronous CDMA
system is the same as that of a single-cell synchronous system
when the users’ spreading sequences belong to the class of
sequences that minimizes the total squared correlation (TSC).
User capacity and admissibility of imperfect power-controlled
CDMA systems with linear receivers in fading environment,
assuming known received power distributions, are studied in
[20].

Most of the cited work concern either the additive white
Gaussian noise (AWGN) channel or the reverse link. Results
about joint power control and spreading sequence allocation

1User capacity refers to the maximum number of users that can be supported
with the desired quality of service (QoS) requirement.
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in the forward link are not abundant. Similar considerations
in the context of CDMA systems with multiple antennas and
space-division multiple-access systems have been addressed in
[21] and [22], respectively. In traditional DS-CDMA systems,
power control in the forward link is not essential because
the transmitted signals are time synchronized and orthogonal
spreading sequences are generally employed to avoid MAI.
The number of orthogonal sequences is limited by the value
of spreading gain, thus creating a bottleneck that limits the
number of admissible users. One approach to avoid this ca-
pacity restriction is to employ additional sequences which are
not orthogonal to each other. Introduction of nonorthogonal
spreading sequences causes MAI, and makes power control
and sequence allocation essential to guarantee the QoS of the
system.

In this paper, we consider power control and spreading
sequence allocation to satisfy the SIR targets of users in a
single-cell forward-link CDMA system. Each user’s signal is
demodulated separately and simultaneously using an MMSE
receiver. We classify the users into two classes, namely,
overfaded users and nonoverfaded users, according to their
effective noise densities and SIR targets. Overfaded users are
allocated orthogonal channels and nonoverfaded users share
the remaining channels. To minimize cochannel interference
to other cells, we seek the minimum total transmission power
to support all users numerically using a Lagrangian-based
searching method. The results obtained from the search are
employed to examine the power efficiency of the proposed
allocation. The Lagrangian searching results indicate that the
proposed allocation scheme is effective under most channel
conditions.

One advantage of the proposed allocation scheme is that
spreading sequences can be easily constructed using algorithms
that are simple and amenable to adaptive implementation. Two
adaptive algorithms are proposed. One assumes fixed power
allocation and updates the spreading sequences with the MMSE
receiver weight vectors, while the other updates both the trans-
mission powers and spreading sequences simultaneously. An
adaptive CDMA system including joint channel parameter
estimation, transmitter power and sequence adaptation, and
adaptive MMSE signal reception is also presented to facilitate
the implementation of this allocation scheme in real-life
communication systems. Different from the approaches in [23]
and [24], which update the spreading sequences at the receivers
and send the new spreading sequences back to the base station,
the approach we present here updates the spreading sequences
at the base station. This reduces the bandwidth requirement in
the feedback channel by requiring only a minimum amount
of information to be fed back from the mobile receivers,
thus making the adaptive structure more feasible for practical
systems.

The rest of the paper is organized as follows. The signal and
system model is defined in Section II. In Section III, we present
the power control and spreading sequence allocation scheme
that supports all users with their target SIRs. In Section IV, per-
formance of this allocation scheme is evaluated in terms of its
power efficiency. In Section V, adaptive algorithms are intro-
duced to construct the spreading sequences iteratively. Practical

issues of joint transmitter–receiver adaptation with channel pa-
rameter estimation are also investigated. Numerical examples
are presented in Section VI to examine the convergence of the
adaptive algorithms as well as the performance of the proposed
joint adaptation structure. Conclusions are drawn in Section VII.

II. SYSTEM MODEL FOR CDMA FORWARD LINK

We consider a forward-link DS-CDMA system. We assume
that there are users in the system, and each user generates
one stream of data symbols. The data stream of the th user, for

, is given by . We assume
that the data symbols are independent random variables
with zero mean and unit variance. For binary communication,

. The data stream of the th user is spread with
the short periodic spreading sequence

and then modulated to the carrier frequency to give the trans-
mitted signal

where is the chip interval, and is the chip waveform.
We assume that satisfies the Nyquist criterion for zero in-
terchip interference, and .

We consider multiuser forward-link transmission and assume
that the signals from the base station to the receivers of dif-
ferent users undergo independent slow flat fading. Data streams
of users are simultaneously demodulated at the corresponding
mobile receivers using the adaptive MMSE receiver structure
proposed in [4]–[6]. Without loss of generality, we consider the
detection of the first user’s data stream. The complex baseband
representation of the received signal at the first user’s receiver
is given by

(1)
where and denote the channel gain and the transmission
delay from the base station to the first user’s receiver, respec-
tively, accounts for the overall phase shift of the signals, and

represents the AWGN with power spectral density (PSD)
at the first user’s receiver. With carrier and timing synchro-

nization achieved, the phase shift and the transmission delay
can be set to zero. The received signal is passed through a

chip-matched filter and the filter output is sampled every chip
interval. To detect the zeroth symbol of the first user, we arrange
the samples observed in the interval into an -dimen-
sional column vector , which can be expressed as

where is the component due to the th user’s signal for
, and denotes the contribution from the AWGN.
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The vector is fed into a linear finite impulse response (FIR)
filter and the receiver filter weights are chosen to minimize the
mean-squared error (MSE) of the FIR filter

(2)

where is the effective total correlation matrix observed by
the first user given by

In above, is an matrix formed
by grouping all spreading sequence vectors and is the
effective noise density at the first user’s receiver. The decision
statistic is hard-limited to obtain the estimate of
the zeroth symbol of the first user. A simple analysis shows that
the optimal MMSE receiver weight vector also maximizes the
receiver output SIR [18], which is given by

SIR (3)

where is the effective noise-plus-interference correlation
matrix defined by

For ease of analysis, we derive another useful expression of the
SIR using the matrix inversion formula:

SIR
SIR

The preceding discussion applies to any user by simply re-
placing the subscript index with the corresponding subscript
index of that user.

Equation (3) indicates that the SIR achieved by the MMSE
receiver depends on the choice of the spreading sequences as
well as the transmission powers of the users. In the forward
link, when the system resource (characterized in terms of the
bandwidth and transmission power) is limited, a good power
and sequence allocation scheme is vital to satisfy the QoS re-
quirements of all users.

III. POWER CONTROL AND SPREADING

SEQUENCE ALLOCATION

In this section, we propose a transmission power and
spreading sequence allocation scheme to support all users with
their target SIRs in the forward-link CDMA system described
in Section II.

A. User Capacity

We assume that the th user is to be supported with the target
SIR , for . This implies

or, equivalently

Due to limited system capacity, there may not be a feasible al-
location if there are too many users in the system or if the SIR
targets of the users are too high. A necessary and sufficient con-
dition is derived in [14] to characterizes the user capacity in the
forward-link CDMA system. The maximum number of users
that the system can support with spreading gain and SIR tar-
gets is limited by

(4)

Here, we follow the notation in [8] to write . The
quantity represents the effective bandwidth [8] that the

th user takes when achieving the MMSE receiver output SIR
target . There is a simple interpretation for this constraint. All

users are admissible if and only if the sum of their effective
bandwidth is less than the spreading gain of the system.

B. Power and Spreading Sequence Allocation

For the case of , the constraint in (4) is always sat-
isfied due to the fact that for any positive

. In this case, we can allocate orthogonal sequences to the
users. With this allocation, each user does not suffer interfer-
ence from the other users. The transmission power of the th
user, for , can be set as

(5)

to satisfy the SIR target . The total transmission power is
.

Our main interest lies in the case of . A simple obser-
vation of the structure of effective total correlation matrices

for

reveals that they share the same contribution, namely, ,
from the spreading sequences. If we interpret the space spanned
by the eigenvectors of the correlation matrix of a user as the
channel space seen by this user, then all the users share the same
channel space as the effective correlation matrices have the same
eigenvectors. The use of this channel space by the users, as spec-
ified by a proper power and sequence allocation scheme, should
be determined by the effective noise densities and target SIRs,
which may vary widely from user to user.

Following the idea of user classification in [14], we classify
the users into two different classes, and employ different power
and sequence allocation strategies to these two classes of users.
Intuitively, it is reasonable to allocate orthogonal channels to
users whose channel conditions are much worse than those of
the other users and whose target SIRs are much higher than
those of the other users, and let the other users share the rest
of the channel space. In this way, the performance of the whole
system would not be ruined by those users with poor channel
conditions and high SIR targets. Based on this observation, we
present in what follows a power control and spreading sequence
allocation scheme to support all users with their target SIRs in
the forward link of the CDMA system modeled by (1) when the
user capacity condition in (4) is satisfied.
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First, we need the following result to formalize the classifi-
cation of users.

Proposition 1: Suppose that and the user capacity
condition in (4) is satisfied. Without loss of generality, assume
a descending order of the products of effective noise densities
and target SIRs, i.e., . Define

. Let

There exists a unique number such that

(6)

Proof: See Appendix I.

We denote the first users, i.e., users as over-
faded users, and users as nonoverfaded
users. We note that there can be at most overfaded users.
Also when , it means that there is no overfaded users.

Now we introduce a power and sequence allocation scheme
based on this classification of users. Our goal is to allocate the
sequence set to the users with transmission powers

for

for

(7)

such that the matrix has eigenvalues

for

for

(8)
Before describing the reason behind such an allocation, we

need to show that such a construction is possible. One such
sequence set is described below. First, we allocate orthog-
onal channels to the overfaded users in order to satisfy their
SIR requirements. This can be done as described below. Gen-
erate an arbitrary unitary matrix
with column vectors for . The spreading se-
quence of the th user, for , is assigned as

where is the transmission power in (7). The remaining
nonoverfaded users share the remaining

channels, i.e., the -dimensional subspace spanned
by . Proposition 2 stated below justifies
the existence of such a set of spreading sequences for the
nonoverfaded users, satisfying the power allocation scheme
described by (7).

Proposition 2: Under the same assumptions in Proposition 1,
we can construct an real matrix

that is characterized by 2

(9)

where are defined in (7).
Proof: See Appendix II.

We note that can be constructed recursively using the al-
gorithm given in [17]. The spreading sequence of the th
user, for , can be constructed by
padding zeros at the beginning of the column vector and
then left-multiplying by the unitary matrix , i.e.,

In summary, the total transmission power required by this
allocation scheme is

(10)

The spreading sequence matrix is

. . .

and the effective total correlation matrix observed at the
th user’s receiver is

. . .

We proceed to show that all users satisfy their SIR constraints
with the proposed allocation scheme. Recall that the SIR con-
straint of the th user is equivalent to . In-
deed, for

2We use the notation diag(�AAA �AAA) to indicate the main diagonal of square
matrix �AAA �AAA.
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and, for

We list some observations and comments pertaining to the
proposed power and sequence allocation scheme as follows.

• When the effective noise densities of all users are equal,
i.e., , the channel model reduces
to an AWGN channel and it is easy to show that the set
of spreading sequences constructed above reduces to the
set of optimal spreading sequences for an AWGN channel
given in [14] and [17].

• Proposition 3 below indicates that the sequences con-
structed above minimize the extended total squared
correlation (ETSC) of spreading sequences with unequal
powers defined as

ETSC (11)

Proposition 3: When , given the transmis-
sion powers , for , as defined in (5), or-
thogonal spreading sequences give the minimum ETSC.
When , given the transmission powers , for

, as defined in (7), the class of spreading se-
quence sets characterized by (8) minimizes the ETSC.

Proof: See Appendix III.

This property will be used in Section V to develop iter-
ative algorithms to construct the proposed sequence sets.

• When the effective noise densities and target SIRs of users
are not widely spread, there will not be any overfaded user,
i.e., . In this case, all users share the channels
and the spreading sequence matrix is characterized by

where

for , and

Due to the fact that , the ETSC of the
spreading sequences satisfies Welch’s bound [25] with
equality (WBE), i.e.,

Following [14], we call this set of spreading sequences
as generalized WBE (GWBE) sequences with different
powers, to distinguish from the WBE sequence set (de-
fined in [26]), in which all sequences are of unit power.
With the GWBE sequences, all the eigenvalues of the
matrix are the same. This means that all the chan-
nels in the CDMA system are evenly occupied and equally
crowded.

• For any given system, the choice of the spreading se-
quences is not unique (although the power allocation
scheme is fixed). For example, any unitary rotation of the
spreading sequence set has the same eigenvalue distribu-
tion and is still a valid allocation to support all users. If
the unitary matrix is chosen to be an identity matrix,
the system becomes a hybrid TDMA–CDMA system.
Elementary vectors are assigned as spreading sequences
of the overfaded users. As a result of this allocation,
the signal of the th overfaded users is transmitted only
during the th-chip interval. Nonoverfaded users do not
transmit during the first chip intervals, and the actual
spreading gain of the nonoverfaded users reduces to

.

• Using this well-structured power and sequence allocation
scheme, the MMSE receiver weight vectors can be easily
obtained.

For

For

We note that the MMSE receivers are the same as the
matched filter receivers (up to a scaling factor). This prop-
erty will also be used in Section V to develop iterative al-
gorithms to construct the proposed sequence set.



110 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 50, NO. 1, JANUARY 2004

IV. PERFORMANCE EVALUATION

High power efficiency is one main design concern in wire-
less communication systems. In the forward link, minimizing
the transmission power in one cell can reduce the cochannel in-
terference to users in adjacent cells. In this section, we try to
gauge the performance of the power and sequence allocation
scheme described in the previous section in terms of the total
transmission power that it requires to support the SIR targets of
the users.

A. Lower Bound on Transmission Power

In the absence of MAI, the minimum transmission power of
the th user to meet the SIR requirement is . It is
straightforward that the user needs more power in the existence
of MAI, i.e., . Summing up the lower bounds of
transmission powers of all users, we obtain a lower bound of
the total transmission power

(12)

Because of the possible large spread of the effective noise den-
sities of all users and the crowdedness of the system, this trivial
lower bound may be loose.

B. Lagrangian Global Optimal Search

To better gauge the effectiveness of the proposed power
and sequence allocation scheme, we seek the minimum total
transmission power numerically. We consider the Lagrangian
searching method similar to the one in [17] to minimize the
transmission power and incorporate the SIR requirements as
a penalty function. The Lagrangian function is formed as
follows:

where , for , are the Lagrange multipliers. Given
the system and channel parameters including the spreading gain

, number of users , target SIR , and effective noise densi-
ties , for , the Lagrangian function is a function
of and the components of for . We consider
a gradient search approach to seek a stationary point of the La-
grangian function. The derivative of with respect to is

for . The derivative of with respect to
can be obtained as follows. First we notice that is not a

function of , while for can be expressed explicitly
as a function of via the matrix inversion formula

Therefore, the derivative of with respect to , for
, is given by

At each iteration of the gradient search, is updated using a
gradient descent algorithm and is updated using a gradient
ascent algorithm.

For

where is the step size of updating the spreading sequences
and is the step size of updating the Lagrange multipliers.
The gradient descent algorithm may converge to a local min-
imum of the searching surface. Only the local minima which
meet the target SIRs of the users are treated as valid searching
results. After convergence, the total transmission power can be
calculated as .

We present three numerical examples to examine the power
efficiency of the allocation scheme proposed in Section III.
We assume a sample system with spreading gain .
The inverse of effective noise densities of the users , for

, are generated from independent exponen-
tial distributions (corresponding to Rayleigh fading) with

10 dB. We conducted three simulation examples with
and , which represented three cases when the

number of users was smaller than or equal to the spreading gain,
the number of users was larger than the spreading gain, and the
system was heavily loaded, respectively. For all three cases, we
conducted 100 independent realizations and compared the best
Lagrangian searching results to the total transmission power

given in (10) and the trivial lower bound given in (12).
For the case of , the target SIRs of the seven users were
set to [9 9 7 7 7 4 4] dB. For the case of , the target SIRs
of the eight users were set to [9 7 7 4 4 4 4 4] dB. For the case
of , the target SIRs of the users were set to [9 9 7 7 4 4
4 2 2] dB.

As shown in Fig. 1, the Lagrangian search always gives the or-
thogonal sequences which are the optimal sequences for the case
of . For the two cases of , as shown in Figs. 2
and 3, the Lagrangian searching results indicate the existence
of spreading sequences which satisfy the SIR requirements with
less total transmission power than the power required by the pro-
posed power and sequence allocation scheme. It appears from
the search results that the optimal sequence set partitions the
channel space in a manner similar to the allocation proposed
in Section III. In particular, users with large SIR targets and ef-
fective noise densities are assigned orthogonal sequences. How-
ever, the distributions of powers and eigenvalues of the matrix

are different from (8). In addition, we observe that the
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Fig. 1. Lagrangian search results: N = 7, K = 7, and  = [9 9 7 7 7 4 4] dB.

optimal sequence sets obtained from searching do not have the
property that the MMSE filter weights are just scaled versions of
the sequences. It turns out that if we impose this condition, i.e.,
by using the matched filter receiver, then the Lagrangian search
results seem to indicate that the proposed sequence allocation is
optimal.

In spite of the observation that the sequences constructed in
Section III are not optimal in terms of minimizing the total
transmission power when , results from experiments
under different channel conditions indicate that the sequences
proposed in Section III only consume slightly more power than
the best Lagrangian searching results except for the case when
the system is very heavily loaded. As we will show in the next
section, an important advantage of the class of sequence sets
proposed in Section III over that searched by the Lagrangian
method is that the proposed sequence set can be easily con-
structed using algorithms that are simple and amenable to adap-
tive implementation. The trival lower bound is also presented
in Figs. 1–3. The lower bound becomes very loose when the
system is heavily loaded.

V. ITERATIVE SEQUENCE CONSTRUCTION

Given the effective noise densities and SIR targets of the users
in the system, the matrix can be con-
structed following the procedure in Section III. However, this
construction is not feasible for practical implementation, es-
pecially when the channel conditions change with time. From

the preceding analysis, we know that the sequences constructed
in Section III are the set of sequences which minimizes the
ETSC. Making use of this property and the observation that for
this class of sequences, the MMSE receiver weight vectors are
the same as those of the matched filter up to a scaling factor,
we introduce adaptive algorithms to construct the spreading se-
quences iteratively.

A. An Iterative ETSC-Reduction Algorithm

First we extend the TSC-reduction algorithm in [15] to in-
clude the case in which each user has a different effective noise
density and is allocated a different transmission power. Starting
with random spreading sequences

with the predefined power allocation in (7), the algorithm re-
places the spreading sequences by their corresponding MMSE
receiver weight vectors (up to a scaling factor to guarantee fixed
transmission powers) to obtain new spreading sequences at each
iteration. Within each iteration, the spreading sequences of all
users are updated sequentially starting from the first user as
follows.

Algorithm 1: At the th iteration, for the th user, update the
effective total correlation matrix
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Fig. 2. Lagrangian search results: N = 7, K = 8, and  = [9 7 7 4 4 4 4 4] dB.

Fig. 3. Lagrangian search results: N = 7, K = 9, and  = [9 9 7 7 4 4 4 2 2] dB.
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Fig. 4. Adaptive CDMA system block diagram.

Update the sequence by

(13)

An equivalent expression of (13), which makes the analysis of
convergence of the algorithm easier is

where . A discussion of the con-
vergence of Algorithm 1 is provided in Appendix IV. During the
adaptation process, the ETSC decreases monotonically until it
reaches a fixed point. We note that the calculation of the trans-
mission powers requires exact knowledge of the effective noise
densities. Errors in the estimates of these parameters in a prac-
tical system may cause inaccuracy in power allocation and thus
performance degradation.

B. Modified Algorithm With Power Adaptation

Another approach is to adjust both the transmission powers
and sequences of the users at each iteration to meet the SIR
requirement.

Algorithm 2: At the th iteration, for the th user, update the
spreading sequence by

where the coefficient is chosen so that

Equivalently, the update equation can be written as

This algorithm is heuristically obtained from the previous algo-
rithm by forcing the transmission power of each user to a level
at which the target SIR is satisfied at each iteration. The class
of sequence sets that minimize the ETSC are fixed points of
this algorithm. It is not hard to see that this algorithm behaves
asymptotically close to Algorithm 1 near the ETSC-minimizing
fixed points. Thus, convergence to such a fixed point (in the

same sense as the convergence of Algorithm 1) is guaranteed
if Algorithm 2 is started sufficiently close to that fixed point.
Simulation results show that Algorithm 2 always converges
to one of these fixed points starting from random sequences.
In addition, this algorithm is more robust against errors in
estimating the channel parameters (see Section VI). Neverthe-
less, it remains an open problem to analytically establish the
convergence of Algorithm 2. One main difficulty is that the
ETSC does not converge monotonically as in Algorithm 1.

C. Adaptive Structure With Joint Channel Estimation and
Transmitter–Receiver Adaptation

Algorithms 1 and 2 assume explicit knowledge of the effec-
tive noise densities to calculate the correlation matrices, and
assume that the receivers always work with the optimal weight
vectors. In a practical communication system, the channel con-
ditions may change with time. It is impractical to estimate the
channel parameters and construct a new set of spreading se-
quences every time the channel conditions change. It is also dif-
ficult for the MMSE receivers to adjust their filter weights when
a completely different set of spreading sequences is assigned to
the users. In order to solve the problem practically, we develop
an adaptive structure with joint channel estimation, transmitter
power, and sequence adaptation, and adaptive MMSE signal re-
ception in the forward-link CDMA system. The joint adaptive
structure is illustrated in Fig. 4.

With this structure, the base station transmits training sym-
bols in blocks with the current spreading sequences. The re-
ceiver weight vectors of all users are adapted independently
and simultaneously based on the MMSE criterion, and the esti-
mated MSE at the receivers are fed back to the base station. The
base station collects the feedback information from the receivers
and estimates the effective noise densities. The spreading se-
quences of all users are updated at the base station in a central-
ized manner and then employed to transmit the data of the next
block. The iterative procedure consists of the following steps.

1) The base station transmits the th block of training data
symbols (contain data bits) of the th user with the cur-
rent spreading sequence for . The initial
spreading sequence can be assigned arbitrarily.

2) The weight vector of the receiver of the th user
is adapted using exponentially weighted recursive least
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squares (RLS) algorithm [27], [23] for . At
the end of reception of the th block of data, the MSE for
the th block of transmission is estimated as

and this estimates is sent back to the base station. Here
is the th chip-matched filter output vector, and
is the th (last) updated weight vector at the th

receiver within the th block of transmission.

3) The base station knows the current spreading se-
quences and applies eigenvalue decomposition to

Define

Then estimates of the effective noise densities of the
users can be obtained by solving the following set of
equations:

for where are the
eigenvalues in the diagonal matrix .

4) Using estimates , the base station estimates the trans-
mission powers for , of the users according
to the allocation scheme proposed in Section III and up-
dates the spreading sequences of all users sequentially
starting from the first user. The spreading sequences can
be updated with either Algorithm 1 or 2 proposed earlier.
For the th user, its spreading sequence is updated ac-
cording to

as in Algorithm 1, or according to

as in Algorithm 2. In the preceding expression

and

At the end of the th iteration, the updated spreading se-
quences are employed to transmit the next block
of data. The adaptation process repeats from Steps 1) to
4) until the end of the training period.

If continuous updating of the spreading sequences and receiver
weights are desired after the training period, the system can
be switched into a decision feedback mode. Symbol decisions

made by the receivers are employed to replace the training
symbols.

VI. SIMULATION RESULTS

In this section, we study the performance of the proposed
adaptive algorithms via computer simulations. Throughout the
section, we assume the same sample system and use the same
target SIRs described in Section IV.

A. Performance of Algorithms 1 and 2

For each algorithm, we conduct two simulation examples,
with and , respectively, to check the convergence of
the adaptive algorithms. Perfect channel information is assumed
to be available at both the base station and the mobile receivers.
Simulation results using Algorithm 1 are shown in Figs. 5 and 6,
and simulation results using Algorithm 2 are shown in Figs. 7
and 8. The simulation results indicate that the receiver output
SIRs of all users converge to the target SIRs using both algo-
rithms and the total transmission power converges to the total
power given in (10) using Algorithm 2. Eigendecomposition
of the spreading sequences after convergence indicates that the
eigenvalues always converge to the optimal eigenvalue distribu-
tion given in (14) starting from random spreading sequences,
i.e., both Algorithms 1 and 2 always converge to the fixed point
giving the minimum ETSC. We also observe that Algorithm 1
converges faster than Algorithm 2.

B. Performance of Joint Channel Estimation and the
Transmitter–Receiver Adaptive System

In this subsection, we study the performance of the proposed
joint channel estimation and the transmitter–receiver adaptive
system. The performance of the system is measured via the re-
ceiver output SIR. More precisely, the receiver output SIR of
the th symbol in the th block of the th user’s data stream is
calculated as

SIR

where

The total transmission power during the th block of transmis-
sion is calculated as .

During the training period, 3000 training symbols for each
user are sent in blocks. After the training period, the system
is switched to the decision feedback mode. Ten thousand data
symbols are sent and symbol decisions made by the receiver
are used to replace the training symbol for continuous update of
the receiver weights and spreading sequences. According to the
discussion in [23], we employ a block length . We study
the performance when there are users in the system, and
set the target SIRs of users as [9 7 7 4 4 4 4 4] dB. Starting
from random sequences, all users adapt their transmissions and
receptions.

Figs. 9 and 10 show the receiver output SIRs and the total
transmission power during the adaptation process for Algo-
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Fig. 5. Convergence of Algorithm 1: N = 7, K = 7, and  = [9 9 7 7 7 4 4] dB.

Fig. 6. Convergence of Algorithm 1: N = 7, K = 9, and  = [9 9 7 7 4 4 4 2 2] dB.
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Fig. 7. Convergence of Algorithm 2: N = 7, K = 7, and  = [9 9 7 7 7 4 4] dB.

rithms 1 and 2, respectively. From these and other results that
we have obtained from extensive simulations, it appears that the
RLS algorithm is able to track the sequence set updates across
block boundaries. A qualitative explanation of why the algo-
rithms work in the decision-feedback mode is that the ETSC-
reduction process converges to sequence sets that are the same
as the MMSE filter weights. After the initial training period,

the updated sequence set is not too different from the previous
MMSE filter weights as long as the estimates of the effective
noise densities are not too far off. As a consequence, it is easier
for the RLS algorithm to track the changes in the sequence set.

Due to the imperfect estimation of channel parameters, there
are oscillations for both the SIR and the transmission power
curves during adaptation process. Comparing Algorithms 1 and
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Fig. 8. Convergence of Algorithm 2: N = 7, K = 9, and  = [9 9 7 7 4 4 4 2 2] dB.

2, we observe less oscillations when using Algorithm 2. The
oscillations resulted from the use of Algorithm 1 arise from the
sudden changes in the values of the estimated effective noise
densities from block to block. From the simulation results, it
appears that the effect of these estimation errors is mitigated by

avoiding explicit calculation of the transmission powers from
the estimated effective noise densities. As a result, Algorithm
2 appears to be more robust against channel estimation errors
than Algorithm 1 and hence is more suitable for practical
implementation.
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Fig. 9. Performance of joint Tx-Rx adaptation based on Algorithm 1: N = 7 and K = 8.

VII. CONCLUSION

We have proposed a power and sequence allocation scheme
within a single cell of a forward-link CDMA system to sup-
port users with unequal target SIRs. When the number of
users is smaller than or equal to the spreading gain, orthog-
onal sequences are allocated. Otherwise, we classify users

into two classes, namely, overfaded users and nonoverfaded
users. Overfaded users are allocated orthogonal channels and
nonoverfaded users share the remaining channels. In both
cases, the sequences allocated are the class of sequences which
minimizes the ETSC. Employing a Lagrangian search for the
optimal set of sequences, we have found that the proposed
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Fig. 10. Performance of joint Tx-Rx adaptation based on Algorithm 2: N = 7 and K = 8.

sequence allocation schemeconsumes only slightly more power
than the best Lagrangian searching results.

Two algorithms are proposed to iteratively update the
spreading sequences of the users with scaled MMSE receiver
weight vectors. An important advantage, which makes the
power and sequence allocation scheme and adaptive algorithms

described in this paper desirable from an application viewpoint,
is that it is possible to implement the adaptive algorithms
based on joint transmitter–receiver adaptation combined with
channel parameters estimation in real-life CDMA forward
links. Simulation results show that the performance of this
joint adaptation structure is robust against estimation errors
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of channel parameters. Furthermore, only a small amount of
information needs to be fed back from the mobiles to the base
station to update the spreading sequences. This reduces the
bandwidth requirement in the feedback channel.

APPENDIX I
PROOF OF PROPOSITION 1

We assume a descending order of the products of the effective
noise densities and target SIRs, i.e.,

. Define . Let

Since , . Irrespective of how
the effective noise densities and target SIRs of all the users are
distributed, there always exists a nonempty set

Let . If , from the definition
of , we know that

This is equivalent to

If , from the definition of

In addition

Combining these two inequalities, we can readily obtain

This proves the existence of in Proposition 1.
An equivalent expression of

is

This means that . Inductively, we know that
. Since , we

always have the inequality

This is equivalent to

which means that . Inductively, we know that
. This proves the uniqueness of

and the set of overfaded users is .
The preceding proof validates the following simple procedure

that can be used to generate the set of overfaded users.

1) Set .

2) If , then increase by and repeat

Step 2).
3) Otherwise, set , and terminate.

APPENDIX II
PROOF OF PROPOSITION 2

It is well known that the sum of the diagonal elements of a
square matrix is equal to the sum of its eigenvalues. When a
matrix is symmetric, the precise relationship between the diag-
onal elements and the eigenvalues can be described using the
theory of majorization, which states [29] that there exists a real
symmetric matrix with certain sets of eigenvalues and diagonal
elements if and only if the set of eigenvalues majorizes the set
of diagonal elements. In the current context, let

From the user classification constraint in (6), we have
for . Thus,

for . Using this fact, it is easy to see that
majorizes . Hence,
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we can construct a real symmetric
matrix with as diagonal elements and

as eigenvalues. Let the eigendecomposition
of be

where is a orthonormal matrix. Then
the required characterized in (9) can be obtained as

where is an arbitrary orthonormal
matrix.

APPENDIX III
PROOF OF PROPOSITION 3

A. Case 1:

Given the transmission powers , for , as
defined in (5), the ETSC is lower-bounded by

ETSC

We note that this lower bound can be achieved by employing
orthogonal sequences when .

B. Case 2:

Given an sequence matrix such that is a
square matrix with diagonal elements , where

, for , are the powers defined in (7). The ETSC of
this sequence set (defined in (11)) can be expressed in terms of
the nonzero eigenvalues of

ETSC

For notational convenience, write and

From [29], we know that majorizes . Thus, the ETSC mini-
mization problem can be rewritten as

subject to

where

and majorizes

For the class of spreading sequence sets specified in (8),
has diagonal element vector and eigenvalue vector

(14)

From the user classification constraint in Proposition 1
and proof of Proposition 2, we know that and

. Since is a strictly convex function
of , the symmetric convex map is strictly
Schur-convex [29]. A useful property of a strictly Schur-convex
function is that if majorizes and is not a
permutation of , then . If we can prove that

majorizes for all (15)

then the eigenvalue vector uniquely (up to permutations)
minimizes the ETSC. Hence, in this sense the class of sequence
sets specified by (8) give the minimum ETSC.

Now we proceed to justify (15). First we note that

where, without loss of generality, we can assume that
are the elements of . In addition, for

We complete the remaining part of the proof by induction. Sup-
pose that for some

Since

and , we have
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Hence,

In summary, the eigenvalue vector and the class of se-
quence sets specified by (8) gives the minimum ETSC, which
can be expressed as

ETSC

APPENDIX IV
CONVERGENCE OF ALGORITHM 1

Algorithm 1 is a generalization of the TSC-reduction algo-
rithm in [15] to the system with unequal transmission powers
and effective noise densities. Here the convergence behavior of
Algorithm 1 is examined following the idea in [15].

A. Convergence of ETSC in Algorithm 1

First we prove that the ETSC decreases monotonically at each
iteration of Algorithm 1, using which sequences are updated
sequentially starting with the first sequence. For the th se-
quence, we note that

where

The change in the value of ETSC when updating the th
spreading sequence using Algorithm 1 is

(16)

Since is of full rank and , we can employ
the Cauchy–Schwartz inequality to write

(17)

and

(18)

Combining (16)–(18) yields , for all ,
. Moreover, for if and only if

(19)

for . An equivalent expression of (19) can be ob-
tained using the matrix inversion formula

(20)

Here and are some nonzero scalar constants. This
indicates that the value of ETSC keeps decreasing until each
spreading sequence is the same as the MMSE receiver weight
vector up to a scaling factor. Since the ETSC decreases strictly
at each iteration except at the fixed point described above and
the ETSC is lower-bounded given a fixed power allocation,
convergence of the ETSC is guaranteed.

B. Fixed Points of Algorithm 1

At a fixed point, the spreading sequences do not change when
updated using Algorithm 1. Let us denote a fixed point of Algo-
rithm 1 by the sequence matrix . For
the case of , inserting into (20),
we can rewrite it as

(21)

for . Premultiplying (21) with , for
, and writing the resulting equations in matrix form, we get

(22)

where .3 Referring to [15, Corollary
1], if Algorithm 1 starts with a full rank matrix ,
is invertible. Multiplying both sides of (22) with
yields

3We use the notation diag[� ; � ; . . . ; � ] to indicate a K � K diagonal
matrix with � ; � ; . . . ; � on the main diagonal. When the argument of the
same operator is a matrix, we mean the diagonal elements of the matrix.
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Thus, is diagonal. This indicates the orthogonality of
the spreading sequences at the fixed point. Since the powers are
fixed during the adaptation, we have

For the case of , consider the eigendecomposition
and let

We note that the elements , for , in the
sequence vector are the projections of the spreading sequence

onto the space defined by the eigenvectors. Based on (21), we
get

(23)

for . Equation (23) indicates that , for
, are eigenvalues of . Premultiplying (23) for user

with , and premultiplying (23) for user with , we obtain
the following two equations:

Since is diagonal, we must have

(24)

for all . This implies that when
. Write the column set of at the fixed point as

. Then (24) has the following implications.

i) If is not split into two or more orthogonal subsets, then
for all , which means that

is an identity matrix with equal eigenvalues

ii) If is split into several orthogonal subsets, within
each subset are equal.

We note that the proposed set of sequences satisfies this property
of the fixed points of Algorithm 1.

C. Global Minimum of ETSC

First, it is straightforward to check the class of sequence sets
specified by (8) is the set of fixed points of Algorithm 1 that
uniquely (up to permutations of the eignevalues) minimize the
ETSC given the proposed power allocation. With the established
monotonicity and convergence of the ETSC in Algorithm 1, it
appears that there may be different fixed points with different
ways of space partitioning, i.e., the ETSC may converge to
local minima. However, it is shown in [16] that all local minima
are unstable. As a result, any numerical error or intentional
perturbation will cause Algorithm 1 to converge to the global
minimum point. Interested readers are referred to [16] for the
details of the proof of this property. In this sense, Algorithm 1

converges the class of sequence sets in Section III. The specific
sequence set obtained at convergence is determined by the
initial sequence set.
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