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Summary
It is well known that the performance of TCP
deteriorates in a mobile wireless environment. This
is due to the fact that although the majority of
packet losses are results of transmission errors over
the wireless links, TCP senders still take packet loss
as an indication of congestion, and adjust their
congestion windows according to the additive
increase and multiplicative decrease (AIMD)
algorithm. As a result, the throughput attained by
TCP connections in the wireless environment is
much less than it should be. The key problem that
leads to the performance degradation is that TCP
senders are unable to distinguish whether packet
loss is a result of congestion in the wireline network
or transmission errors on the wireless links.

In this paper, we propose a light-weight approach,
called syndrome, to improving TCP performance in
mobile wireless environments. In syndrome, the BS
simply counts, for each TCP connection, the number
of packets that it relays to the destination host so
far, and attaches this number in the TCP header.
Based on the combination of the TCP sequence
number and the BS-attached number and a solid
theoretical base, the destination host will be able to
tell where (on the wireline or wireless networks)
packet loss (if any) occurs, and notify TCP senders
(via explicit loss notification, ELN) to take
appropriate actions. If packet loss is a result of
transmission errors on the wireless link, the sender
does not have to reduce its congestion window.

Syndrome is grounded on a rigorous, analytic
foundation, does not require the base station to
buffer packets or keep an enormous amount of
states, and can be easily incorporated into the
current protocol stack as a software patch. Through
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simulation studies in ns-2 (UCB, LBNL, VINT
network simulator,
http://www-mash.cs.berkeley.edu/ns/), we also show
that syndrome significantly improves the TCP
performance in wireless environments and the
performance gain is comparable to the heavy-weight
SNOOP approach (either with local retransmission
or with ELN) that requires the base station to buffer,
in the worst case, a window worth of packets or
states. Copyright  2001 John Wiley & Sons, Ltd.
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1. Introduction

Mobile wireless networking has become an important
technique for supporting emerging personal commu-
nication services. A mobile wireless network is com-
posed of a number of wireless LANs (also referred to
as cells). Each wireless LAN is composed of a base
station (BS) and a variable number of mobile hosts
(MHs). BS’s are connected to one another to form
a wired point-to-point backbone network. Due to the
different characteristics between wireline and wire-
less networks, many protocols originally designed for
wireline networks have to be adapted for wireless
networks. For example, Mobile IP was proposed, and
becomes the current standard, for IP mobility support.

TCP is the transport layer of the Internet protocol
suite and is intended to provide reliable byte stream
transport over an underlying unreliable network. The
TCP congestion control mechanism, in particular the
additive increase and multiplicative decrease (AIMD)
algorithm, has been the major reason for keeping the
Internet from congestion collapse. However, it is well
known that the TCP performance in terms of through-
put attainable by TCP connections deteriorates in
mobile wireless environments. There are two major
reasons that account for the performance degradation,
both of which are attributed to the characteristics of
wireless environments [1]. First, as wireless links are
usually subject to higher bit error rates as compared
to wireline networks, the majority of packet losses
in wireless environments are results of transmission

errors over wireless links. However, TCP senders take
packet loss as an indication of congestion and reduce
their congestion windows according to the AIMD
algorithm. Second, during the period of hand-offs,
the end-to-end connection cannot be maintained and
packets are being dropped. This is again erroneously
taken by TCP senders as an indication of congestion.

Many research efforts have been made to adapt
TCP to the mobile wireless environment. They can be
classified, according to the types of wireless packet
losses they intend to dealing with, into (i) approaches
that deal with losses caused by hand-off and mobility
and (ii) those that deal with losses caused by the high
bit error rate (BER). M-TCP [2], Freeze-TCP [3],
and the approach proposed in Reference [1] are per-
haps the most notable work in the first category.
Approaches in the second category are exemplified
by Indirect-TCP [4], MTCP [5], delayed duplicate
ACKs [6], SNOOP [7], and ELN-based SNOOP [8].
We will provide a detailed summary of, and a com-
parison among, these approaches in Section 2.

In this paper, we propose an alternative, light-
weight approach, called syndrome, to deal with wire-
less packet losses. In syndrome, the BS simply counts,
for each TCP connection, the number of packets
that it relays to the destination host so far, and
attaches this number‡ in the TCP header. Based on

‡ Similar to the TCP sequence number, this number can be
expressed in a mod n manner.
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the combination of the TCP sequence number and
the BS attached number which we call syndrome, and
a set of propositions/lemmas analytically derived in
the paper, the destination host will be able to tell
where (on the wireline or wireless networks) packet
loss (if any) occurs, and notify TCP senders (via
explicit loss notification, ELN) to take appropriate
actions.

Syndrome possesses many desirable features. First,
the BS does not have to buffer packets or maintain an
enormous amount of states for each TCP connection.
Second, the modification at end hosts is minor (a few
lines of code change) and can be packaged up as a
patch in the software distribution. Moreover, the mod-
ification is backward compatible with original TCP;
end hosts without syndrome cannot benefit from the
performance improvement, but can otherwise coex-
ist with syndrome hosts. Third, syndrome maintains
the end-to-end semantics. Fourth, although syndrome
is not designed to deal with packet losses caused by
hand-offs, it can resume operations and take effect
immediately after hand-off, when packets arrive at the
new BS. Through simulation studies in ns-2, we show
that syndrome significantly improves the TCP perfor-
mance over wireless links and the performance gain
is comparable to the heavy-weight SNOOP approach
(either with local retransmission or with ELN) that
requires the base station to buffer, in the worst case,
a window worth of packets or states.

The rest of the paper is organized as follows. We
provide a taxonomy of existing approaches and dis-
cuss their advantages and disadvantages in Section 2.
For clarity of presentation, we present in Section 3
a base approach that operates under the (unrealis-
tic) assumption that packets may be lost but are
neither out of order nor duplicate. In Section 4
we extend the base approach to accommodate the
cases in which packets may be lost or out of
order on the wireline network, and may be lost on
the wireless link. Following that, we investigate in
Section 5 the impact of duplicate packets on the per-
formance of syndrome. We present simulation results
in Section 6 and conclude the paper with future work
in Section 7.

2. Related Work

As mentioned in Section 1, TCP enhancements in the
wireless environment can be classified into (i) approa-
ches that deal with losses caused by hand-off and
mobility and (ii) approaches that deal with losses
caused by the high bit error rate:

2.1. Approaches in the first category

M-TCP [2], Freeze-TCP [3], and the approach pro-
posed in Reference [1] receive the most attention
in the first category. In Reference [1], the authors
observed that as numerous packets are lost during
hand-off, the TCP sender may eventually shut down
the window and start a timer. If the timeout period
is larger than the hand-off period, the MH does not
receive any data until the timeout period is over. To
reduce the waiting period after hand-off, the authors
in Reference [1] proposed that an MH retransmits
three duplicate ACKs immediately after the hand-off
for the last data segment it received prior to the dis-
connection.

In M-TCP [2], when the BS detects a disconnec-
tion, it relays back an ACK to the sender, but with the
receiver advertisement window size set to 0. The con-
sequence is that upon receipt of this ACK, the TCP
sender freezes all retransmission timers and enters a
persist mode. In the persist mode, the sender does not
shrink the congestion window so that the slow-start
phase can be avoided. When the connection recovers
and/or the hand-off is completed, the BS then relays
an ACK with non-zero window size to resume the
transmission. Freeze-TCP [3] moves the onus of sig-
naling an impending disconnection from the BS to
the MH (that is, the MH sends the ACK with a zero
receiver advertisement window size). As discussed in
Reference [3], with this subtle change, Freeze-TCP
eliminates several drawbacks inherited from putting
intelligence in the BS.

2.2. Approaches in the second category

Approaches in the second category can be further
classified into three sub-categories [8, 9]:

1. Split connections (Indirect-TCP [4], MTCP [5],
and those proposed in References [10, 11]): split-
connection approach separate each connection into
two TCP connections, one between a fixed host
(FH) and a BS, and the other between a BS
and a MH. Indirect-TCP [4] used standard TCP
for these two connections while MTCP [5] uses,
instead of TCP, a selective repeat protocol (SRP)
on top of UDP for the wireless link. The major
advantage of these approaches is that a customized
transport protocol can be used to optimize the per-
formance over the wireless link. On the other hand,
these approaches suffer from the following draw-
backs: they usually require large memory space
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at the BS’s in order to store/forward packets and
maintain hard states for each connection. When
an MH moves from one domain to another, the
entire ‘state’ of the connection (including pack-
ets buffered for local retransmission) must also
be transferred. Also, dividing each connection into
two connections violates the end-to-end semantics.

2. TCP-aware link layer retransmission (SNOOP [7]
and delayed duplicate ACKs [6]): In Reference
[6], duplicate ACKs are delayed at the BS and
not relayed back to the FH, in order to allow
special local retransmission on the wireless link.
SNOOP recovers wireless errors by buffering at
the BS all the packets destined for MHs and locally
retransmitting packets at the link level upon receipt
of duplicate acknowledgments or upon timeout
(i.e., the SNOOP module implements a round-
trip timer and retransmits unacknowledged packets
based on this timer). In addition, SNOOP prevents
the sender from fast retransmission by intercept-
ing and discarding duplicate acknowledgments for
packets lost on the wireless link. SNOOP does
not require code changes either at FHs or at MHs;
only the protocol stack at BS’s has to be changed.
It retains the end-to-end semantics. However, the
major drawbacks of SNOOP are: (i) it requires
significant amount of memory space and process-
ing capability at the BS in order to keep states and
to buffer packets for local retransmission; (ii) it
suffers from the same problem as split-connection
approaches in the case of hand-offs. The first draw-
back is especially serious, as the BS has to keep
states and maintain a window worth of packets for
potentially thousands of TCP connections.

3. Explicit loss notification (ELN) [8, 12–14]: An
ELN bit has been proposed in Reference [15],
included in the packet header, and set (by certain
network entity) to explicitly notify the sender of
packet loss. To alleviate the workload at the BS,
an ELN-based version of SNOOP [8] was pro-
posed in which the BS does not buffer packets,
but instead records sequence numbers of packets
lost in the wireline network in a TCP congestion
window. Upon receipt of duplicate acknowledg-
ments for packets lost on the wireless link, the
BS then sets the ELN bit in the packet header
before forwarding them to the sender. When a
sender receives duplicate acknowledgments with
the ELN bit set, it does not reduce its congestion
window size. Use of ELN mitigates the BS loading
problem, but each BS still has to maintain, in the
worst case, a window worth of sequence numbers

and monitors duplicate ACKs returned by a MH.
Also, if the state kept at the old BS is not available
to a new BS after hand-off, the hand-off prob-
lem remains. Another ELN-inherited drawback is
that both end hosts and BS’s have to be modified.
In [12–14] the author proposed a similar method
in which the sequence numbers of all packets need
to be re-ordered.

As mentioned in References [3, 8, 9], the criteria
that should be used to assess TCP enhancements are
(i) whether or not changes are required at intermedi-
ate nodes (e.g., BS’s) or FHs in the wireline network;
(ii) whether or not intermediate nodes have to keep
states for each connection (and may hence become
the performance bottleneck); (iii) whether or not the
end-to-end semantics are maintained; (iv) capability
to handle IPSEC-encrypted§ traffic; (v) capability to
deal with packet losses caused by high wireless BER;
(vi) capability to handle hand-offs. We give an assess-
ment of all the existing approaches (and syndrome)
with respect to the above criteria in Table 1.

As shown in Table 1, all existing approaches in
the second category require intermediate nodes (e.g.,
BS’s) to buffer state/packets for each TCP con-
nection. In particular, I-TCP, MTCP, and SNOOP
requires the BS to buffer, in the worst case, a win-
dow worth of packets and states. The advantage of
buffering packets and duplicating the functions per-
formed at a TCP source at the BS is that packets
lost on the final wireless link can be locally trans-
mitted, instead of being transmitted all the way from
the sender. However, as a BS may potentially handle
thousands of TCP connections (considering wireless
webs are becoming one of the most popular wireless
services), this inevitably imposes performance and
scalability problems. Also, the resources available
in the wireline network are usually more abundant
than those on the wireless link, and hence retrans-
mitting all the way from the source may not be a
performance concern. Although syndrome requires
code change at BS’s and FHs, the modification is
quite minor (a few lines of code change as out-
lined in Figure 1) and can be packaged up as a
patch.

§ In IPSEC, the entire IP payload is encrypted so the
intermediate nodes may not be able to know the type of
traffic being carried in the payload, if itself is not made a
party to the security association between the FH and MH.
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Table 1. A comparison of existing TCP enhancement approaches with respect to different criteria.

Approaches for pkt losses Approaches for pkt losses
caused by disconnection caused by high wireless BER

M-TCP Freeze-TCP I-TCP MTCP DDAŁ SNOOP ELN-based SNOOP Syndrome

Code change at BS or FHs? yes no yes yes yes yes yes minor
BS keeps state? yes no yes yes yes yes yes no‡

Retransmission all the way
from the source?

yes yes no no yes no yes yes

Handle encrypted traffic? no† yes no† no† no† no† no† no†

Can ACKs be routed along a
different path on which
data is routed?

no yes yes yes no no no yes

Handle high BER? some what no yes yes no yes yes yes
Handle hand-offs? yes yes noC noC noC noC noC no#

Ł DDA: delayed duplicate ACKs.
‡ Syndrome has to keep, for each TCP connection, the number of packets it has relayed to the destination.
† If the intermediate node is made a party to the security association between the FH and the MH and the IPSEC tunneling mode is terminated
at the intermediate node, these approach may handle encrypted traffic.
C If the entire state (including buffered packets) can be moved to the new BS, these approaches can handle hand-offs (expensively).
# The performance of Syndrome degrades during hand-off, but the operations resume immediately after hand-off when packets start to arrive
at the new BS.

3. The Base Algorithm

As mentioned in Section 1, the key issue to improv-
ing the TCP performance in a mobile wireless envi-
ronment is to distinguish packet loss which results
from congestion in the wireline network from that
which results from transmission errors over the wire-
less link. We propose the following approach: a BS
simply counts, for each TCP connection, the num-
ber of packets that it relays to the destination host so
far, and attaches this number in the (option field of
the) TCP header. The attached number could be made
32 bit long and wrapped around in exactly the same
manner TCP sequence numbers do. Also, if a packet
is dropped at the BS due to buffer overflow, it is
treated as being lost in the wireline network. Now the
question is how the destination host infers, based on
the syndrome —the combination of the TCP sequence
number and the BS attached number—the cause of
packet loss. In what follows, we establish the theoret-
ical base, under the assumption that packets arriving
at the BS are neither out of order nor duplicate. (We
will relax these assumptions in Sections 4 and 5.)

Without loss of generality, we describe the pro-
posed approach in the packet mode (as the byte-mode
version of the proposed approach can be straightfor-
wardly devised). Also, to ease discussion we denote

ž (SNi, ANi): as the combination of the TCP sequen-
ce number (SN) and the BS-attached number (AN)
as observed by a destination host.

ž Gn: as a gap of size n in the attached number space
if the attached numbers ANi and ANiC1 of two
packets consecutively received at the destination
host differ by nC 1 (i.e., if the numbers carried
in two consecutive packets differ by 1, there is
no gap).
The definition of a gap in the sequence number
space is, however, somewhat different. Let max
seq seen denote the maximum sequence number
ever received at the time of receiving the packet
with SNi and n 4D maxfSNiC1 � max seq seen�1,
0g. If n > 0, a gap of size n exists; otherwise,
no gap exists. Figure 2 gives an example that
illustrates the definition of a gap in the sequence
space.
ž the syndrome, 	Gn, Gm�, m ½ 0: as the gaps in the

sequence number space and the attached number
space, respectively, of two packets consecutively
received by a destination host. Note that the syn-
drome is defined from the perspective of a desti-
nation host at the time when it receives the second
packet of the two consecutive ones.

The destination host deduces, based on 	Gn, Gm�,
where packet loss (if any) occurs. The following
proposition establishes the theoretical base of syn-
drome:

Proposition 1. Under the assumption that packets
that arrive at the BS are neither out of order nor
duplicate (but can be lost), for connections from FHs

Copyright  2001 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2002; 2:37–57
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Case 1. FH → BS → MH

BS: Upon receipt of a data packet pkt( j) of connection i, where pkt( j) is a TCP segment with sequence number j,
the BS does the following:
1.     if (pkt( j) is the first packet received for connection i) {
2.           Ci ← 0; / / count from zero
3.     else
4.           Ci + +;
5.     attach Ci to the TCP header of pkt( j), and forward pkt( j, Ci) to the destination MH;
6.     }

MH: Upon receipt of a data packet pkt( j, Ci), of connection i, the MH does the following
(credit ← 0 at system initialization):
7.     compute the syndrome;
8.    if (syndrome = = (Gn, Gm), n ≥ m > 0) {
9.           credit ← credit + m;
10.         record the indices k according to Equation (1) ; }
11.   if ((ack ∈ a set of duplicate acks with index k) && (credit > 0))
12.         send ack with ELN ← 1;
13.   else if ((ack is not a duplicate) && (previous ack ∈ a set of 3 or more duplicate acks with ELN = 1)) {
14.         credit ← credit −1;
15.         send ack with ELN ← 0;
16.   }
17.   else
18.         send ack with ELN ← 0;

FH: Upon receipt of three duplicate acks for connection i, the FH does the following:
19.   if (ack.ELN is set)
20.         retransmit the lost packet only, but do not reduce the congestion window;
21.   else
22.        act as TCP does;

Case 2. MH → BS → fixed host

BS: The procedure taken by the BS is the same as in Case 1.

FH: Upon receipt of a data packet of pkt( j, Ci), of connection i, the FH does the following
(credit ← 0 at system initialization):
23.   compute the syndrome;
24.   if (syndrome = = (Gn, Gm), n > m  ≥ 0) {
25.         credit ← credit + (n − m);
26.         record the indices k for setting ELN bits; }
27.   if ((ack ∈ a set of duplicate acks with index k) && (credit > 0))
28.         send ack with ELN ← 1;
29.    else if ((ack is not a duplicate) && (previous ack ∈ a set of 3 or more duplicate acks with ELN = 1)) {
30.         credit ← credit −1;
31.         send ack with ELN ← 0;
32.   }
33.   else
34.         send ack with ELN ← 0;

MH: The procedure taken by the MH is the same as that taken by the FH in Case 1.

Fig. 1. The base algorithm of syndrome.
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Fig. 2. An example that illustrates the definition of a gap in the sequence number space.
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to MHs, the syndrome for two packets consecutively
received by the MH is

(a) 	G0, G0�, if and only if no packet loss occurs.
(b) 	Gm , Gm�, m ½ 0, if and only if m packets are lost

on the wireless link and no packet is lost in the
wireline network.

(c) 	Gn , Gm�, n ½ m ½ 0, if and only if n � m pack-
ets are lost in the wireline network and m packets
are lost on the wireless link.

Proof. Under the assumption of orderly packet deliv-
ery on the wireless link (an MH receives packets in
the same order in which they are sent at the BS), if a
packet is lost on the wireless link, it will necessarily
create a gap in the attached number space and vice
versa. Hence, the size of the gap, Gm, in the attached
number space is equal to the number of packets lost
on the wireless link. Similar arguments can be made
for inferring, based on the size of Gn, the number of
packets lost in the wireline network. �

By Proposition 1, we know that under the simplify-
ing assumption, among the n packet losses observed
in a syndrome 	Gn, Gm�, n ½ m ½ 0, m of them occur
on the wireless link and should not lead to window
reduction. That is, the ELN bits should be set by the
MH for m sets of duplicate acknowledgments, one for
each packet lost on the wireless link. However, since
the n� m wireline packet losses and the m wireless
losses may intervene with one another, and the des-
tination host cannot tell (without extra information)
the exact order in which they occur, we devise syn-
drome to give ‘credits’ to the kth observed packet
loss, where

k D
{ 1, 3, . . . , 2m � 1, if 2m 
 n

1, 3, . . . , 2	n� m�� 1, 2	n� m�C 1,
2	n� m�C 2, . . . , n, if m 
 n < 2m

	1�
and set the ELN bits for the corresponding duplicate
acknowledgments. Similarly, for connections from
MHs to FHs, the following proposition establishes
the theoretical base.

Proposition 2. Under the assumption that packets
that arrive at the BS are neither out of order nor
duplicate (but can be lost), for connections from MHs
to FHs, the syndrome for two packets consecutively
received by the MH is

(a) 	G0, G0�, if and only if no packet loss occurs.

(b) 	Gm , Gm�, m ½ 0, if and only if m packets are lost
in the wireline network and no packet is lost on
the wireless link.

(c) 	Gn , Gm�, n ½ m ½ 0, if and only if n � m pack-
ets are lost on the wireless link and m packets are
lost in the wireline network.

The procedures taken by the BS, by the MH, and by
the FH are listed in Figure 1. In the case that both
the sender and the destination hosts are mobile hosts
and their BS’s are connected via a wireline network,
two ‘instances’ of syndrome can be applied to infer
errors from the sender to its base station and errors
from the second base station to the destination host,
respectively. The following example illustrates how
the base algorithm operates.

Example 1 Consider the connection from a FH to
a MH. Suppose packets 12 and 13 are lost on the
wireless link, and packet 16 is lost in the wireline net-
work. The sequence in which packets arrive at the BS
is given in Figure 3(a), and the syndromes observed,
the acknowledgment returned, and the action taken,
by the MH are given in Figure 3(b).

As shown in Figure 3(b), duplicate acknowledg-
ments for packets 12 and 16 are sent with ELN D 1
and hence will not lead to window reduction, while
those sent for packet 13 are sent with ELN D 0 and
will lead to window reduction. The total number of
times the congestion window is halved is 1, account-
ing for the fact that only one packet is lost on the
wireline network.

Note also that as illustrated in Figure 3, as the
destination host does not know which packet is lost
on the wireless link and should be given the ‘credit,’
the time at which the sender reduces its congestion
window may be slightly offset when the two types
of packet losses (wireline or wireless) interleave with
each other.

4. The Extended Algorithm

In this section, we discuss how we extend the base
approach to accommodate the condition that packets
may be lost in the wireline/wireless network and,
in addition, re-ordered on the wireline network. We
still assume that packets can not be reordered on
the wireless link (i.e., packets received at the MH
are in the order in which they are sent by the BS).
As the wireless link consists of only one hop, the
assumption is valid for wireless links with the MAC-
level retransmission capability. Also, we assume that
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Fig. 3. An example that shows how the base approach works.

there exist no duplicate packets, due to, for example,
packet retransmission. In Section 5, we will discuss
the impact of existence of duplicate packets on the
performance of syndrome.

4.1. Extended algorithm for FH! BS! MH
connections

We consider connections from FHs to MHs. Let
O, L, � denote the out-of-order packet event, the
packet loss event, and the no error event, respec-
tively, and 	X, Y�, where X, Y 2 fO, L,�g, denote
the combined events (as perceived by the destina-
tion host) in the wireline network and on the wireless
link. For example, 	OC L,�� denotes that pack-
ets are re-ordered and lost in the wireline network,
but incur no error on the wireless link. Note that
error events are defined in the view of the destina-
tion host at the time when the host receives the second
packet of two consecutively received packets. We first
establish the theoretical base by analyzing, for each
syndrome, the possible events that may cause the syn-
drome. Then, we determine how credits should be
adjusted and how ELN bits should be set under each
syndrome.

4.1.1. Cause of syndrome 	G0, G0�

LEMMA 1 If the syndrome for two packets consecu-
tively received by the MH is 	X, G0�, where X denotes
‘don’t care,’ then no packet loss occurs (between the
two packets) on the wireless link.

Proof. Under the assumption of orderly packet
delivery on the wireless link, if a packet is lost on
the wireless link, it will necessarily create a gap in
the attached number space. Thus, if there is no gap
in the attached number space, no packet loss occurs
on the wireless link. �

Proposition 3. If the syndrome for two packets
consecutively received by the MH is 	G0, G0�, then
the possible error events are 	�,�� or 	O,��.

Proof. By Lemma 1, we know that no packet loss
occurs on the wireless link. This implies that the
syndrome for the two packets consecutively sent by
the BS is also 	G0, G0�. The fact that no gap in the
sequence number space is observed at the BS implies
that (i) no packet loss occurs or (ii) an out of order
event occurs in the wireline network. The latter occurs
when the SN of the second packet is smaller than that
of the first one. �

4.1.2. Causes of syndrome 	Gn, G0�, n > 0

Proposition 4. If the syndrome for two packets
(with sequence numbers SNi and SNiC1) consecutively
received by the mobile host is 	Gn , G0�, n > 0, the
possible error events are 	L,��, 	O,��, or 	LC
O,��.

Proof. By Lemma 1, we know that no packet loss
occurs on the wireless link. This implies that the
syndrome for the two packets consecutively sent by
the BS is also 	Gn, G0�, i.e., there is a gap of size
n in the sequence number space. Several possible

Copyright  2001 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2002; 2:37–57



SYNDROME: IMPROVING TCP PERFORMANCE 45

scenarios may lead to this gap: packets with sequence
numbers larger than SNi and smaller than SNiC1 are
either lost, or arrive out of order at the BS (before
SNi or after SNiC1), or a combination thereof. Hence,
the possible error events are thus 	L,��, 	O,��, or
	L C O,��. �

As indicated in Proposition 4, among all the
possible error events that lead to this syndrome, none
of them incur packet loss on the wireless link. Hence,
no credit is given and the TCP sender should respond
to packet loss in the regular AIMD manner.

4.1.3. Cause of syndrome 	G0, Gm�, m > 0

LEMMA 2 If the syndrome for two packets consecu-
tively received by the MH is 	X, Gm�, m > 0, where X
denotes ‘don’t care,’ exactly m packet losses occur on
the wireless link.

Proof. The proof is similar to Lemma 1, and is thus
omitted. �

Proposition 5. If the syndrome for two packets
(with sequence numbers SNi and SNiC1) consecutively
received by the MH is 	G0, Gm�, m > 0, then the
possible error event is 	O, L�, or 	O C L, L�.

Proof. By Lemma 2, we know that there are m packet
losses on the wireless link. The fact that there exists
no gap in the sequence number space implies that
(i) at least k ½ m packets are transmitted out of order
over the wireline network, and (ii) exactly m packets
with sequence numbers either smaller than SNi or
larger than SNiC1 arrive at the BS after the packet
with SNi but before the packet with SNiC1, and are
subsequently lost on the wireless link. The other

k � m packets are lost on the wireline network and
do not arrive at the BS. �

As indicated in Proposition 5, exactly m packet
losses occur on the wireless link under this syndrome.
Hence, we augment the base approach (in which the
syndrome 	G0, Gm�, m > 0 is not possible) and assign
m credits (i.e., set the ELN bits alternatively in m
sets of duplicate acknowledgment). The following
example illustrates how credits are given and ELN
bits are set under the 	G0, Gm�, m > 0 syndrome.

Example 2 Suppose packet 13 arrives out of order at
the BS (the order in which packets arrive at the BS
is given in Figure 4(a)) and is lost on the wireless
link (the 	O, L� event). The syndromes observed, the
acknowledgment returned, and the action taken, by
the MH are given in Figure 4(b).

4.1.4. Causes of syndrome 	Gn, Gm�, 0 < n < m

Proposition 6. If the syndrome for two packets
(with sequence numbers SNi and SNiC1) consecutively
received by the MH is 	Gn , Gm�, 0 < n < m, then the
possible error events are 	O, L� or 	O C L, L�.

Proof. By Lemma 2, we know there are m packet
losses on the wireless link. Also, if no out-of-
order events occur in the wireline network, then
by Proposition 1, we know that the only possible
syndromes are those with n ½ m ½ 0. Hence, at least
one packet arrives out of order (between SNi and
SNiC1) at the BS.

In addition, the fact that n > 0 (there is a gap in
the sequence number space) implies that at least one
packet whose sequence number falls in 	SNi, SNiC1�
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Fig. 4. Examples that give the 	G0, Gm�, m > 0 syndrome.
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is lost or delayed (but not early¶). Hence, the possible
error events are 	O, L� and 	OC L, L�. �

Similar to how we handle the 	G0, Gm�, m >
0 syndrome, we augment the base approach (in
which the syndrome 	Gn, Gm�, 0 < n < m is not
possible) and assign m credits. The following example
illustrates how credits are given and ELN bits are set
under the 	Gn, Gm�, 0 < n < m syndrome.

Example 3 Consider the following two scenarios:

Scenario 1: (	O, L� event) Packet 17 arrives out
of order at the BS (the order in
which packets arrive at the BS is

¶ Whose sequence number falls in 	SNi, SNiC1� arrived
early (i.e., before SNi), max seq seen would be set to the
maximum sequence number of these packets, and hence by
the definition of a gap earlier, this will not be considered
as a gap.

given in Figure 5(a)) and both packet
12 and 17 are lost on the wireless
link. The syndromes observed, the
acknowledgment returned, and the
action taken, by the MH are given in
Figure 5(b).

Scenario 2: (	OC L, L� event) Packet 12 is lost in
the wireline network, and packets 17
and 18 arrive out of order at the BS
(the order in which packets arrive at the
BS is given in Figure 5(c)) and are both
lost on the wireless link. The syndromes
observed, the acknowledgment returned,
and the action taken, by the MH are
given in Figure 5(d).

As shown in Figure 5(b) and (d), the sequence
numbers received and the syndromes observed before
sequence number 12 are indistinguishable under
the two scenarios, and the destination host cannot
really tell whether packet 12 is lost in the wireline
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Fig. 5. Examples that give the 	Gn, Gm�, 0 < n < m syndrome.
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or wireless network. Consequently, the window
reduction operation as a result of packet 12 being lost
in the wireline network will be slightly delayed under
the second scenario. The total number of window
reduction, however, equals the number of packets lost
on the wireline network under both scenarios.

4.1.5. Causes of syndrome 	Gn, Gm�, 0 < m < n

Proposition 7. If the syndrome for two packets
(with sequence numbers SNi and SNiC1) consecutively
received by the MH is 	Gn , Gm�, 0 < m < n, then the
possible error events are 	L, L�, 	O, L� or 	O C L, L�.

Proof. In the case of no out-of-order packet event in
the wireline network, by Proposition 1, we know that
the only possible error event is 	L, L� (i.e., m packet
losses occur on the wireless link, and n� m packet
losses occur on the wireline network).

In the case that packets may be out-of-order in
the wireline network, first by Lemma 2, we know m
packet losses occur on the wireless link. Second, as
the gap in the sequence number space is of size n >
m, we know at least n� m packets whose sequence
numbers fall in 	SNi, SNiC1� are either lost, does
not arrive in sequence (but between SNi and SNiC1),
or both. Hence, the possible error events are 	L, L�,
	O, L� or 	OC L, L�. �

The same rules used in the base approach here. The
following example illustrates how credits are given
and ELN bits are set under the 	Gn, Gm�, 0 < m < n
syndrome.

Example 4 Consider the following three scenarios:

Scenario 1: (	L, L� event) Both packets 12 and
13 are lost in the wireline network
and packet 14 is lost on the wireless
link. The order in which packets arrive
at the BS is given in Figure 6(a),
and the syndromes observed, the
acknowledgment returned, and the
action taken, by the MH are given in
Figure 6(b).

Scenario 2: (	O, L� event) Both packets 12 and 13
arrive out of order at the BS (the order
in which packets arrive at the BS is
given in Figure 6(c)), and packet 14 is
lost on the wireless link. The syndromes
observed, the acknowledgment returned,
and the action taken, by the MH are
given in Figure 6(d).

Scenario 3: (	OC L, L� event) Packet 12 is lost in
the wireline network, packet 13 arrives
out of order at the BS (the order in
which packets arrive at the BS is given
in Figure 6(e)), and packet 14 is lost
on the wireless link. The syndromes
observed, the acknowledgment returned,
and the action taken, by the MH are
given in Figure 6(f).

As shown in Figure 6(b), (d) and (f), the sequence
numbers received and the syndromes observed before
sequence number 17 are indistinguishable under
the three scenarios and 1 credit is given in all
three scenarios. Again the total number of window
reduction equals the number of packets lost in
the wireline network. Note also that in the second
scenario, as packet 12 is significantly delayed (i.e.,
more than three packets), which in turn triggers the
window reduction operation under TCP-Reno. With
syndrome, the one credit is used here to prevent
occurrence of window reduction (i.e., the ELN bits
for acknowledgments for packet 12 are set).

4.1.6. Causes of syndrome 	Gn, Gm�, 0 < m D n

Proposition 8. If the syndrome for two packets
(with sequence numbers SNi and SNiC1) consecutively
received by the MH is 	Gn , Gm�, 0 < m D n, then the
possible error events are 	�, L�, 	O, L� or 	O C L, L�.

Proof. In the case of no out-of-order packet event in
the wireline network, by Proposition 1, we know that
the only possible error event is 	�, L� (i.e., m packet
losses occur on the wireless link).

Now we consider the case in which packets may
be re-ordered in the wireline network. By Lemma 2,
we know m packet losses occur on the wireless
link. Moreover, the fact that a gap of size n exists
in the sequence number space implies that the n
packets whose sequence numbers fall in 	SNi, SNiC1�
either are lost in the wireline network, arrive later
than SNiC1, or are lost on the wireless link. In the
former two cases, exactly k other packets arrive
out of order and are inserted between SNi and
SNiC1. The possible error events are 	�, L�, 	O, L� or
	OC L, L�. �

The same rule used in the base approach applies
here. The following example illustrates how credits
are given and ELN bits are set under the 	Gn, Gm�,
0 < m D n syndrome.
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Fig. 6. Examples that give the 	Gn, Gm�, 0 < m < n syndrome.

Example 5 Consider the following three scenarios:

Scenario 1: (	�, L� event) Packet 12 is lost on
the wireless link. The order in which
packets arrive at the BS is given
in Figure 7(a), and the syndromes
observed, the acknowledgment returned,
and the action taken, by the MH are
given in Figure 7(b).

Scenario 2: (	O, L� event) Both packets 12 and 17
arrive out of order at the BS (the order
in which packets arrive at the BS is
given in Figure 7(c)), and packet 17 is
lost on the wireless link. The syndromes
observed, the acknowledgment returned,
and the action taken, by the MH are
given in Figure 7(d).
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Fig. 7. Examples that give the 	Gn, Gm�, 0 < m D n syndrome.

Scenario 3: (	OC L, L� event) Packet 12 is lost in
the wireline network, and packet 17
arrives out of order at the BS (the order
in which packets arrive at the BS is
given in Figure 7(e)) and is lost on the
wireless link. The syndromes observed,
the acknowledgment returned, and the
action taken, by the MH are given in
Figure 7(f).

As shown in Figure 7(b), (d) and (f), the sequence
numbers received and the syndromes observed before
sequence number 14 are indistinguishable under
the three scenarios and 1 credit is given in all
three scenarios. Again the total number of window
reduction equals the number of packets lost on

the wireline network. Note also that in the second
scenario, the credit is not deducted when the out-of-
order packet 12 arrives because only three duplicate
acknowledgments are generated for packet 12.

Table 2 summarizes the possible syndromes that
exist for connections from FHs to MHs and the corre-
sponding actions receivers take under each syndrome.

4.2. Extended algorithm for MH! BS! FH
connections

For connections that are initiated by MHs, the BS
adopts a similar approach to label transit packets.
That is, the BS counts, for each TCP connection, the
number of packets that it relays to the destination
FH so far, and attaches this number in the (option
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Table 2. Causes and the corresponding actions for syndromes that occur for connec-
tions FHs! MHs.

Possible events
Syndrome (wireline, wireless) Action

	G0, G0� 	�,��, 	O,�� No op
	Gn, G0�, n > 0 	L,��, 	O,��, 	OC L,�� No op
	G0, Gm� 	O, L�, 	OC L, L� credit  credit C m
	Gn, Gm�, 0 < n < m 	O, L�, 	OC L, L� credit  credit C m
	Gn, Gm�, 0 < m < n 	L, L�, 	O, L�, 	OC L, L� credit  credit C m
	Gn, Gm� 0 < n D m 	�, L�, 	O, L�, 	OC L, L� credit  credit C m

Table 3. Causes and the corresponding actions for syndromes that occur for connections
MHs ! FHs.

Possible events
Syndrome (wireline, wireless) Action

	G0, G0� 	�,��, 	O,�� No op
	Gn, G0�, n > 0 	�, L� credit  credit Cn
	G0, Gm�, m > 0 Impossible —
	Gn, Gm�, 0 < n < m Impossible —
	Gn, Gm�, 0 < m < n 	L, L�, 	O, L�, 	OC L, L� credit  credit C	n� m�
	Gn, Gm�, 0 < n D m 	L,��, 	O,��, 	OC L,�� No op

field of the) TCP header. According to the syndromes
observed, the FH determines when to set the ELN bit.
Again we make the assumptions that no packets are
re-ordered on the wireless link and that there exist
no duplicate packets (including retransmitted ones),
and defer the discussion on the impact of existence
of duplicate packets to Section 5.

Let 	X, Y�, X, Y 2 fO, L,�g denote the combined
events on the wireline network and the wireless
link, as perceived by the destination host at the
time when it receives the second packet of the two
packets consecutively received. The rules used to
adjust credits and set ELN bits can be derived in
a similar way as in Section 4.1. For completeness,
we list all the propositions that give the causes for
possible syndromes and summarize in Table 3 the
actions taken for each possible syndrome. Interested
readers are referred to Reference [16] for a detailed
account of the proofs.

Proposition 9. If the syndrome for two packets con-
secutively received by a fixed host is 	G0, G0�, then no
packet loss occurs (between the two packets) both in
the wireline network and on the wireless link.

Proposition 10. If the syndrome for two packets
(with sequence numbers SNi and SNiC1) consecutively
received by a fixed host is 	Gn , G0�, n > 0, the error
event is 	�, L�.

Proposition 11. It is impossible for a FH to observe
the 	G0, Gm�, m > 0 syndrome.

Proposition 12. It is impossible for a FH to observe
the 	Gn , Gm�, 0 < n < m syndrome.

Proposition 13. If the syndrome for two packets
(with sequence numbers SNi and SNiC1) consecutively
received by a FH is 	Gn , Gm�, 0 < m < n, then the
possible error events are 	L, L�, 	O, L� or 	LC O, L�.

Proposition 14. If the syndrome for two packets
(with sequence numbers SNi and SNiC1) consecutively
received by a FH is 	Gn , Gm�, 0 < m D n, then the
possible error events are 	L,��, 	O,�� or 	O C
L,��.

Table 3 summaries the possible syndromes that
exist for connections from MHs to FHs and the corre-
sponding actions receivers take under each syndrome.

5. Impact of Duplicate Packets on
Syndrome

In this section, we analyze the impact of duplicate
packets on the performance of syndrome. Duplicate
packets may be generated either by the wireline
network (as a result of corrupted routing tables)
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or the sender (the latter as a result of (premature)
retransmission).

Without loss of generality, we only consider con-
nections from FHs to MHs (connections for the other
direction can be reasoned in a similar way). Let the
original packet be denoted as Pi and its duplicate as
P̂i. We consider four possible scenarios for packets
Pi and P̂i: (C1) both packets arrive at the BS; (C2)
Pi is lost in the wireline network, but P̂i arrives at
the BS; (C3) Pi arrives at the BS, but P̂i is lost in
the wireline network; and (C4) both packets are lost
in the wireline network.

As far as syndrome (and the BS) is concerned, the
effect of case (C2) is the same as that of packet Pi

being delayed, and case (C3) can be treated as if
the duplicate packet were never generated. Similarly,
case (C4) can be treated as if packet Pi were lost in
the wireline network and P̂i never generated. The only
scenario that calls for a careful analysis is case (C1).

In case (C1), as both duplicate packets arrive at the
BS, they will be transmitted over the wireless link.
Again we consider four cases:

C1.a If both packets are successfully received by
the mobile host, a 	G0, G0� syndrome will be
observed by the MH both when Pi and P̂i

arrive.
C1.b If packet Pi is lost on the wireless link but

packet P̂i arrives, the MH will observe a
	G1, G1� syndrome when packet PiC1 arrives,
and give one credit (Proposition 8). Later when
packet P̂i arrives, the MH will treat it as if
it were the retransmission. In the rare situa-
tion that packet P̂i arrives before the MH sends
three consecutive duplicate acknowledgments,
this one credit will not be used. This implies
the sender will be allowed not to reduce its
congestion window one time when it should
have.

C1.c If packet Pi arrives, but packet P̂i is lost
on the wireless link, the MH will observe a
	G0, G0� syndrome when packet Pi arrives, but
a 	G0, G1� syndrome upon arrival of the packet
that is labeled right after packet P̂i at the BS.
The MH will give one credit (Proposition 5).
This, again, implies the sender will be allowed
not to reduce its congestion window one time
when it should have.

C1.d If both packets are lost on the wireless link, the
MH will observe 	G1, G1� and 	G0, G1� syn-
dromes, respectively, as the packets following
Pi and P̂i arrive. Totally two credits will be

given: one is used to allow the sender not to
reduce its congestion window when it receives
three duplicate acknowledgments for Pi, but the
other may be misused.

Table 4 summarizes the impact of duplicate pack-
ets under the various scenarios. As shown in Table 4,
syndrome may err optimistically (i.e., it allows the
sender not to reduce its congestion window when the
sender should have) in three rare cases (C1.b–C1.d).
However, as will be verified in Section 6, the impact
on the performance of syndrome is not very signifi-
cant, as these cases rarely occur. For example, C1.b
occurs when a duplicate, P̂i, of packet Pi is generated,
both packets arrive at the BS, but only P̂i arrives at the
MH, and moreover P̂i arrives at the MH before the
MH sends three duplicate acknowledgments asking
for Pi.

6. Simulation Results

We have implemented syndrome in ns-2, and con-
ducted a simulation study to validate the proposed
design and compared the performance against SNOOP
—the approach known to give the ‘best’ perfor-
mance in the second category. (By ‘best,’ we mean
SNOOP perfectly detects lost/out-of-order/duplicate
packet that occur in the wireline/wireless network, as
it keeps the state in an entire congestion window.) All
algorithms used in the simulation, except syndrome,
were part of the standard ns-2 distribution.

Parameter setting: In the simulation study, we
have considered networks of arbitrary topology and
used an assortment of traffic sources (mainly infinite-
duration TCP and finite-duration TCP). To control
the packet loss rate, all packet losses in the wire-
line/wireless network are artificially generated, and
the packet loss probability over the wireless link is
x times larger than that of the wireline link, where x
varies from 10 to 1000. We use two types of packet
loss models: uniform loss model (specified by the
packet loss probability, p, over the wireless link) and
burst loss model (specified by a two-state Markovian
model shown in Figure 8).

Due to the space limitation, we only report on
a small set of the simulations that we believe is
the most representative. In particular, the results
reported below are obtained from the network topol-
ogy depicted in Figure 9 in which all the links have
a bandwidth of 2 Mbps, a link delay of 5 ms, and
are equipped with buffers of reasonably large sizes.
S1 and S2 are two FHs, each establishing a TCP
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Table 4. The impact of duplicate packets on syndrome for connections from FHs to MHs. Pi and P̂i are the original and duplicate packets,
respectively.

Pi lost P̂i lost Pi lost P̂i lost
Scenarios in wireline? in wireline? on wireless? on wireless? Action Impact

C2 Yes No — don’t care treated as if Pi is delayed No
C3 No Yes don’t care — treated as if P̂i is never

generated
No

C4 Yes Yes — — treated as if Pi is lost in the
wireline network and P̂i is
never generated

No

C1.a No No No No MH observes 	G0, G0�
syndromes as Pi and P̂i
arrive and identifies the
duplicate

No

C1.b No No Yes No MH observes a 	G1, G1�
syndrome as PiC1 arrives,
and gives 1 credit

if P̂i arrives before 3
duplicate acknowledg-
ments are sent, the
algorithm errs on the
optimistic side (1 time).

C1.c No No No Yes MH observes a 	G0, G0�
syndrome as Pi arrives,
and a 	G0, G1� syndrome
as the packet following P̂i
arrives, and gives 1 credit

the algorithm errs on the
optimistic side (1 time).

C1.d No No Yes Yes MH observes 	G1, G1� and
	G0, G1� syndromes, and
gives 2 credits

the algorithm errs on the
optimistic side (1 time).

When the system is in state A, the packet loss probability is 0.0002, and
when the system is in state B, the packet loss probability is set to p, 
where p is a much larger fractional number. 

The sojourn time of state A (state B) is exponentially distributed with
µA (µB). 

BA

PAB
PBBPAA

PBA

Fig. 8. The burst loss model used in the simulation. The sojourn time of state A and state B is exponentially distributed
with mean �A D 0.075 s and �B D 0.00375 s. When the system is in state A, the packet loss probability over wireless links
is set to 0.0002. When the system is in state B, the packet loss probability over wireless links set to p, where p varies over

a wide range.

connection with the MH. The two hexagons denote
the two base stations that serve as the home agent
(HA) and the foreign agent (FA), respectively. Mobile
IP is used as the underlying network protocol. To sim-
ulate packet losses, two instances of the loss model
are inserted into the wireless link (HA $ MH) and
the link between node 8 and S1. The parameters of
the bursty loss model are set as follows: pAA D 0.95,
pAB D 0.05, pBB D 0.95, pBA D 0.05, �A D 0.075 s,

�B D 0.00375 s. In both (uniform and burst) models,
the ratio of packet loss probability, p, on the wire-
less link over that on the wireline link is x D 50.
In spite of quite a number of system parameters
(topology, link capacity, buffer size, and packet size)
involved, the results are found to be quite robust in
the sense that the conclusion drawn from the perfor-
mance curves for a representative set of parameters
is valid over a wide range of parameter values.
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FA

HA

MH1

wireless links

5 hops

86S2 S1

Fig. 9. Network topology used in the simulation.

Comparison of the base version of syndrome
with TCP-Reno and SNOOP: We first evaluate the
performance of the base approach of syndrome under
the scenario that packets can be lost in the wire-
line/wireless network, but are neither out-of-order
nor duplicate. Figure 10 gives the attainable through-
put under syndrome, SNOOP , and TCP-Reno for the
two connections established between S1 $ MH and
between S2 $ MH under the uniform loss model.
Several observations are in order: first, the through-
put attained by the connection S1 $MH is consis-
tently higher than that by the connection S2 $MH,
verifying the well-known fact that TCP is in favor

of small-RTT connections. Second, the performance
of syndrome is very close, and comparable, to that
of SNOOP for a wide range of packet loss prob-
abilities. The throughput attained by both SNOOP
and syndrome senders is 30–80 per cent more than
TCP senders in the case of high packet loss rates.
As the performance in both directions (FH! MH
and MH! FH) exhibits similar behaviors, in what
follows we present only performance results for con-
nections FH! MH.

Comparison of the full version of syndrome
with TCP-Reno and SNOOP: We now evaluate
the performance of the full version of syndrome
under the scenario that packets can be lost in the
wireline/wireless network, and in addition, can be
out-of-order or duplicate. In this set of simula-
tion runs, a packet may become out of order with
probability 0.05, and the ‘distance’ between the
in-order position of a packet and its out-of-order
position is uniformly distributed between [1, 10]
packets. Similarly, a packet may be duplicated by
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Fig. 10. Throughput attained by the base version of syndrome, SNOOP, and TCP-Reno under the uniform loss model. The
x-axis is 1/

p
p, where p is the packet loss probability. The y-axis is the attainable throughput (in kilobytes per second).
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the network with probability 0.02 (which excludes
duplicates generated by premature retransmission),
and the ‘distance’ between the original and the dupli-
cate packets is uniformly distributed between [1, 20]
packets. Figure 11 gives the attainable throughput
under syndrome, SNOOP , and TCP-Reno for connec-
tions S1 !MH and S2 !MH under the uniform loss
model. Syndrome achieves comparable, and some-
times slightly better, throughput to/than SNOOP. This
accounts for the fact that in the existence of dupli-
cate packets syndrome may err on the optimistic side
(C1.b–C1.d in Table 4).

A closer look of the impact of duplicate pack-
ets on the performance of syndrome: To further
investigate the impact of duplicate packets on the
performance of syndrome, we vary the probability of

packets being duplicated from 0.02 to 0.2, under a
fixed packet loss probability of 0.02. (This represents
the unusual scenarios in which packets are highly
likely to be duplicated.) Figure 12 gives the attainable
throughput for connections S1 ! MH and S2 ! MH
under syndrome and SNOOP versus the probability
of packets being duplicated. As shown in Figure 12,
only when the probability of packets being duplicated
exceeds 0.05 (i.e., 2.5 times larger than the packet
loss probability) and 0.1 (i.e., 5 times larger than
the packet loss probability), respectively, for connec-
tions S1 ! MH and S2 !MH, will a notable per-
formance discrepancy between syndrome and SNOOP
be observed. Even in those cases in which syndrome
does err (C1.b–C1.d in Table 4), syndrome performs,
in the worst case (when the probability of packet
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Fig. 11. Throughput attained by the full version of syndrome, SNOOP , and TCP-Reno under the uniform loss model. The
x-axis is 1/

p
p, where p is the packet loss probability. The y-axis is the attainable throughput (in kilobytes per second).
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being duplicated is 0.1 for connection S2 ! MH),
20 per cent more aggressively than SNOOP.

Performance under the burst loss model: To
study whether or not the packet loss pattern may
affect the performance of syndrome, we repeat the
second set of simulations under the burst loss model.
Figure 13 gives the attainable throughput under syn-
drome, SNOOP , and TCP-Reno for connections S1-
! MH and S2 ! MH under the burst loss model.
Again syndrome achieves comparable throughput per-
formance to SNOOP. This implies that the perfor-
mance of syndrome is not subject to the packet loss
pattern. This is anticipated, as we did not make any
assumption on the packet loss pattern in establishing
the theoretical base of syndrome.

Impact of hand-offs/disconnections on the per-
formance of syndrome: As mentioned in Section 2,
the performance of syndrome does degrade during
hand-offs as it is not designed to deal with packet
losses caused by hand-offs. However, syndrome can
resume operations and take effect immediately after
packets start to arrive at the new BS. To demon-
strate this, we let the MH to move between the HA
and the FA, and perform hand-off at time instant
8, 13, 18, 23 s. The hand-off delay (i.e., the inter-
val between the instant when the MH leaves the
old BS till the instant the new BS registers itself
with the HA) is approximately 1.2 s. Figure 14 gives
the instantaneous throughput and the TCP sequence
number versus time under syndrome, SNOOP , and
TCP-Reno during the simulation period. As shown
in Figure 14, syndrome outperforms SNOOP and
TCP-Reno in terms of instantaneous throughput and
advance in TCP sequence number, and suffers least
during hand-off.

7. Conclusion

In this paper, we propose a light-weight, ELN-based
approach, called syndrome, that enables receivers to
tell the reason of packet losses and notify the sender
in the acknowledgment, so that the TCP senders may
adjust their congestion windows accordingly. Syn-
drome is grounded on a rigorous, analytic foundation,
and does not require the BS to buffer packets or
keep an enormous amount of states. The BS simply
counts the number of packets for each TCP connec-
tion, and attaches this number in the TCP header.
Although syndrome requires code change at both the
BS and the end hosts, the change made to TCP is
minor, can be packaged up as a software patch, and
is backward compatible with original TCP. Through
simulation in ns-2 [17], we show that syndrome sig-
nificantly improves the TCP performance (30–80 per
cent improvement in the case of high packet loss
rates) in mobile wireless environments and the perfor-
mance gain is comparable to the more heavy-weight
version of SNOOP. Also shown in the simulation
is that syndrome resumes its operation immediately
after hand-off when packets start to arrive at the BS,
and hence suffers least from packet losses during
hand-off.

We have identified several avenues for future work.
Following the same line of derivation, we will estab-
lish the theoretical base of syndrome when it inter-
faces with other variations of TCP, e.g., TCP Sack.
We are incorporating syndrome into TCP (with the
extension of ECN) in FreeBSD, and will conduct
an empirical study on a Lucent’s WaveLAN-based
testbed. We will also investigate how to combine
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Fig. 13. Throughput attained by the full version of syndrome, SNOOP , and TCP-Reno under the burst loss model. The
x-axis is 1/

p
p, where p is the packet loss probability. The y-axis is the attainable throughput (in kilobytes per second).
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syndrome with Freeze-TCP to further improve its per-
formance during hand-offs/disconnections.
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