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Abstract—We introduce a collaboration-driven approach tothe access schemes are combined with spatial reuse (i.e., multiple
sharing of the available bandwidth in wireless ad hoc networks, simultaneous transmissions), multihop routing (i.e., packet re-
which twe call many-to-martl_y coo_F)r(]a_rathchat e}llot\)/vs cgncu[[rhent_ laying), and SIC, even without performing power control. Also,
many-to-many communication. This scheme is based on the in- S ; . . X ;
tegration of multi-user detection and position-location informa- SIC Circuits with simple implementation and low complexity
tion with frequency and code division in mobile ad hoc networks have been introduced [6], and code division multiple access
(MANETSs). Transmissions are divided in frequency and codes ac- (CDMA) [7] and global positioning system (GPS) [8] technolo-
cording to nodal locations, and successive interference cancellation gies have been already integrated into a single IC chip [9]. Al-
(SIC) is used at receivers to allow them to decode and use all trans- though CDMA and SIC for ad hoc networks have been studied

missions from strong interfering sources. Consequently, the in- . .
terference is divided into constructive interference (COI) and de- N the past[10], [11], [12], [13], prior approaches have assumed

structive interference (DEI). We show that, if each node is allowed that each transmission competes with others.

to expand its bandwidth, both the link's Shannon capacity and

the per source-destination throughput scale like O(n? ) (upper- These works [1], [2], [3], [5], [10], [11], [12], [13],

bound) and Q[f(n)] (lower-bound), for n nodes in the network, a [14], characterize a one-to-one communication approach which

path loss parametera > 2, and 1 < f(n) <n?. Many-to-many Stems from cellular concepts and in our opinion, it is not appro-

cooperation allows multi-copy relaying of the same packet, which priate for ad hoc networks. Our earlier work [4] describes a set-

reduces the packet delivery delay compared to single-copy relay- ting for one-to-many communication. In this scenario, a node

ing without any penalty in capacity. relays its packet to multiple relay nodes that are close, allowing

them to cooperate to search for the destination. In this scheme,

I. INTRODUCTION however, all the transmitting nodes in each communication ses-

The protocol stacks of wireless ad hoc networks impléion compete with each other to transmit their packets. Ghez et
mented or proposed to date have been designed to aiydiol  @l- [15] and Tong et al. [16] explain a framework for many-to-
interference. Hence, communication protocols used in wirel¢¥3¢ communication. In this context, multiple nodes cooperate
ad hoc networks today are meant to support reliable commuffi-transmit their packets simultaneously to a single node us-
cation among senders and receivers thatanepetingvith one  iNg CDMA and the receiver node utilizes multiuser detection
another for the use of the shared bandwidth. This “competitiotf: decode multiple packets. Under this condition, two groups
driven” view of bandwidth sharing has had profound impIiOf multiple transmitting nodes that are cI.ose to each other ha\{e
cations on network architectures and methods used to acd®sgompete with one another to transmit their packets to their
the channel and disseminate information. Gupta and Kunf&SPective receivers.

[1] showed that, in a wireless connected network with static
nodes, the throughput for each node degrades as the numb
nodes increases under the competition-driven view of network-
ing. That is, it scales a®(1/y/nlog(n)), ! wheren is the
number of nodes in the network.

Grossglauser and Tse [2] analyzed a two-hop, single-rel

forwarding scheme for MANETS in which a source passes g concurrent communication settings (i.e., a many-to-many

packet to a relay that in turn delivers it to the destination wh Pamework). In this scheme, nodes access the available chan-

the two nodes are close to each other. This and many Subggrs) and forward information across a MANET in such a way
quent studies on how to make MANETS scale by using mobility ¢ concurrent transmissions become useful at destinations or

2], [3], [4], [14] consider each transmission as competing Withavs Our cell size limits the number of nodes in each cell, on
all the other concurrent transmissions in the network. Howevg(erage making it feasible to decode the dominant interference
because a relay cooperates with a source by storing the Sourgeis o muitiuser detection. Hence, sender-receiver paitab-
packet until it is close enough to the intended destination, tB?ate, rather than compete, and the adjacent transmitting nodes

throughput of MANETS can be increaséd. with strong interference to each other are no longer an imped-
Recently, Toumpis and Goldsmith [5] have shown that the Cgnent to scaling laws but rather an acceptable communication

pacity regions for ad hoc networks are increased when multligj¢ 5| receiving nodes for detection and relaying purposes. A

1 Q, © andO are the standard order boundisg(-) is the natural logarithm. CONSequence of such a strategy is an increase in the receiver
2In [2], the per source-destination throughput scale® k). complexity of all the nodes in the network.

(%rom the above results, it appears that a cooperative scheme
andwidth sharing is not only desirable for attaining more
alable MANETS, but feasible in practice. In this paper, we
present an integrated approach to cooperative bandwidth shar-
ing in MANETSs and propose what we catlany-to-many co-
eration Many-to-many cooperation is a vision for multi-



We show that, by utilizing mobility [2], multiuser diversity

[17], SIC, cognitiort and bandwidth expansion, the link’s Shan- wlilal7l8lolw!lalals

non capacity and the per source-destination throughput attain

an upper-bound of)(n? ) and a lower-bound of2[f(n)], for 3| a|s 5 | 6

n total nodes in the network, a path loss paramater 2, and

1<f(n)< ns. 70 8 ]9 9 | 10
Section Il summarizes the basic network model that has been 6 | 1| 1 .

used recently to analyze the capacity of wireless networks [1],] ... 1

[2], [3], [4], [11], [14]. Section lll describes the details of 0 1] 2 2 | 7

many-to-many cooperation. Section IV presents the the link’s s
Shannon capacity, the per source-destination throughput, and S A T R Mttt B A B
the bandwidth requirement. Section V compares our approach

with previous schemes, showing that with similar bandwidth

expansion, our approach outperforms other existing techniques, 6 |11 |12 3| 4|5 |6 |11]12|3 ,}
Section VI concludes the paper. ; T at
II. NETWORK MODEL 1
The termcell denotes the set of nodes located inside adefin(Faia' 1. Cells numbering in the unit square netwotkn) = 7, is the cell

. . . area. Each cell is associated to a control frequency bandwidt 2) and
area of the network. Theeceiver range of a node is defined ¢ 3 pn sequence se(to £12). quency widtholio12)

as the radius, measured from the node, which contains all other

nodes of the same cell. Tletusterassociated with a given node I1l. M ANY-TO-MANY COOPERATION

is the set of cells reached by the receiver range of this node. | many-to-many cooperation, several nodes transmit con-
Our assumptions are consistent with prior work [1], [2], [3]cu !

S : rrently to many other neighbor nodes, and all such transmis-
[4], [11], [14]. Also, in this paper, nodes are considered to haye, ¢ ae decoded. Thus, a node may concurrently send to and

SIC capability. The modeling problem we address is that Ofr@ceive from many nodes. Since full-duplex data communica-

MANET in which » mobile nodes move in a unit square aregiq, in the same frequency band is not practical, we present
We assum? th.at ceI_Is have Square shapes, each with area e&i‘l‘%lxample of how many-to-many cooperation can be imple-
to a(n) = onr 1N which¢ & (0,1) is the cell area parameter o nied with a scheme based on frequency division multiple

of the network, as illustrated in Fig. 1. We consider that thg:cess (FDMA) and CDMA that supports many-to-many com-
communication occurs only among those nodes that are cloggnication.

enough (i.e., in same cell), so that interference caused by farther ) i ]
nodes is low, allowing reliable communication. In other word#- Bandwidth Allocation and Data Packet Forwarding
the receiver chooses the closest nodes because they present tlreour specific implementation of many-to-many coopera-
best channel, in a respective order, due to the assumption oftibe, we use two types of channels. Control channels are used
simple path propagation model, i.e., the receiver takes advéy-nodes to obtain such information as the identities of strong
tage of multiuser diversity [17]. Our model resembles the onterference sources, the data packets expected by destinations,
introduced by Grossglauser and Tse [2], who consider a packet the state of data channels (by virtue of training sequences).
to be delivered from source to destination via one-time relayinjodes employ conventional digital transceivers for the control
The position of node at timet is indicated byX;(¢). Nodes channels. Data channels are used to transmit data taking ad-
move according to theniform mobility model3], in which the vantage of SIC at the receivers. Thus, there are two separate
steady-state distribution of the mobile nodes is uniform. transmitter (receiver) circuits in each node. One circuit is in-
Each node simultaneously transmits and receives data dended to transmit (receive) control packets, and the other is
ing a communication time period, through different frequenaysed to transmit (receive) data packets. Both circuits operate in
bands, since each data link is assumed half-dugiekhis pe- different time and frequency with respect to each other.
riod of communication is called @@mmunication sessiofrur-  Control (or Signaling) Channels: Each cell is allocated a con-
thermore, each session is divided into two parts. A neighbwol frequency band from twelve non-overlapping control fre-
discovery protocol is used by nodes during the first part to ouency bandsy, tow: s, to enable frequency reuse while avoid-
tain their neighbors information (e.g., node identification (ID)]Jng interference in the control channels from nearby cells (see
and the transmission of data is performed during the secoRigs. 1 and 2). Each control frequency bandhas a size of
part. Each node has a unique ID that does not change with timg,| = Aw for i = 1,...,12. Hence, the total bandwidth re-
and each node can simultaneously be a source (or relay) wiyjlered for the control channels iSwc = 12Aw.
transmitting and a destination (or relay) while receiving, during The maximum number of cells in a cluster associated to a
a session. Each source node picks a single arbitrary destinaiiven node is twelve. The number of cells and the cluster shape
to whom it sends packets. are chosen such that if the receiver range has maximum value,

3i.e., a node transmits a packet to all its nearest neighbors, and those refays /o T\ ;
deliver the packets to the destinations when each destination becomes a J%‘e almost Qa(n), then the receiver range reaches all these

neighbor of each relay. cells. Also, two cells employing the same control frequency
4To allow a node to know where it is and who the nodes in the same cell afgand are kept at |ea§(5a(n) units away from each other, i.e., a
5We adoptreceiver rangefor a node because it is used here to distinguis _ ; ; : _

constructive interference from destructive one (as described later), in cont %‘Ife guard Zone_ separatlor], thus g_uaranteelng asymptotlc con

to the common use dfansmission ranges in [1]. stant non-zero signal-to-noise and interference ratio (SNIR) as
SHalf-duplex means that a node cannot transmit and receive data simultane— oo [4] in the control channel, making signaling feasible

ously through the same frequency bandwidth. and allowing control frequency reuse.



AWiotal = AWpD + Awc

the number of nodes is less than

e AWp = AAW In a communication session, each node only needs to know
AW AW the nodes in its cell (obtained during the neighbor discovery
Wi Wa phase) and the signal strengths received from them (by virtue
Awe = 1280 [ O of CDMA-SIC), in order to identify nodes in its receiver range.
" o Note that nodes in a cell are very close to each other and near-
Aw e . far problem is not significant here.
w1 wy w12 ol : With the deployment illustrated in Fig. 1, two or more nodes,
tdisdN i code2 code2 | frequency while moving in the same cell, can perceive clusters composed
td% code 1 code 1 of different cells with at most twelve distinct numbers. For ex-
I o - ample, in the middle of Fig. 1, nodeg located exactly at the
channels channels center of the celb, can apply SIC to decode the data signal
Fig. 2. Data and control channels spectra for the network. from nodeb and nodec in that same cell, each one being al-

most+/a(n)/2 far apart from node as shown (consequently,

To determine which control channel a given node should usge receiver range foa is approximately\/W and it is
each node is assumed to know its own position (but not thiglicated by the dashed circle). Nodeperceives the cluster
position of any other node) by utilizing a GPS circuit [8], [9].composed of the five cell2,4,5,6,9 indicated in dashed line
and to store a geographical map of the cells in the network wiffe., those cells reached bjs receiver range), and the other re-
their associated control frequencies. The GPS is also usedvgining closest four different celld,7,8,1Q are not necessary
provide an accurate common time reference to keep all nodgsdecoding purposes. However, ndgeas to decode signals
synchronized. from nodesa andc which is almost,/2a(n) away (thus, the

Each node uses the control channel receiver to listen to the i er range fob is approximately,/2a(n) and it is indi-
control channel of the cell as well as to the other 11 contrgl 4 by the solid circle). Hence, noti@erceives the cluster
channels, in order to obtain the IDs and training sequence fh all the twelve cells{11,12,10 ’1 2,7,3,4,5,6,8,3hown in
the other nodes in its cell and in the cluster it perceives, whilgyjiq jine, i.e., those cells reached by its receiver range. Analo-
not transmitting during the neighbor discovery phase. gously, nbde:’perceives{2,7,4,5,6,11,8,9,lO,l,l%,BIustrated
Data Channels:To allow code reuse in the data channels whilg, dotted line. Therefore, by construction, the cluster perceived
reducing the negative effects of interference, each cell is allgy any node is composed of cells having distinct numbers, and
cated a set of PN sequences (or codes) from the twelve diffggmsequently, different codes.
ent code sets availablg, 1o &2, for communication in each  attime ¢, each cell hag nodes such that the data communi-
data channel. Accordingly, each non-overlapping data chafition is z-to-Z, i.e., many-to-many communication (see Fig.
nel is a half-duplex link of bandwidtt\IV'. If A is the max- 3y whereZ is a random variable due to mobility. Each node
imum number of nodes allowed to communicate in any celimpioys a multi-user transmitter DS-CDMA [7] (i.e., it trans-
thenAWp = AAW is the data bandwidth required for the enmits up toZ — 1 simultaneous data packets per session in which,
tire network andM > 124 distinct PN sequences are needegye to FDMA, each packet is sent through a different data chan-
for local data communication) is also called the spreadingpe|, as illustrated in Fig. 3(downlink)), spreading the data using
factor (or processing gain). Als&\W = BM, whereB isthe  the PN sequence associated to its ID. The node can transmit a
original data bandwidth before spreading [7]. different data packet in each channel or choose to send the same

Because a PN sequence can be associated to a sequgBf@packet in all (non-idle) channels, or a combination of both,
of bits [7], they can be ordered and grouped as followgepending on the fact that the node has packet for any desti-
& = {C1,....Ca}, & = {Cas1,..,C2a}, .. &2 = nation in the same cell it is located. Thus, multi-copies of the

{C114+1,...,C124}, in which C; stands for thei”” PN se-  same packet can be simultaneously relayed to reduce delay [4].
quence (or code). In this way, any set of twelve cells, num-

bered from 1 to 12, has a different set of codes. Therefore, by (downlink) 3 (uplink)
construction, the cluster seen by any node is composed of cellg® i W19 1 i 10 W% node j

having distinct numbers, and consequently, different codes. ¢ = ] Culti-user
As we discuss in Section IlI-B, the signaling in the contrdansmitter o7 receiver

channel provides each node in a ceknowledge of who the (nodes) | (nodes)

Othe.r nodes in this same cell are, and the_ node uses this iNf8§-3. Downlink and uplink description for data channels in a cell. Commu-

mation to choose a data channel to receive data, as well agitetion isZ-to-Z (i.e., many-to-many).

select a code for transmission from the available PN sequences . . . .
in ¢; based on its own and neighbor IDs, in the following ofder Given that each node is endowed with a multi-user detector

(i) The node with the highest ID in cellis associated with the (the SIC circuit) for its associated receiving data channel, it is

data channeh W centered atV;, as well as it is assigned the@ble to decode th& —1 simultaneous transmissions from all
first PN sequence i6;. (i) The node with the second highesf10des in its cell (see Fig. 3(uplink)).

ID in cell i is associated with the data chanfgli” centered at  Data packet forwarding consists of two phases [2], [4]: The
W,, as well as it is assigned the second PN sequengg &nd packet is transmitted from the source to possibly several relay
this continues for all nodes in cell (jii) The data channels not "°des during’hase (i.e., multi-copies can be forwarded), and

utilized become idle in cell. It happens in those cells wherdt is delivered later to its destination by only one of the relay
nodes duringPhase 2 Both phases occur concurrently, but

For clarity, we also indicatél’; as the data channel associated to npde  Phase 2has priority in all communications. These multiple

— .32 :

Walh o 20~
N s (except)) | (exceptj): 7

Zd 3 20-W,;.Cy




one-time relays for the same packet provide better delay per— oo, for example, with probability> 1 — %. From
formance since the copies of the same packet follow differe, t) P o<1_ (1 B L)zmax Accordinalv. we choose
random routes, looking for the destination, reducing delay [4](.1 o= N ' zg Y
maz log(log(n))
< o8tosin))

B. Channel Access Pe<1—(1-) S Tog(n)

Access to the channel is controlled by the signaling that takes T, b

place over the control channels. Such signaling occurs simut= N > Hl (1 _ %) maa::| -‘ = Noins (2)

taneously in all cells, without suffering high interference from

each other because of the different frequency assignment and . ) L .

consequent safe guard-zone separation (see Section IlI-A). in which [z] stands for the ceil functlon.(l.e., the smallest inte-
The signaling among the nodes in the same cell must be of§! 9reater than or equal 19, and Ny,,;,, is the actual value to

to-many and cannot assume knowledge of who the nodes iR&iMmplemented fol. Thus, we have

cell are, because nodes are mobile. Each node needs to inform T= ]ﬁ,d— 3)

the other nodes in its present cell about its own presence ing relationship betweef,,., andn is given by the follow-
the cell, plus other control information. From Fig. 4, access, |emma. which proof can bagfound in [19]
to the channel is divided in time into a discovery phase an aq ' '

data-transmission phase. The period of “neighbor discovedyemma 1 For the uniform mobility model, with probability ap-
taisc and the period for transmission of data,, are constant Proaching 1 as: — oo, the maximum number of nodes in any
and independent of the number of nodes in the netwoykTo- Cell is given by
gether, they compose a “communication session.” The common 7 _ [ 3log(n) W @)
time reference for communication sessions is obtained through mar = | log(log(n?®)) | -
the GPS circuit. The values of;,. andt,.:, are system de-  AlthoughZ,,,. is the maximum number of nodes in any cell,
sign parametersy; . is subdivided intaV slots, each of length in practice, the number of codes to be used is limited. Thus, at
T. HenceI' = =, whereN is a positive integer to calculatemost.4 nodes in any cell are allowed to get a code and com-
according to some given criterion as explained later. municate duringd.:.. However,Z,,,... grows very slowly with

n. Thus, by choosing, for examplgl > 10, for practical val-

- communication sessons .. ues ofg, the fraction of cells having more thatinodes can be

 tdise " tdata bounded by a small constant, fetarge. Accordingly, the total
- N - number of cells in the network is (# of cells) 1/a(n) = ¢n.
Lpsesfifes|N \ s By considering the uniform mobility model, the fraction of cells
= tme  containingZ = j nodes is obtained by

_a_(n 1\’ 1\ noo 1 (1 jfl/zb
control packets data packet P{Z=j}t= ( Jj >(¢>H) (1 - 457) i\s) € - )
Fig. 4. Time series representation of control and data packgis. is the
neighbor discovery phase.;,: iS the time period for transmission of data. The fraction of cells having more tha#inodes as — oo, for

tgise PlUStgate fOrm a communication session. givenqi) can be upper-bounded by
Each node simultaneously senses the channel to detect col- j

I J o A+1
lision while transmitting in the control channel, for exampleP{Z > A} = 3272 441 &t (é) eV < (é) - (6)
using echo cancelling techniques [18]. Accordingly, the nod a1 B
involved in a collision do not participate in that session an;%%r example, fopy = 3 andA =10, P{Z > A} < 0.0044 as
more, i.e., they remain silent until the next session. Also, sinfe = °°"
that successfully announced their control packets during
are going to transmit (or receive) data during,, for that ses-

sion. Each control packet conveys, as a minimum, the node comina from all transmittind nodas in the network. ki
a short training sequence and the sequence number (SN) Qﬁg‘ 9 g hod : Wi,
ept node. It can be decomposed in the following two types.

node is expecting as destination, while a data packet bears lgﬁ(@)estructive Interference (DEHor the nodej comes from

sequences of bits. Therefore, we assumetthat << tqq¢q- e ; . )
Each time the discovery period is about to begin, each noﬂgde‘?” transmitting IW;., O”ts'de the receiver TangeﬁfDE[
randomly chooses one of thé mini-slots and transmits its con- constitutes the part of the interference that will not be decoded.

trol packet. If there is no collision, i.e., if the other nodes in the Constructive Interference (COtpmes from nodes, transmit-

same cell choose different mini-slots to transmit, then all tHg'd " WIJ” \X'th'ﬂ the :jecelvg;]ranr?e gt By construcpt:n (see
other nodes in the cell will receive this packet. A collision ha| >ection lll- ) the nodes within the receiver rangejotrans-
pens every time two or more nodes in the same cell choosdJtind in W, use different code<'OI constitutes the decod-

transmit in the same mini-slot. Lé&f; be the number of nodes 2°'€ part of the int(_erference. . .
& If node ¢ transmits data tg at timet, via I, the SNIR at

in the same cell choosing the mini-skoto transmit their con- ST LA s
trol packets. LetZ,,. be the maximum number of nodes infn€ réceiver, without SIC, is given by (7) [2], whereange
any cell. The prob;nf)lﬁiw of collisioi, is given by is the set of nodes transmitting IfY; and reached by the re-

a . W\ Zmaz Zyos 1\ Zman—1 ceiver range of nodg, C; is the PN sequence used by sender
Pe=P{Z; 22} =1-(1—5) """ Zge= (1 - 3) - () noded, P;(t) = P Y(i,j) is the transmit power chosen by
The criterion us_ed to ChP‘?g@ iS_ as fOIIOW_S‘_' We calculatév 8 k ¢ range means the nodes outside the receiver range of fidcensmit-
such that there is no collision with probability approachirgs tingin ;.

The interference in the data channel at a ngdeegarding
fﬂ?dei transmitting to nodg throughW;, is defined as the sig-



SNIR = il : (7)
BNo+ 27 Dt e range Prj(0)ks (£) + 57 Yok ¢ range Prs (0)ghj () + Do g range Pij (8)gns (1)
k;ﬁz Ck;éCL Ck:Cl

coI DEI

nodei to transmit to nodg (i.e., P;;(t) is constant for all pair range. The receiver uses the information obtained during the
(¢,7)), gi;(t) is the channel path gain from nodeo j, B is neighbor discovery phase to retain the data packets from nodes
the original bandwidth of the data signal (before spreadingj, the same cell ag, dropping the outside cell packets since
BN, is the noise power (wherd, is the noise power spec-nodej cannot keep track of all nodes in adjacent cells to see if
tral density), M is the spreading factoC’OI and DEI are this packet is for relaying or destination. Besides, from (7), SIC
the total interference if; at nodej. The summation terms is fundamental to derive (9) and a node have all packets from
in the denominator of (7) containing the factbfM consti- the same cell successfully decoded.

tute the multiple access interferendel A7). M AI is caused

by partial cross-correlation among the distinct codes due to IV. CAPACITY AND BANDWIDTH ANALYSIS

the asynchronous nature of the uplink channel [7]. The Iagt Link's Shannon Capacity

summation term (without the factdr/M) is consequence of

code reuse in the network and we calsame code interfer- .. . . ] . :

which nodej receives from nodé, after; applying SIC up to
ence(SCI). Thus,SCI = Z’“gk”;ggep’”(t)g’”(t)' such that, nodes, from (9), is given (in units of nats) by [20]
MAI 4 SCI = COI + DEI. MAI andSCI presentations o Pij()gi; (1)
are easier for calculating SNIR as explained later. Rij = Blog(1+ gy Fararrscr)- (10)

_The channel' path gaig_nj is assumed to be_a function of the A/ AT’ can be computed by using Fig. 5. Assume that the

distance only (i.e., the simple path propagation model) [1], [Zenter of the unit square area is the origrof the (z, y) co-
therefore,gi;(t) = xm—x;m= = 7@ N Whicha is the  ordinates, and that, at ting the receiver nodg is located at
path loss parameter, amg (¢) is the distance betweerand;. ~the pointQ with coordinategzq, yq) € (—3. 3). The calcu-
D. Hybrid FDMA/CDMA Data Transceiver lation considers the transmitting noddocated at a distance

from j, while due to SIC, all the remaining interfer-
From Fig. 3(downlink), the FDMA/CDMA data transmitter.cl\/m J g

in nodej selects packets previously relayed to ngdehich ing nodes are at a distance gre.atertthrom?, where

have their destination nodes present in the same cell, spread’hg (0 v'2) depends on the distance between ngdmd all

data using the codé; assigned to nodg, and transmits each _other noqles in the cell. We divide t'he square unit area network

one of them through each different frequencies associatedRdour triangles and compute the mterf(irence generated from

each distinct destination node. If the node assigned to a d&@¢h of these regions, such thdtAl’ =5, | M AI;. Similar

channel is not a destination for a relayed packet, then the traffs{4], for a uniform distribution of the nodes, we consider a

mitter selects a new packet generated locally by njode differential element areadrd~ that is distant units from node
The basic decoding scheme of the CDMA-SIC data receivér Since the nodes are uniformly distributed angrows to in-

scheme is given in [6] (see also Fig. 3(uplink)), in which thgnlty, the node density in the .networkils and the summation

decoding is performed successively from the strongest signaiftd8) can be bounded by an integral. Thag A7} at nodej is

the weakest. The use of training sequences obtained throughtfBer-bounded by

control channels allow to obtain a local estimation of the wire-  MAIj(n) < [ [ 5f=de;%rdrdy, (11)

less channel. Thus, with the simple path propagation model as- region MAI/

sumed, the strongest signal decoded first comes from the clo$gskhich ¢; is the fraction of cells using the bandwidth;.

neighbor to nodg (not necessarily in the same cell pbutin - Accordingly,e; equals the fraction of cells containing at legst
the cluster it perceives), while the weakest (decoded last) is fh&des, in whicly € [2, A]. From (5), we have as — oo

The link’'s Shannon capaciti;; in the data channdl/;, in

farthest node to nodgin the cell nodej is located. LetVM Al _ ic1 1 1V
be the remaining multiple access interference at npaéer G=P{Z>j}=1->%_0 @ (a) e /e, (12)
applying SIC up to nodg i.e., Thus, fora > 2, and using that(n) = L, from (11) we
MAI = L 3. on;<oi; Pri () grj (t)- (8) obtain with some manipulations
rFCi MAIj(n) < [Tnen T""“”(”)) POSR dr dy
Therefore, the resulting SNIR (callefiVIR’) from nodei to v
node; after applying SIC is given by < cen® (1- =), (13)
SNIR = - Fuloust) (9) inwhichc; andc; are positive constants for givén(zq, ¥ ),
BNo+MAI'+SCI c1, ¢, M, P, anda. Therefore,

Note that, depending on the position of the ngdét may I / a a
have nodes transmitting from adjacent cells closer than a far MAL = Yo MAI S caejn® < cn, (.14)
node in the same cell. Thereforehas to be able to decode theSincee; € [0,1], and (1 — —2=) < 1 for n large. ¢4 is a
data signals from these adjacent cell nodes before decodingpbsitive constant function of the locati¢ng, yg) of nodej.
signal from the far node of the same cell. This explains why On the other hand, the same code interfereisg@() can be
each node also needs to obtain the training sequences fromupper-bounded by using the same procedure as done before for
other nodes located outside its cell but still within its receivev/ AI’. Consequently, it can be shown that




Thus, (17) and (20) describe two limiting cases. The for-
mer is the minimum capacity attained if we use the bandwidth
expansionl < B < nZz. The latter is the maximum ca-
pacity reachable if the available bandwidth is large such that
B > cgn%. Note that any increase iB beyondcgn will not
change the order of the upper-bound of the capacity.

Vv

N Ymaxy

B. Per Source-Destination Throughput

From Section IlI-B, each node accesses the data channel at
a constant raté = m with probability approaching 1
asn — oo, such that éach Source sends one packet per session
to its destination. Each node is guaranteed, in each data chan-
nel, a communication rate d®;; lower- and upper-bounded

L 5 j by (17) and (20), respectively. Also, this available communi-

- — - F . ..
E 12 | 112 cation rate has to be divided among all routes the node must
Fig. 5. Interference regions for nodeommunicating with nodg. The angle S€TVE PEr Session per channel. However, due to the mobil-
~ increases in the counterclockwise direction. ity and the routing scheme, each node serves only one route

per session per data channel, i.e., the node either relays a new
SCI =31 grangePrj(t)gr;(t) < cse;n? < csn%. (15) packetor it delivers a packet to a destination. Thus, the number
C

w=Cj of routes every node has to service per session per data chan-
Hence, from (14) and (15), it results that the total remainirige! is (# of served routes} 1. Moreover, all cells containing
interference after SIC at nodes upper-bounded by at least two nodes are able to execute FDMA/CDMA and SIC

) o successfully. From (5P{Z > 2} = (1 —e /¢ — Ze71/%),
MAL + 8CI < (ea+es)n=. (18)  asn — oo. Hence, with probability approaching 1 as— oo,
If we consider the expansioR = f(n) of the original data the per source-destination throughput) is obtained by [14],
bandwidth? such thatl < f(n) < n%, then, a lower-bound for [4]
R;; can be obtained by using the maximum interference. Thus, — R oP{Z>2} .
from (10) and (16), th()e/ corrgsponding link's Shannon capacity M) = o served routes™ 10 i =)
lower-bound as: — oo, for nodej receiving from node, is wherec,q is a positive constant for givety;., tgaa, anda.

obtained by From (17), (20), and (21), we proved the following theorem.
Ri; > f(n) log<1+f(n)N iﬁ(’fw )n%> =c¢7 f(n), (17) Theorem 1 By employing mobility, CDMA, SIC, one-time re-
oL laying of packets, and bandwidth expansion using the many-
-5 to-many cooperation strategy, the ad hoc network attains, with

in which g andc; are positive constants for given ¢, P, M, Probability approaching 1 as. — oo, the upper- and lower-
N,, ¢1, and (g, yo). In (17), interference dominates noise fobound per source-destination throughput given respectively by
the bandwidth expansion< B < n%. o
On the other hand, if we consider a scenario such that there ~ A(n) = O(n?) and A(n) = Q[f(n)], (22)
is no limitation on available bandwidth, then we can obtain apherel < f(n) < n%.
upper-bound foR;;. Accordingly, from (10),
C. Bandwidth Scalability

R;; = Blog<1+ BN"+1((J:\64AI/+SCI)>' (18) The total bandwidth requiremeni\iV;,.,;) for the entire
n2 w3 network has two components. One from the control channels

Now, from (16) and (18), and by taking > ¢sn % , for some (Awe), and the other from the data channel&{p).

positive constants andn sufficiently large, it results that From (2) and (3), Lemma 1, and noting th&b in each con-
trol channel equal8/T, due to the Nyquist rate, it results that
— (MAI' + SCI) < cq + c5 < B

1 —1

N, H H H T 3log(n) |
Thus, the termB—% becomes dominant in the denominator ofA 24N . (1 B log(log(n)))[mq . (23)

n we = =0
(18) whenB > cgn® andn — oco. From (18) and (19), for O e
B > cgn?, we have the following upper-bound for the link’s
Shannon capacity as— oo From Section llI-A, AW = BM = 12AB [7]. Thus, the

) bandwidth scalability in each data channel associated to the

log(n)

Ce

Rij =n? n% log <1+ TN (MAT ST = con?, (20) upper-and lower-bound capacity is given respectively by

AW =Q(n?) and AW = O[f(n)], (24)

2

n— oo
—

co wherel < f(n) < n%.
in which cg is a positive constantlere, noise dominates inter- The total bandwidth for the entire network is obtained by
ference due to the large bandwidth expansion.

u 9 WidEh expansi AWyl = AWp + Awe = AAW + Awo,  (25)

9In our analysis, the bandwidth expansion is used to obtain the asymptotic .
behavior of the capacity. whereAW andAw¢ are given above.



V. COMPARISON WITH PREVIOUS SCHEMES before, MAI has to be considered even when transmission syn-
A. The Static Network Case chronization among nodes is employed [7]. Because nodes are

. . , . _static, we only need to assign the different codes during the ini-
Here, we consider the capacity and bandwidth expansion pglyi-ation of the network.

formance of the CDMA-SIC MAC layer scheme assuming a \yg compute the link's Shannon capacity for an arbitrary pair

static network, and compare it with the results by Negi angt 5qes from adjacent cells, noting that the analysis applied
Rajeswaran [11], who employed bandwidth expansion in the&: (he mobile network can be used for the static network as
model presented by G_uptg and Kumar [1]. ! well. Thus, similarly to the description in Section IlI-C, each
The model we consider is that of a network formedidixed  54e communicating with another node applies SIC to elim-
nodes, independently and uniformly distributed on a unit sph§fgite MAI from close neighbors and tH&V I R’ computation
surface. This model is also known as random network [1]. Th&yoys (9). The MAI calculation is done following an approach
set of assumptions assumed here are basically the same as t8as@: (o that of (13), but considering the unit sphere surface.
adopted in the previous sections, except thatitheodes are gy hermore, because the communication is either between two

considered to be static on a unit sphere surface, and that theias on the same cell or between two head nodes from adja-

routing of packets is done through multiple hops along cell$,nt celis, any two communicating nodes are located at distance

following the minimum distance path from source to destin%-lgp(n) apart from each other. Therefore, if nogiis receiving

tion. These assumptions are also consistent with the works B¥%- from node, after nodej applies SIC up to nodg all the

Negi and Rajeswaran [11] and Gupta and Kumar [1]. Becausgyaining interfering nodes are placed at distance greater than
the communication framework is one-to-one, we use only O'B%p(n). Hence, forx > 2 andn sufficiently large, we have the

data channelAW" for the entire network. Therefore, no simul<|5\ing bound for the remaining multiple access interference
taneous data channels are needed given that only one copy;0f nodej receiving data from nodg after SIC
each packet is relayed along the route to its destination, and so '

we can apply the CDMA-SIC without FDMA. MAI'(n) < 02” fg % dr dvy
In this model, the surface of the sphere is divided into cells. arsp(n) Mre=s = ) ;
The number of nodes in any cell is a random varighlé node _ 2mP¢n [( n )77 _ (L)W ]
is randomly chosen to relay all traffic in each cell, and is called M(a=2) [\e1a log(n) v
the head node of the cell. Thus, to guarantee relaying of traffic < _csn? (26)
between cells, it is required that every cell has at least one node = (log(n))2 1’

n—oo

whp[1],i.e., P{Z > 1} — 1. Within a cell, all sources send

traffic to the head node, and destinations receive traffic from t Sdo are specified
head node. P :

Gupta and Kumar [1] showed that there exists a Voronoi te&—Agra_lggS: j Lyé bthe same code interferenceC() can be
sellationV,, on the unit sphere surface satisfying the following PP y

herec;s is a positive constant given that;, ¢i3, ¢, M, P,

properties: SCT = Segrunge PryBlgis(t) < —252% . (27)
« Every Voronoi cell V contains a disk of area Cr=Ci (log(r)) 2
100 log(n)/n and corresponding radiusp(n) = Hence, from (26) and (27), the total remaining interference
c11y/log(n)/n. after SIC at nodg is upper-bounded by
« Every Voronoi cell is contained within a circle of radius a
2p(n) MAII+SCI < (0154—016)W. (28)

Each Voronoi cellV € V), is simply a cell of the network, and

the cells do not have a regular shape because the network isrom (10), assuming that nodéransmits toj, in which the
random. With this tessellation, each cell contains at least op@dginal data bandwidth i (before spreading), we obtain the
nodewhp which meets the connectivity requirement [1]. Furfollowing link's Shannon capacity

']Ehermore, by choosing the transmission range equapta) Ri: = Blog <1 N (Glsjn))a )

or each node, it allows direct communication within a cell and J BN, +MAT'+5CT

between adjacent cells. Accordingly, two cells are interfering

neighbors if there is a point in one cell that is within a distance ~ Bloelt crr 29

(2 + A)8p(n) of some point in the other cell, in which > 0 = Plog|t e ® st ® rapyscn) (29)

is a given constant modeling situations where a guard zone is n2 n2

required to prevent a neighboring node from transmitting on theFor the term associated with the maximum interference over

same channel at the same time .[1]' . L the unit sphere surface, we have from (28) that
Another useful property of this Voronoi tessellation is that

every cellV € V,, has no more tham;, interfering neigh- log(n)) 2 ,

bors?/ and hence the maximum number of interfer?ng n?)des is : TE% (MAI"+ 5CT) < log(n) (e15 + c16) . (30)
bounded by some positive constant [1]. Consequently, simi- a

larly to what we did in the mobile case, we can assign distin€hus, from (29) and (30), and by takirig) > W- for
PN sequences to each node, such that every cél),ihas in- some positive constants andn sufficiently large, we obtain
terfering neighbors using different codes. Therefore, we need

M > c15 distinct PN sequences and reuse the codes in order to % (MAT' + 5CI) < log(n)(c15 + c16)
save bandwidth. Note that GPS (or some other technique) is no
longer required since nodes are static. However, as explained <

BNO(log(n))f ) (31)

n 2



The termw becomes dominant in the denominatofetwork to successfully receive the packets from its close neigh-
n a bors increasing the minimum distance of the destructive inter-
of (29) whenB > # andn — oo. Consequently, for ferers. In our case, the closest destructive interferer is located
B > %%"1 the link’s Shannon capacity as — oo is yvhpat d|§tar_1ce(2(p(1_z)) = Q(y/log(n)/n) due to SIC, while
i (log(n)) 2 ) oo . in [11] this distance i€2(1/n+/log(n)) whp.
given by (32) (see top of next page) in which is a positive  The sirategies used to obtain the throughput lower-bound

constant. here and in [11] assume that each node transmits at constant

Eq. (32) is the link’s Shannon capacity obtained from the, ver and its packets follow the minimum distance path to
noise dominance over interference due to large bandwidth Xz qestination. However. it was also shown by Negi and Ra-

pansion. Note that any increasefmbeyond% does jeswaran [11] that, if transmission power control is allowed,
not change the value of this capacity. & then a minimum power route to destination can be obtained

The bandwidth expansion associated to this capacity, (A0t necessarily equal to the minimum distance path) which
which B > cran® is given by provides an upper-bound for the throughput. |t.IS the objectlye
= (log(n))z %’ of our future research to allow power control in our analysis

and investigate the associated behavior of the throughput and

AW = BM = [(mg(?:;;)%j} : (33)  bandwidth expansion considering CDMA and SIC.

-3

To obtain the throughput pehavior, note that each cell has 98€ The Mobile Network Case
nodewhp, and any node in this cell can be the head node torelay _ _
all the traffic the cell must handle, while the other nodes canA direct comparison between many-to-many cooperation and
simply serve as sources or destinations. Accordingly, analogdhg strategy proposed by Grossglauser and Tse [2] is not appro-

to (21), the per source-destination throughput is givbpby  priate even after applying CDMA and bandwidth expansion,
because their model does not require the use of cell we as-

sume to enable frequency reuse. Accordingly, we extend Gross-
glauser and Tse’s network model by introducing cells in which
whereP{Z > 1} "=3° 1, andJ is a constant that depends ornodes are endowed with FDMA/CDMA-SIC and GPS capabil-
c12 and can be computed based on the channel access schideg such that every node behaves simultaneously like sender
employed [1]. and receiver of data packets for each communication session.
The number of routes served by any cell is a consequenbegerefore, another comparison, not necessarily based on the
of the routing strategy. As mentioned before, the routing ghysical layer properties (like link's Shannon capacity or band-
packets is done through multiple hops along cells following theidth expansion), is more suitable.
minimum distance path from source to destination, i.e., everyWe have recently presented a cell description [4] for Gross-
packet follows the straight line segment connecting the sourglauser and Tse’s scheme [2] using assumptions that are similar
to its destination. Therefore, the traffic to be carried by any cé{l those used by El Gamal et al. [14]. Because only one half-
is proportional to the number of straight line segments passidgplex data channel is used for the entire network in Gross-
through the cell. Accordingly, the number of routes intersectirgjauser and Tse’s model [2], a node cannot be sender and re-
any cell is bounded by the following lemma, which was proveckiver simultaneously, but rather every node behaves like either
by Gupta and Kumar [1]. a sender or a receiver for each communication session. Accord-
o _ingly, r, = 1/v/76n determines a cell in such a model [2], [4]
Lemma 2 The total number of source-destination lines (i.efor 3 uniform distribution of the nodes, where the parameter
routes) intersecting every cell in the random network can hec (0,1) is defined as the fraction of sender nodesin the

_ Ri; 6P{Z>1}
An) = rof served routes (34)

bounded whp by network. Thereforeps = 6n, andng = (1 — 0)n is the frac-
sup (Number of routes intersectinig) < cx9+/nlog(n). (35) tion of receiver nodes. It has been shown [14], [4] that the per
vev, source-destination throughput is proportional to the fraction of

Therefore, using the network model assumptions provided‘?ﬁ"S in the network that can successfully forward packets. In

this Section, from (32) and (34), and from Lemma 2, we provéﬂe work by Grossglauser and Tse [2] and in our previous work
the following Theorem. [4], only the cells containing exactly one sender (ie.= 1)

andat least one receiver (i.gs; > 1) are able to forward pack-
Theorem 2 The static random wireless ad hoc network usets, because no SIC capability is assumed, and therefore, the
ing CDMA and SIC attains whp the following per sourceeells containing more than one sender present transmission col-

destination throughput lower-bound lisions, preventing successful relaying of packets. Similarly to
a1 what was done to obtain (5), it can be shown that, for Gross-
A(n) =Q [(1 ”( )2)&“} (36) glauser and Tse's scheme [2], we have that as oo [4]
og(n 2
P{L=1K>1}=Je V(1 —e1/9). (37)

Theorem 2 provides the same throughput lower-bound or-
der as that obtained by Negi and Rajeswaran [11], which cor-With many-to-many cooperation, in order to obtain the same
roborates the capacity analysis technique employed throu§R!l size as in [2] and [4], i.eq(n) =777 = 5. = 5, we must
out this paper. However, our bandwidth expansion associat&if = ¢, and use a finite bandwidth expansion. In addition,
to this lower-bound, given by (33), is much smaller than thall cells containing at least two nodes are able to successfully
O(n(n?log(n))*?) required by Negi and Rajeswaran [11] beforward packets in many-to-many cooperation. Thus, from (5),
cause we take advantage of SIC. SIC allows every node in t(ReZ > 2} = (1 — e /¢ — %e*l/qﬁ) asn — oo. Hence,
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our collaboration-driven strategy provides the following perla constant factor compared to the results in [2] and [4] under
formance gainz over the Grossglauser and Tse’s scheme [&]milar bandwidth expansion.
based on a comparison of the fraction of cells that successfully
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There is additional gain in the link Shannon capacity, as a con-
stant gain factor, due to the use of SIC and the improvement
in SNIR. However, an exact computation of this constant factog2 :
turns out to be a tedious task.
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scheme [2].
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VI. CONCLUSIONS

It was shown that the Shannon capacity and per sourélel-]
destination throughput can increase in wireless ad hoc nggl
works by employing mobility, FDMA/CDMA, SIC, and one- 13]
time relaying of packets taking advantage of many-to-many
cooperation among nodes. Such performance is attained b
using successive interference cancellation and distinct codi¥
among close neighbors, which is enabled by running a simple
neighbor-discovery protocol. Accordingly, interference frorf-S]
close neighbors is no longer harmful, but rather endowed with
valuable data. Also, because multi-copy relaying of packets[is]
employed, the delay performance is improved and follows the
description given in [4]. The overall improvement in the nety7]
work performance is obtained at a cost of increased processing
complexity in the nodes. Furthermore, the principles of manp—s]
to-many cooperation are applied to static [1], [11] and mobile
[2], [4] networks. It is shown that, by using this approach, sim-
ilar capacity of [11] can be attained with much smaller band%!
width expansion. We have shown that many-to-many coope]
ation improves the throughput of mobile wireless networks by
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