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Abstract

With the widespreadiseof distributedsystemson one
handand the rapid deploymentof mobile computing
and communicationinfrastructureon the other, it be-
comesimportantto link both technologiestogether.
This paperfirst outlines new problemsarising from
distributed mobile computing and then presentsa
software supportarchitectureand systemfor mobile
applications.We then discussa system model for
structuringmobile applications a stationsoftwarein-
frastructurefor managingresourceaccessn dynamic
mobile environmentsand a descriptiontechniquefor
specifyingbehaviouralaspectof mobile applications.
Theimplementatioris basedon the remoteprocedure
call of the OSF Distributed Computing Environment
and on Microsoft RPC. First experienceswith our
prototypeare reportedand directionsfor future devd-
opment are outlined.

1. Introduction
Distributedapplicationshavebecomecommonplaceén
many applicationareassuch as office automationor
computer integrated manufacturing. Typically, such
applicationsare basedon the client/servermodel and
areusingRemoteProcedureCall (RPC)astheir basic
communicatiormechanismOne of the importantin-
dustry standardsn this areais the Distributed Com-
puting Environment (DCE) of the Open Software
Foundation(OSF) /DCE93/. In addition to RPC, it
offers directory services for naming and resource
managementecurityservicesfor encryption,authen-
tication and authorization,and severalother features.
However,like mostotherrelatedapproachegsuchas
OMG’s CORBA /OMG92/),it is dedicatectowardsa
conventionalnetwork infrastructurewith static hosts
and links.

In this paper,we describea supportarchitecturefor
mobile distributed applications.From the hardware
point of view, this includes mobile hosts (i.e. note-
books, notepadsand similar equipment), wireless
LANs, cellular WANSs, but also conventional net-
works, PCs and workstations.In particular, mobile
hosts can migrate betweensubnetworksand can be
dynamically attachedand detachedo/from networks.
This enables

variousnew kinds of cooperativediostributedapplica-

tions, including supportfor mobile serviceengineers,

mobile office staff, or mobile traffic control systems.

However,severainew application-levelproblemsarise

from that, too (seealso/IMB94/ for a generaldiscis-

sion):

e Dynamic configuration: Mobile hosts dynam-
cally move betweenvarious subnetworksand or-
ganizational domains. Therefore, frequent
changesof the overall system structure result.
Although IP addressingransparencyhasalready
beenprovided by approachedike the virtual in-
ternet protocol (VIP; /TET93/, IMYS93/), dy-
namic configuration changeshaveto be consi-
ered explicitly by application-levelmanagement
facilities, for exampleduring acces4o RPCsewn-
ers /IDAS94, SPT94/.

¢ Resource access. Due to dynamic configuration
changesthe availability and quality of resources
that are available ta mobile hostvary frequently.
A major goal of appropriatesystemsupportis to
neverthelessprovide as much resource access
transparency as possible.

¢ Quality of communication mechanisms: In mobile
environmentsthe quality of communicationfa-
cilities also varies significantly /MEW93,
DPB94/.Namely, throughput,delay and costsof
cellular WANs like GSM /RAH93/, wireless
LANs and conventionalnetworksare very differ-
ent. The systemsupportsoftwareshouldincorpo-
ratetheseaspectsasa basefor decisionsconcen-
ing application-level interaction paths and re-
sourceaccesyolicies /ATD93/. However, at the
application-levelwidely acceptedand established
communication mechanisms, nam&#pC,should
be used.

e Disconnection and caching: A mobile hostcanbe
disconnectedtemporarily. Therefore, new re-
quirementsconcerningcache managementrise
in orderto enablecontinuoususageof application
programs First solutionsare offered by advanced
file systems like CODA /HUH93, SKM93,
KIS92/.

The major contributionsof this paperwith respectto

these requirements are:

e System model: We presenta systemmodel that
explicitly representorganizationaldomainsof a



mobile infrastructure. In particular, dynamic
structuralaspectsquality of serviceof commuri-

cationpathsand managemenof application-level
resourcesare addressedBasedon this model, ge-

neric resourcemanagementolicies for mobile
environmentsare presentedextendingformer ap-

proaches such as /STW93/ farstomizingmobile
applications.

¢ Mobile station structure: A detailedsoftwarear-
chitecturefor mobile stationshasbeendeveloped
as a major part of the systemmodel. It provides
componentsand facilities for achievingthe de-
sired level of transparencyconcerningresource
accessn mobile distributedapplications.Moreo-
ver, it offers an interface to use the advanced
servicesof our infrastructureat the application
level. All remote interactions between system
componentsare basedon DCE RPC and Micro-
soft RPC facilities, i.e. on industry standards.

e Application description and management: Ded-
sionsconcerningresourceaccessare triggeredby
application behaviour. Aslaasefor that,aformal
model of applicationsis provided basedon ex-
tended state machines. It is also shown Hawis
usedat runtimeandhow it is integratedwith the
overall architecture.

e Implementation: A prototype implementationof
the approachhas been completedunder OSF/1
andWindowsNT in C andC++. Experiencesand
first results are reported.

The paperis organizedas follows. Section2 presents

our systemmodelanda correspondingexampleappi-

cation.In section3, the detailsof our stationstructure
with its components and resource management
mechanismsare discussed.Section 4 presentsthe
applicationdescriptionbasedon an example.Section

5 discusseur implementationexperiencesand sec-

tion 6 concludes with an outlook to future work.

2. System M odel

2.1.Basic Structure

As a basefor mobile applicationsupport,a distributed
environments dividedinto logical managemendreas
called domains.An exampleof the resulting system
model is shown in fig. 1. komprisessariousdomains
that may representdepartmentsprganizationalunits
or customersof a companywith mobile staff, for ex-
ample.Eachdomain can consistof different subnets
and includesa numberof fixed and mobile stations.
However, it is importantto note that a domainis a
logical ratherthan a physical construct;therefore, it
can also includevidely dispersedgsubnetor stationsif
they are consideredto be organizationally close
(althoughwe will typically observea strong correb-
tion betweenogical and physicalstructure).Eachdo-

mainis controlledby a domainmanager.This compmp-

nent maages an information base with

e all stationsthat are currently membersof the do-
main,

¢ theapplication-levekervicesand resourcesf the
domain that are offered via RPC,

« anabstractrepresentationf the networktopology
that belongs to the domain,

e andan adaptabldist of peerdomainswherefre-
quent inter-domain interactions exist

domain managr of domain m

staton managr of station k

- —————— » communicaton probcol beéween domain nmenagers
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Fig. 1: Domain model

Eachstationcomprisesa station managerthat is re-

sponsiblefor station-specificmanagementasks in-

cluding planning of remote communicationand re-

source access, caching of information, andractions
with the domain manager.(Fixed) stations provide
servicesandresourcego the distributedenvironment.
This functionality is detailedin the following section.
A stationis a memberof at most one domain. Al-

though stations usually interact directly with each
othervia RPCat the applicationlevel (i.e. without in-

volvementof the domain manager),communication
with the domainmanagelis requiredfor variousspe-

cific tasks.

The interactionsbetweenstationand domain manag-

ers are basedon a domainaccessrotocol (DAP). It

enablesstationsto dynamically enter and leave do-

mains and to locate servicesand resourcesWhen it

entersa domain,a stationregistersitself with the do-

main managerand transfersstationdescriptioninfor-

mation to it. Upon leaving a domain, the domain
managerdeletesthe station from its list of domain



membersand adaptsthe correspondingresourcein-

formation.

The domain managerghemselvesnteractvia a do-

main interchangeprotocol (DIP). It implementsthe
exchangeof information about member stationsbe-
tween peer domains. The information exchangeis

done periodically provided that there have beenany
changes.This enablesremote domain managersto

keep hints aboutstationswithin other peerdomains.
The list of peerdomainsof a given domain can be
adapteddynamicallyin order to add or remove sta-
tions from the information exchangepolicy. All DAP

andDIP interactionsare basedon DCE RPCand Mi-

crosoft RPC.

2.2.Example

Fig. 2 shows an exampleof the domain model. A
mobile serviceengineelis working for a companythat
hasvariousclients. While he is usually a memberof
the main domainof his company,he can also access
remotedomainsvia wirelessnetworkswhen he is on
the way to a client. Moreover,he canbecomea mem-
ber of a clientdomainwhenbeingconnectedo a sub-
net of the client, for example.This leadsto the com-
munication paths shown in the figure.

The following scenariosllustrate somebasicproces-
ing functionality in the domain environment:
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Fig. 2. Example domains
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¢ Remote access to foreign domain: In the client
environmenta machinefailed. Dueto high avai-
ability requirementsthe serviceengineeraccesses
the client domainalreadyvia a wirelessnetwork
(e.g. basedon GSM data communicationfacili-
ties) whileon the way to the client. Resourceac-
cessandbandwidthconstraintshaveto be cons-
ered explicitly.

¢ Remote access to home domain: Whenintegrated
dynamically into the client domain, the service
engineer unexpectedlyhas to accesstechnical
documentson a file serverof his home domain.

This is done via a traditional WAN (likeATEX-
P or ISDN) with dynamic network access(via
PCMCIA) in the client domain. The documents
may be transferredbackafter completionin order
to be processedn the homedomainby a work-
flow application.

e Caching: The serviceengineerwill usually also
make use of dedicatedcachingtechniquesbefore
changingdomains. For example, service doau-
ments and information about the client will be
cachedin advancein orderto reduceaccesseo
the home domain via public networks. This re-
quires a priori information about required re-
sourcesandaboutdomain-specificesourceavali-
ability.

In the following section, these resource access

mechanisms are imbedded into a more general policy.

2.3. Generic Resour ce M anagement

In order to generalize the mechanismsdiscussed

above,we first presenta classificationof typical cha-

acteristics of resources used by an application:

e Sate: A resourcecan be statelesgSL, such as
printer services) or stateful (SF). In the lattase,
we further distinct between stateful static re-
sources(SFS)that are only modified by a single
application (like individual service data of a
serviceengineer) and statefuldynamicresources
(SFD) that are modified concurrentlyover some
period of time (like a global product repository
used by service engineers).

e Emulation: In caseof resourcesf type SF, it can
further be classifiedwhether a resourcecan be
emulated ER - emulatableesource)ln this case,
ausercanbe providedwith acceptabldimited re-
sourcefunctionality by a cache-baseémulation.
A typical exampleis a local e-mail emulationin
disconnectednodeor a programfor performing
product analyses without access to a glcealice
database.

e Amount of data: Finally, the actual amount of
data associatedvith a given resourcehasto be
consideredat a coarse-grainedevel. Severalge-
neric categories for describing resource data
amountsare introducedthat are a basefor our
heuristic dcisions.

Basedon this information, various policies are being

provided by the systemin caseof announcedliscan-

nectionwith expectedreconnectionin a given target
domain;exampleshavealreadybeendiscussedabove
and are generalized now:

e Full caching (FC): The mobile host generatesa
cachedcopy of resourcedataof type SFSbhut can
also select a subset of these datan application-
specificway (in the caseof an unexpectedliscan-
nection, this is of coursenot possibleunlessex-



plicit advancespecificationsof datato be cached
exist and are evaluated(not implementedby our
approach yet; see /SKM93/ for details)).

¢ Remote access (RA): With resourcesf type SFD,
remoteaccesgo the homedomainis usually re-
quired.For decidingaboutsuchaccessthe topd-
ogy information of the domain managerand the
resourcedata amount (to be transferredto the
destination dmain) have to be considered.

e Useof resources in destination domain (RD): For
resourcesf type SL, a mappingonto similar re-
sourcesn the destinationdomainis possible.The
requiredresourceinformation is providedby the
domainmanagersubjectto typical accescontrol
of DCE.

¢ Resource emulation (RE): For resourcesof type
ER, full cachingwith subsequentesourceemub-
tion in the destinationdomainis possible.This is
similar to the full cachingcase,but typically the
resuting functionality is limited.

Kind of
resource | SL SFS SFD ER
Kind of
connee
tivity
Discon | RD FC FC FC/RE
nection | (prin- | (personal (with (e-mail)
ter) service | manual
data) reinte
gration)
Low RD FC RA FC/RE
band (sewice
width, database
high cost )
Medium | RD/ FC RA RA
band RA
width
LAN RA RA RA RA
environ | (eva (e-mail
ment luation with
pro- remote
gram) access)

Fig. 3: Resource management decisions

The table in figure 3 summarizeshe basic decision
policies within our approachbased on the above
classificationand givesfurther hints to examplesThe

following sections present our detailed implementation

architecturethat addressesesourcemanagementn
sucha genericway as a platform for mobile applica-
tion support.A key componenis the stationmanag-
ment thatis detailedin the nextsection.Moreover,we
also presentour techniquefor describingapplications

at an abstractievel in orderto provide the requireda
priori information for making the above decisions
about communicationand resource managementat
runtime.

3. Station Management

3.1. Basic Concepts

Station managementenablesthe applicationson a

given (fixed or mobile) stationto make use of our

mobile supportenvironment.A major goal is to pro-
vide a relatively system-and application-independent
genericsupportthat is operationalon a large number
of platformsandfor a large numberof applications.

Therefore,the stationmanageroffers techniqueghat

support mobile computing and communicationin a

genericway ratherthat implementingspecific mobile

applicationservices(suchas mobile e-mail as a self-
contained service).

An applicationaccessethe stationmanagemenfnc-

tionality via so-calledsubsystemgseefig. 3). They

provide the required mapping onto system-specific
underlyingarchitecturesAt the moment,we consider
the following kinds of implementation-levelsubsys-

tems:

e Extension of standard C-lib: Standardfunctions
of the C-lib such as fopen(), fclose(), read(),
write() etc. are encapsulateand are extendedoy
mobile functionality; this includes operationsin
disconnectednode and operationson substitute
files in foreign domains,for example.Applica-
tionsthat arelinked with the extendedibrary do
not haveto considermobility aspectsi.e. existing
conventionalapplicationscan be enhancedwith
mobility features this way.

e Extension of operating system functions. Kernel
functionsare extendedby new featuresconside-
ing mobility, especiallyin the file systemarea.
This solutionis similar to the former one but is
implementedat the lower level within the file
system. Both OSF/1 and Windows/NT, the opera
ing systemsusedby us, offer the requiredfunc-
tionality.

e Special APIs. For new applicationsthat are ex-
licitly awareof mobility, new APIs to explicitly
use mobility featuresare offered. This way, the
componentsand functionality of the stationman-
agercan be directly usedby an application.Op-
tionally, the subsystem can also provatiditional
functionality, for example for user or resource
management.

Based orthe subsystenapproachthe stationmanager

itself is highly portableandis decoupledfrom appi-

cation-and system-specifiéntegrationproblems.The
only prerequisiteis the existenceof DCE-conformant

RPCsandthreads.The interactionsbetweenthe sub-

systemsand the station managerare basedon local



RPCsthatarehighly efficient underWindows/NT,for
example. This way, the implementatiorindependent
from specific interprocess communication mectha-
nisms. The componentof the station managercom-
municatevia internal APIs and are operatingas a
single process that comprises multiple threads.

Apdicdion

Convationd DB cC M
Svicss

Fig.3: Sructure of the station manager

3.2. Architectural Components

The stationmanageis structuredinternally according

to fig. 3. It is basedon conventionaloperatingsystem

and RPCservices.The different componentoffer the

following functionality:

¢ Resource manager (RM): This componentman-
agesresourcesand servicesof the station,makes
decisionsabout resourceaccessand handlesre-
sourceaccesgequestsrom other stations.Ded-
sions are made about existing alternativesfor
specific resourceaccessrequests;examplesare
accesf a cachedfile after disconnectioror ac-
cessof an alternativeor substituteRPC serverin
caseof bandwidthor cost restrictions.The RM

uses the base services (BS) and the database (DB).

e Support component (SC): The supportcomponent
implementsthe alternativesthat are selectedby
the RM. This mainly comprisesadvancecaching
of data with the correspondingcache access
mechanismsMoreover,accesgo alternativeand
substitute RPC serversis also handled by SC
basedon existing DCE services.SC usesservices
of BS and DB.

e Base services (BS and Connection Component
(CC) Thebaseservicesmplementthe commuri-
cationwith the domainmanagemenandare also
used by the other components.The connection
componentpresentshe RPCinterfaceto the do-
main manager and to other station managers.

e Data Base (DB): This componenmanagesll lo-
cal informationthatis requiredby the other com-
ponents. This includes meta-information about
the currentdomain,the resourcesand servicesof

the stationandalsoaccessnechanismso operd-
ing-system-specific information.
The next section describesthe cooperationbetween
these components for dedicated application support.

3.3. Application Support by Station Management
The following scenarioexplains the interaction be-
tween the application, the subsystemsthe station
manager and the conventional services (see fig. 4).

Application
I (4
§ BS
CC
/#v DB
A/#

Convertional
Services

Fig.4: Application support

1,2 The application accessesonventionalsen-
icesvia a subsystemln caseof serviceswith mobility
aspectsadditionalfunctionality is offered by the sub-
system. An example is write access to a remote file.
3 Serviceaccesge.g.file access)s affectedby
a networkdisconnectionA timeoutis signalledat the
subsystentevel. It canbe handleddirectly by the sub-
systemor canoptionally be forwardedto the applica-
tion.

4 The applicationreceivesa timeout and can
react upon it (optional).
5 The subsystemcontactsthe RM to ask for

possiblereactionsupon the occurredevent (3). The
RM communicatesvith BS, CC andDB (*) in order
to evaluate the possible alternatives.

6 The RM transfersthe calculatedalternatives
to the subsystemln our file accesexample this can
be cancellationof file access,emulation by writing

into a local buffer or operationon a locally cached
copy. In the latter case,cachingmusthavebeeniniti-

ated in @vance as discussed above.

7 The subsysten(or the mobility-aware appi-

cation) evaluateghe proposalof the RM and selects



an alternative.lt directsthe supportcomponent{SC)
to offer the selectedserviceor to providethe required
service support functionality.

8 The SC offers the basic systemsupport. It

usesthe BS, CC and DB componentg#). The actual
service implementationis based on conventional
services (+).

3.4. Dedicated RPC Communication Support

Our approaclespeciallysupportsRPCcommunication

and RPC-basedresourceaccessin mobile environ-

ments by variouslternativesn caseof disconnections
or communication problems. This functionality is

providedasa mobile DCE RPCextension(seefig. 5)

andis explainedbelow. Usually, a client hasaccesdo

anoriginal server.In caseof a longer-termquality re-
ductionof a connectionfor examplein the contextof

a domain change,the following possibilities can be

offered:

e Access to alternative server: In this simple case,
the existing RPCbinding is modified in orderto
accessan alternative server with similar func-
tionality.

e Access to substitute server with later reintegra-
tion: The RPChindingis modifiedin orderto ac-
cessa substituteserver that emulatesthe basic
functionality of the original server.It actsas an
intermediatelayer for maskingthe communia-
tion problemandis typically ableto cacheinfor-
mation and invocationsthat it later forwards to

the original server after reconnection. An example

is a file server operating in disconnected mode.
e Access to substitute server with alternative
server: In this case,the substituteserverhas ac-
cessto an alternativeserverwith reducedfunc-
tionality. The substituteserverprovidesthe miss-
ing functionality and augmentsthe alternative
serverthisway in orderto offer the requiredlevel
of transparencyo the client. An exampleis a file
server interface that provides specific files for
readaccessn additionto files offered by the al-
ternative server.
If the client is completelydisconnectedrom alterra-
tive serversand from the original serverfor a longer
period, the replacementervercan only emulatethe
desiredfunctionality; an exampleis the usageof a lo-
cal spreadsheeprogram without accessto a global
data repository. The implementationof the replae-
ment serveris of courseapplication-specifichut the
managemenbf replacementand alternative servers
can be performed in a generic way.

Client
Substitute Substitute Substitute
Server Saver Saver
Alternative Alternative
Server Server Server Server

Fig. 5: Functionality of mobile DCE RPC extension

4. Application Description

4.1. Basic Concepts

For making the discussed decisi@mutresourceand
serviceaccessthe systemneedsnformationaboutthe
behaviourof the application.As a base,the applica-
tion is divided into processingphaseswith associated
specificationsof service and resourcerequirements
and other necessary information. These data
(summarizedin fig. 6) are part of the station man-
ager sdatabaseandareusedby the resourcenanager
and the subsgems.

Systemrequrements Communication recuirements

N7

Application

\ QoS-requirementsof

services/resaurces

Currently usd €rvices
(e. g RPCin client/se’ver environment)

Currently usd reurces
(e. g. file accs9y

Fig. 6: Information within the application description
As a basefor this description,servicesand resources
are classified accordingly. A service descriptionin-
cludesthe servicetype, a uniqueserviceidentifier, the
quality of servicerequirementsoncerningthe system
and communicationenvironment,and (optionally) a
list of selectedservers A resourcedescriptionincludes
a statemodelandselectedberformancecharacteristics
of the resource.

4.2. Behaviour Mode

The applicationbehaviouris describedby a hierarch-
cal state model. This enablestapwisedecomposition
andrefinementof a given behaviourspecification. An
applicationcan enter multiple statessimultaneously,



for exampleto modelconcurrentoperationslt is also
possibleto specify several non-connectedautomata
within an overall applicationdescription for example
to model independentprocessingphaseswith non-
deterministictransitions. A dummy state represents
phasef an applicationthat are not relevantwith re-
spectto mobility aspectqsuchaslengthylocal proc-
essingphases)For eachstate,an attributedspecifia-
tion of the expectedserviceand resourceaccessess
givenatthetypelevel. This canbeinstantiatedduring
application setup (for example, by instantiatingfile
types with concrete files). Fig.7 shoas exampleof a
behaviour description for a file access phase.

event signals, received by RM
Fig. 7: Description of file access

a File open

b/c File read/write

d/e File not accessible for read/write (supp
component required)

f Currently no access
g File closed
h File access problem could not be handled by

system support

Eachstatedescriptioncomprisesthe following infor-

mation:

e State identifier

¢ Integration into state hierarchy

< Entry points for the given state (e.g. fopen)

e Exit points (e.g. fclose)

e Servicesusedin this state(e.g.remoteread/write
access)

¢ Required resources (file itself)

¢ Possible mobility-specific events (service / re-
source not accessibleor not available with re-
quired quality (e.g. throughput of file access)

The behaviourdescriptionguidesthe station compo-

nents during their interaction concerning resource

management.

5. Implementation and Experiences

The architectureis currently under implementation
underthe Windows/NT operatingsystemon 486 and
Pentiumnotebooksand PCs. A preliminary prototype

hasalreadybeencompletedunderOSF/1on DEC Al-
pha 3000 AXP 300; it implementsthe basicdomain
architecture and simpleversionof the domainaccess
and interchangeprotocols.All application-levelcom-
municationis basedon DCE RPCandMicrosoft RPC.
The DCE directory serviceis usedfor managingthe
staticpart of the domainmanager” snformation. DCE
Threadsprovide the required concurrencywithin the
station and domain managersFor the protocols be-
tween the components,namely the Domain Access
Protocol (DAP) and the Domain InteractionProtocol
(DIP), first performance measurementshave been
completed(DEC Alpha 3000 AXP 300, DCE V1.1,
TCP/IP,meanvalue over 10000interactions);typical
roundtrip invocationtimeswere 15 ms, including the
exchange of station and resoulists of about4 kbyte.
The exampleapplicationdiscussednitially hasbeen
implemented for validating the basic concepts.
Major experienceswith this rapid prototype imple-
mentationare as follows: (1) Even basedon a small
example,it becameobvious that completetranspa-
encyof distribution (asaddressedby conventionalkli-
ent/serveisolutions)is not possiblenor desirableany-
more in mobile environments(2) However,it is im-
portant to represetthe network-relatednformationat
aratherhigh level asa basefor semi-automaticled-
sions concerningresourceaccess(rather than using
low-level network managemeninformation). (3) The
useof establishedndustry standardspamelyDCE, is
crucial for achievinggood acceptancef application
developersand end users.(4) The use of RPC has
significantly simplified the integrationof workstation
and PC platforms based on the interoperabiliti) GE
andMicrosoft RPCusingNDR (Network Data Repie-
sentation)(5) The classificationand explicit descrp-
tion of applicationbehaviourand resourcecharacte-
istics is a major prerequisitefor semi-automaticsup-
port for mobile applicationsconcerningresourceman-
agement.We expectto come up with more expei-
encesafter completionof our currentwork on further
applcations.

6. Summary

The paper describedthe architectureof a software
supportplatform for mobile distributedapplicationsit

is basedon a domainmodelfor structuringan overall
mobile environmentinto organizationaldomainsthat
also presentunits of resourceand service manag-
ment. All stationsare equippedwith a specificsupport
architecturehatis accessiblevia subsystemsrhis en-

ablesexisting conventionalas well as new mobility-

aware applicationsto take advantageof the support
architecture.



The station managementpproachprovides the re-
quiredfunctionality to handledomainchangediscan-
nection and communicationproblemsin a uniform
way. This includesa decision-makingorocessby the
resourcemanagerconcerningthe requiredreactionin
caseof a given event. Moreover,the necessanbasic
functionality, for examplecaching,is offered by the
supportcomponentin cooperationwith the database
andothercomponentsA specificaspeciof the offered
support is mobile RPChis enablesa largelytranspa-

ent access to alternative or replacement RPC servers.

Futureimplementatiorwork will include validation of
the prototypéoy variousotherexamplesrefinementof
the decisionmechanismand developmenbf generic
subsystemsnd servicesfor a wider variety of mobile
applications.
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