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Abstract The twenty-first century has witnessed major technological changes that
have transformed the way we live, work, and interact with one another. One of the ma-
jor technology enablers responsible for this remarkable transformation in our global
society is the deployment and use of Information and Communication Technology
(ICT) equipment. In fact, today ICT has become highly integrated in our society that
includes the dependence on ICT of various sectors, such as business, transportation,
education, and the economy to the point that we now almost completely depend on
it. Over the last few years, the energy consumption resulting from the usage of ICT
equipment and its impact on the environment have fueled a lot of interests among re-
searchers, designers, manufacturers, policy makers, and educators. We present some
of the motivations driving the need for energy-efficient communications. We describe
and discuss some of the recent techniques and solutions that have been proposed to
minimize energy consumption by communication devices, protocols, networks, end-
user systems, and data centers. In addition, we highlight a few emerging trends and
we also identify some challenges that need to be addressed to enable novel, scalable,
cost-effective energy-efficient communications in the future.
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1 Introduction

Recently, a committee of the National Academy of Engineering identified 13 Grand
Challenges of Engineering for the twenty-first century. Among these challenges, three
of them focus on energy-related issues namely, making solar energy more economi-
cal, providing energy from fusion, and the development of carbon sequestration meth-
ods [101]. All these Grand Challenges demonstrate the importance of energy issues
and they share common goals which include reducing the cost of energy and re-
ducing the emission of CO;—a major contributor to global warming. Over the last
two decades, we have witnessed an explosive growth in the use of Information and
Communication Technologies (ICTs) equipment in all spheres of life that include the
industrial, commercial, and residential sectors. ICTs have now become an integral
part of our daily lives and our society has become heavily dependent on it.

In the past, a major focus of ICT equipment was on performance and cost. Little
attention was given to the power consumed by ICTs and their impact on the en-
vironment. New trends such as rising costs of electricity, resource constraints, and
increasing emissions of carbon dioxide (CO;) are changing this focus making these
trends global issues for governments and businesses. Figure 1 shows an estimate of
CO; emissions for each ICT category. It is more than likely that energy consumption
and carbon emissions will continue to increase in coming years. According to the
SMART 2020 study, CO, emissions from ICT are increasing at a rate of 6% per year
and with such a growth rate they could represent 12% of worldwide emissions by

Fig.1 ICT CO; emission
estimate [99]
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2020 [6]. To address this issue, it is crucial that we seek to improve and maintain the
performance of ICTs while minimizing their energy consumption and their carbon
footprint. ICT energy efficiency is not just about the amount of energy consumed by
various ICT equipment and operations alone. A comprehensive energy-efficient ICT
solution needs to take into account the entire product life cycle spanning from man-
ufacturing to operation to disposal and recycling [100] of end-of-life products. A de-
tailed discussion of the entire life-cycle of ICT energy issues is beyond the scope of
this article. In this work, we focus primarily on the energy consumed by current com-
modity networking technologies, such as wired/wireless networks, communication
protocols, end-user devices, and communication protocols and their environmental
impact in terms of CO, emissions because these are the most widely used and de-
ployed worldwide as part of the Internet infrastructure.

The rest of the paper is organized as follows. In Sect. 2, we present some of the
motivations behind energy-efficient networking technologies. Section 3 describes re-
cent techniques that have been proposed to enable energy-efficient networking and
communications. In Sect. 4, we present some of the issues and some challenges that
need to be overcome to enable energy-efficient solutions to be implemented and de-
ployed to improve environmental and economic sustainability. Finally, we make some
concluding remarks in Sect. 5.

2 Motivations for energy-efficient for information communication technologies
(ICTs)

As mentioned previously, we have witnessed a drastic shift in priority in the infor-
mation technology industry when it comes to ICTs in recent years. This shift and
emphasis toward supporting the ICT needs by consuming less energy and minimiz-
ing carbon emissions in various sectors (industrial, commercial, residential) are be-
ing driven by various factors which include: (a) environmental issues such as global
warming, (b) increasing demand for more power to support current and new ICT
equipment, (c) the growing cost of energy, (d) increasing awareness of national en-
ergy security. A recent study showed that the increase in energy consumption and the
corresponding CO, emission caused by ICT equipment is doubling every five years
Daniels et al. [97]. The overall impact on the energy budget as a result of energy
consumed by ICT equipment has been demonstrated in Matthews et al. [98] where it
was shown that ICT consumes about 35-50% of the total energy consumption at an
academic institution. Today, ICT is often one of the largest consumers of energy in
residential homes of many industrialized countries.

It is worth pointing out that industry sectors, such as transportation and generating
power (electricity production from coal-powered electrical generating stations), heat-
ing, and industrial processes directly generate CO». In contrast, ICT generates CO,
indirectly by using electric power for ICT equipment and infrastructure (including
cooling). It is this production of electric power from fossil-based fuels (in the US,
over 50% of the electricity generated comes from coal) that leads to CO, emissions.
In this context, many of the energy ICT saving strategies deployed so far have been
aimed at improving energy usage, efficiency, and management of ICT equipment and
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Fig. 2 Major networking areas of focus in this work with wireless sensor networks and ad-hoc networks
excluded

infrastructures. The hope is that, through these strategies, we will be able to not only
reduce the environmental impact of ICT use but also help energy providers, business,
and residential users to improve long-term profitability.

In this paper, the scope of this work is restricted to energy-efficient schemes and
strategies that are closely related to commodity networking technologies and devices
that are currently most widely deployed and used within ICTs. Figure 2 shows some
of the major networking components and technologies (excluding wireless sensor
networks and ad-hoc networks) that we focus on in this work. Energy-efficient is-
sues that address the entire product life cycle (material extraction, production, use,
transport, and waste management) of ICT equipment and ICT hardware components
(processors, memory, etc.) are beyond the scope of this paper.

The deployment and adoption of a wide variety of next generation wired/wireless
and cellular networking technologies are causing a dramatic increase in the energy
consumption. Currently, server farms and telecommunication infrastructures con-
sume around 3% of the world’s electric energy and this is increasing at the rate of
16-20% per year. Cellular networks consume 0.5% of the world’s electrical energy
with end-user terminals and the network consuming 1% and 99% of the total cellular
energy consumption, respectively [96]. It is anticipated that the energy costs to run
the cellular network will triple in the next seven years with 80% of the energy con-
sumed by base station sites. Another dominant factor that is exacerbating the energy

@ Springer



Energy-efficient networking: past, present, and future

consumption in the telecommunication sector is the continued growth of the Internet
which is being fueled by the growing number of different types of networks, the num-
ber of Internet users (using various types of mobile devices (some sort of handheld
device such as a smartphone), personal computers (desktops and laptops), etc.) and
the emergence of high bandwidth applications such as video conferencing, video-
on-demand, remote visualization, video game consoles (Xbox and PlayStation), high
definition TV, etc. all of which contribute to increased energy consumption. In the US
alone, Internet uses 9.4% of the electricity produced [95] and this Internet electricity
cost keeps increasing every year.

A recent study conducted by researchers at Rice University, Houston, TX, USA
concluded that CO, emissions related to personal computers accounted for 48% of
the total global ICT emissions in 2009. They predicted that the CO;, emissions re-
lated to personal computers, mobile devices, and gaming consoles will experience
more than a four-fold, four fold, and three-fold increase in carbon emissions, respec-
tively, by 2020 compared to 2009 [94]. Various reports have been published in recent
years demonstrating the need to develop energy-efficient networking infrastructures
and technologies. In [93], the authors report that the energy consumption of Italy’s
telecommunication network came close to 1% of the total Italian energy demand and
experienced a sharp increase of 7-12% from previous years. In 2007, another report
from the Ministry of Internal Affairs and Communications in Japan revealed that net-
working equipment and devices (including routers, PCs, servers, etc.) consume about
4% of the total electricity generated in Japan with an increase of 20% over the past
five years [28]. The BT Group, a major telecommunications and broadband Internet
provider in the United Kingdom is one of the largest consumers of electricity using
around 0.7% of the UK’s total electricity consumption [92]. In developing nations
such as India, the predicted rise in energy consumption (by almost 30% by 2014 [91])
stems primarily from the growing computing infrastructure such as personal comput-
ers, monitors, and mobile devices. Similar trends exist with other telecommunication
and service providers in other countries to cope with increasing traffic demand and
the ability to support emerging services. User mobility and the expectation of users to
access information anywhere, anytime, from any device also require the availability
of mobile communication networks and infrastructures to support such communica-
tions. The advent of fourth generation (4G) networks will also result in a dramatic
increase in energy consumption. CO, emission is expected to grow by a factor of
three by 2020 [89].

It is therefore in the interest of network designers, telecommunication equipment
manufacturers, and service providers to build novel networking technologies, wire-
less transmission techniques, and network architectures and protocols that can scale
cost-effectively not only in terms of their performances but are also highly energy-
efficient during their operations in order to lower their operational costs [90].

3 Energy-efficient networking approaches
Research on energy-efficient networking has been going on for several years. With

the growth of the Internet (including wired networks) and the emergence of wire-
less networks such as wireless sensor networks, multi-hop networks, mesh networks,
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ad-hoc networks, many studies have explored the topic of energy-efficiency of these
networks, and protocols and applications running over them. Various energy-related
issues have been thoroughly investigated covering a wide range of topics (routing,
cross-layer designs, coverage protocols, spectrum allocation, Media Access Control
(MAC) protocols, resource allocation, scheduling, etc.). It is not the intention of this
section to present all these techniques covering these different types of networks.
Such a survey is beyond the scope of this work. The goal of this section is to present
some of the most recent advances that have been made specifically to improve the
energy-efficiency of commodity-based networks (e.g., Ethernet, Wireless Local Area
Networks (WLANS), cellular networks) rather than discussing related works for spe-
cialized networking technologies (e.g., sensor networks, ad-hoc networks, etc.) (as
shown in Fig. 2).

3.1 Energy management for network equipment
3.1.1 Network adapter

Ethernet is the most popular wired technology for Local Area Networks (LANs) with
over three billion network interfaces and millions of users worldwide. It is widely
used in residential, commercial, and industrial sectors. Today, almost any desktop,
laptop, or server manufactured has one or more Ethernet network adapters. Recently,
many home appliances are also being equipped with Ethernet network interfaces. Eth-
ernet data transmission rates have been improving over the years (from 10 Mbits/s
to the latest 10 Gigabit Ethernet (10 GbE) technology that can support 10 Gbits/s).
Higher data rates supported by recent Ethernet network adapters consume a much
higher amount of power (e.g., a 10 GbEBASE-T transceiver consumes about ten
times more power than a 1000BASE-T Ethernet transceiver).

Over the last five years, networking researchers and designers have been showing
a lot of interests [86, 87] to improve the energy efficiency of Ethernet network tech-
nology. Their efforts led to the development of the IEEE 802.3az Energy Efficient
Ethernet (EEE) standard [88] that was approved in 2010. The basic enhancement
made by the EEE is the introduction of the Low Power Idle (LPI) concept. For high
speed Ethernet (100 Mbits/s and above), a sender continuously transmits an idle sig-
nal that is used to maintain the alignment between the sender and the receiver (even
when there is no data to transmit). The requirement to transmit this idle signal causes
different parts of the transceiver of the network adapter to remain active and consume
a significant amount of energy. The proposed LPI concept distinguishes between long
periods of inactivity (during which no signal is transmitted and saves energy) and
short periods of activity during which a signal is transmitted to refresh the receiver
state. At least 50% energy saving is made over the traditional approach of using an
idle signal [85]. Other approaches, such as the packet coalescing at the sender before
transmitting them in a burst have also been investigated and demonstrated to min-
imize energy consumption of EEE while keeping packet delays within reasonable
bounds for Internet-based applications [84]. It is anticipated that the adoption of EEE
is likely to result in energy savings exceeding one billion dollars worldwide [85].
Another interesting energy-efficiency effort for Ethernet technology [102] evaluated
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current Ethernet encoding schemes and proposed a new energy-conscious encoding
that is simpler to implement. The proposed technique yields around 18% and 60%
improvements in transmission and encoding circuit energy, respectively.

Efforts to deploy energy-efficient network products also have recently been initi-
ated by various networking equipment manufacturers such as D-link through their
D-link Green Technology initiative. For instance, the D-Link’s PowerLine Ether-
net adapter saves energy by reducing the power delivered to it when it is not used.
In 2009, D-Link released their 16-port Managed Gigabit Switch (the DSG-320-16
switch) that has the capability of automatically monitoring the status of the switch
and minimizes power consumption by reducing the power delivered to ports that
are not linked. D-link reports a maximum of 44% power savings with their energy-
efficient switches [83]. Another feature of this switch is the inclusion of a smart fan
equipped with heat sensors that can cause the fan to be switched on if the temperature
of the switch increases beyond some level.

3.2 Network connecting devices—routers and switches

In addition to the dramatic increase in the bandwidth of communication links for
wired networks mentioned in the previous section, another significant development
over the last decade has been in the area of routers and switches that are widely
used to connect different types of high speed networks that make up the Internet to-
day. New packet switches and routers are being designed with increasing capacities
and performance by exploiting recent improvements in the semiconductor technolo-
gies. The throughput capacities of many of these packet switches and routers have
increased by several orders of magnitude in the last decade. As a result of these
substantial improvements, the complexity of these switches and routers has also in-
creased along with the power they consume. In addition, traditional solutions (such
as the use of air cooling) used to cope with heat dissipation demands are becoming
inadequate as well [81].

Unfortunately, the electronic components of these switches and routers are begin-
ning to reach their physical limits primarily because of factors, such as maximum
clock rate, maximum number of gates, and other hardware design limitations. The
power density of the routers continues to increase, and at the same time, their power
consumption also continues to rise with each new generation of switches and routers
dissipating more heat than the previous generation.

To address power density issues, and reduce power consumption of electronic-
based packet-switched routers, all optical router designs have been investigated for
quite some time. In [82], it was shown that the power per bit required to switch the
state of a semiconductor device is 100 to 1000 higher than that of a photonic de-
vice. Performing all of the processing, routing, buffering, and switching of packets in
the optical domain continues to attract a lot of attention from router and switch de-
signers [80]. Multi-rack (linecards that share a rack are connected by parallel optical
links and a central electronic-based switch fabric) router designs have been proposed.
Unfortunately, although such an approach reduces the power density, it increases
the power consumption because more conversions are needed between the electrical
and optical domain. To reduce power consumption, increase reliability and scalabil-
ity, researchers from both academia and industry have been investigating the use of
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optical technologies (including the use of optical switching fabrics) to interconnect
linecards [79].

Many energy-saving optimization techniques for devices (routers, switches, etc.)
connecting networks are mostly based on (a) exploiting idle states (when no opera-
tions are being performed) by putting some switch/router components in low-power
modes or turned off completely, (b) clocking the hardware at a lower speed, (c) ad-
justing the trade-offs between performance and energy during active periods (e.g., by
reducing the link layer rate when the traffic generated is low) [73, 77, 78]. Several
power management solutions in connecting devices have recently been proposed that
use a variation of these techniques or some hybrid combinations of them. In [76], the
authors proposed an algorithm that can selectively turn off some nodes and links of
an IP-based backbone network during off-peak times. They demonstrated that an en-
ergy saving of at least 23% is possible for the total energy consumed by the backbone
network. Many of the energy-saving solutions are also implemented at the hardware
level or by changing configuration settings such as voltage and operating frequencies
[75]. Software-level energy-efficient approaches that are based on open source free-
ware have also been used to take advantage of multi-core Commercial Off-the-Shelf
Software (COTS) hardware [74].

It is worthwhile mentioning that hardware designers have also been investigating
energy-efficient on-chip communication architectures and dynamic voltage and fre-
quency scaling (a power management technique to reduce the voltage based on the
frequency of the processor clock) techniques [71, 72] for several years and many so-
lutions have been proposed in the literature. A discussion of these works is beyond
the scope of this paper but can be found in [67-70].

The use of photonic technologies to alleviate energy consumption in routers/
switches also is of great interest to designers because of their low power usage in
interconnecting subsystems of routers. The key challenge for these photonic-based
routers is to design board-to-board router backplanes that are based on optical inter-
connections instead of electrical interconnections [66]. The architectural trade-offs in
designing high-performance, energy efficient routers based on the Network-on-Chip
architecture paradigm have been investigated in [65]. By applying the technique of
three-dimensional integration (3D) (an approach that minimizes the interconnect wire
delay when several layers of silicon are stacked upon one another) to a Network-on-
Chip-based (NoC-based) router (called MIRA), the designers were able achieve up
to 67% reduction in power consumption in addition to significant latency improve-
ments. Another recently proposed NoC-based router design is described in [64] where
techniques such as adaptive channel buffers (which reduce the number of buffers re-
quired) and router pipeline bypassing (avoiding the router buffers and pipeline) are
applied so minimize energy consumed by the router without sacrificing performance.

3.3 Energy-efficient communication protocols

There are two major characteristics of a protocol that can affect its energy-efficiency.
The first is the overheads incurred to transmit the same amount of data. Higher proto-
col overheads make a protocol less energy efficient. The second major factor that can

affect the energy efficiency of a protocol is the time overhead. The longer the time it
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takes to send data, the longer a radio interface should be active increasing the energy
consumption [45].

In this section, we review energy-efficient techniques that have been recently pro-
posed primarily for commodity networks and for the popular Transmission Control
Protocol and the Internet Protocol (TCP/IP). There are numerous publications on
energy-efficient communication protocols for wireless ad-hoc networks, wireless sen-
sor networks, multi-hop wireless networks, and other specialized networking tech-
nologies in the literature. However, most of those publications have really focused on
energy-aware routing, MAC techniques [63], and related performance issues. Jones et
al. [62] present a survey of energy-efficient network protocols for wireless networks.
Surveys of energy-efficient techniques for wireless ad-hoc and sensor networks are
reported in [60, 61]. A thorough analysis and a discussion of energy-aware routing
protocols for wireless sensor networks are given in [58, 59]. The basic idea behind
many energy-aware routing protocols is to maximize the network lifetime (the in-
terval between when the network starts and when the first node completely exhausts
its energy). Other surveys on energy-efficient protocols for wireless sensor networks
are given in [56, 57]. It is worthwhile mentioning that various energy-efficient MAC
protocols for efficient power management control have also been extensively studied
in the past. Given the large volume of published works that already exist for energy-
efficiency for wireless and ad-hoc networks, we therefore do not cover these topics
further in this paper. Instead, we focus on energy-efficiency for TCP/IP over com-
modity wired and wireless local area networks.

The rapid proliferation of TCP/IP-based applications has made TCP the de facto
transport protocol for reliable communications over IP-based wired, wireless, and hy-
brid wired/wireless networks. Mobile users are becoming increasingly dependent on
portable devices such as smart phones, laptops, cell phone, handheld many of which
are powered by batteries. Many research works [39, 52, 54, 55] have been undertaken
in the past to improve the performance of TCP over wired, wireless (including mobile
wireless networks), heterogeneous wireless, heterogeneous wired/wireless networks.
Most of the proposed approaches use one of the following techniques: link layer,
end-to-end, split (by splitting a TCP connection into two: (a) one between the mobile
host and the base station and the other between the based station and (b) the fixed
host), cross-layer schemes, and various types of modifications to TCP congestion
control algorithm). Most of them have focused on improving the performance (for
performance metric such as throughput) of TCP when running over these IP-based
networks. Despite the tremendous attention that has been given to improve TCP per-
formance over wireless links, little consideration has been given to issues related to
energy-efficiency of transport protocols such as TCP (and User Datagram Protocol
(UDP)). Energy consumption associated with the execution of transport protocols at
end systems (hosts) has become one of the important key performance issues that
must be taken into consideration particularly for limited power mobile devices that
have become so ubiquitous today.

One of the earliest studies on energy efficiency for TCP was conducted by Zorzi
and Rao [51] in the late 1990s. They compared the energy consumed by several ver-
sions of TCP (OldTahoe, Tahoe, Reno, and New Reno). The main results derived
from their analytical model demonstrate (a) that the congestion control implemented
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by TCP helps in saving energy (by simply avoiding transmissions when the channel
conditions are poor); (b) the throughput and energy efficiency may be significantly
improved by selecting the right choice of parameters for the TCP version used. An-
other study comparing the performance of energy/throughput tradeoffs of various
TCP versions was conducted by Tsaoussidis et al. [S0] who identified (using sim-
ulations) that the energy performances of various TCP flavors (they evaluated TCP
Tahoe, Reno, and New Reno) are indeed fairly similar. The use of TCP segment
caching as a technique to minimize energy consumption caused by expensive re-
transmissions was proposed in [49]. The main benefit of such an approach is that it
does not require any changes to be made to the TCP protocol. However, it is hard
to actually deploy this approach in portable devices because these devices are highly
resource-constrained (for resources such as memory and processing power). Another
interesting approach that improves energy efficiency of TCP is described in [48].
With this approach, the channel state (which can be in two states good or bad) of the
wireless link is determined. If the channel state shows poor error characteristics the
transmission stops and it resumes when the state becomes good. The state of a chan-
nel can be obtained by measuring the Signal to Noise Ratio (SNR) which is used to
determine the link quality and the packet error rate. The proposed approach improves
the energy efficiency of TCP by as much as 40% particularly for high-latency net-
works (e.g., Wide Area Networks (WANS)) and for networks with long durations of
high error rates. Although the idea is simple and the simulation results show energy
usage improvements, it is difficult to measure the SNR accurately making it hard to
predict the channel state limiting its practical deployment.

One of the early protocols developed to improve TCP performance when packet
loss occurs is the Partial Reliability Transport Protocol (PRTP) [47]. Unlike TCP
which recovers from all lost/dropped packets, PRTP allows a certain controlled
amount of packet loss which helps to improve energy efficiency and throughput as
well as minimize delays. An energy-efficient version of TCP (E2TCP) was enhanced
with PRTP and the impact of partial reliability on energy efficiency was demonstrated
using simulations. E2TCP is used only on the last hop (the wireless link between the
base station and the mobile host) for a wired/wireless connection and uses a combina-
tion of selective acknowledgments and a novel window management strategy aimed
at reducing the time overhead [45]. It is worthwhile pointing out that the use of partial
reliability is effective only for those applications that can tolerate a certain amount of
packet loss, such as multimedia applications.

In [46], an energy-efficient TCP quick timeout technique was proposed for wire-
less local area networks that can improve energy efficiency by about five times over
an unmodified TCP. The basic idea of this technique is for the MAC layer to pro-
vide feedback status of transmitted packets to the TCP layer, and for those packets
dropped a quick timeout is triggered by the TCP layer. The net effect of this approach
is to reduce the idle energy consumption.

A detailed study of the energy cost associated with different TCP functions is
presented in [44]. Using hardware platforms such as laptops and handheld devices
running FreeBSD and Linux operating systems, their experimental results revealed
that TCP processing cost accounts for 15% (out of which 20-30% is used to compute
TCP checksums) of the total computational energy cost incurred by host processing
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of network packets. The remainder of the computational energy cost incurred by a
sender host is attributed to the energy used to perform user to kernel copy and kernel
to network adapter copy. By minimizing these copies, the authors demonstrate they
can achieve 20-30% energy cost reduction for TCP connections.

Other techniques for more specialized networks also have been proposed to im-
prove the energy-efficiency of communication protocols. The use of novel schedul-
ing algorithms described in [43] enable an energy-aware transmission schedule such
as transmitting using a lower power but over longer durations leads to conservation
of energy. In [42], a multi-threaded approach is proposed to integrate a simplified
TCP/IP stack for resource-constrained systems such as those with highly energy-
efficient microcontrollers with limited memory resources. The effects of data com-
pression on energy consumption over wireless networks have been presented in [41]
who found that up to 57% energy savings can be reaped depending on the compres-
sion tools (such as gzip, 1zo, 1zma) used.

3.4 Energy-efficient fixed and cellular networks

The explosive growth of mobile computing applications along with increasing mo-
bility of users carrying all kinds of portable devices will continue to accelerate the
demand for mobile wireless networks in the future. Mobile users will continue to
expect high bandwidth and low delays from these mobile networks. All these user
expectations and mobile infrastructures will lead to an increase in the energy con-
sumption leading to higher emissions of CO;. As shown in Fig. 3, the contribution of
CO; by mobile networks is expected to almost triple in 2020 (181 Megatons of CO»)
from 2002 (65 Megatons of CO,). This projection is motivating telecommunication
operators to explore innovative solutions that can reduce the energy consumption by
their mobile network infrastructures (such as fourth generation (4G) networks) and
mobile devices of end-users.

As we mentioned previously, many mobile devices are being used by users for
their mobile computing applications. These portable devices have limited battery

¥ Mobile Networks

= Fixed Narrowband Networks
» Fixed Broadband Nelworks
=|PTV Boxes and Broadband

Modems
* Mobile Phones

151 Megatons of carbon 349 Megatons of carbon
dioxide resulting from networks, dioxide resulting from networks,
IPTV boxes and broadband modems IPTV boxes and broadband modems

within ICT in 2002 within ICT estimated for 2020

Fig.3 CO; emission in 2002 and projected emission for 2020 [40]
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power capacity. In this section, we briefly present some recent works that have fo-
cused on energy-efficiency issues for wireless local area networks and cellular net-
works. We have already covered protocol issues in the previous section; we will there-
fore discuss energy issues related to frequent mobile network operations (such as
handover, network selection, etc.) in the following section.

3.4.1 Network selection and handoffs

Handoff is the process during which a mobile device keeps its connection active
as it migrates from the coverage area of one network to another. Handoffs between
homogeneous networks are termed horizontal handoffs whereas handoffs that oc-
cur between different networks are termed vertical handoffs. With the emergence of
different types of wired/wireless networks (wireless local area networks, General-
ized Packet Radio Service (GPRS), Worldwide Interoperability for Microwave Ac-
cess (WiMAX), etc.), vertical handoffs are used to switch from one network type to
a different one. The vertical handoff process is achieved by three basic steps: net-
work discovery (the process by which a mobile device discovers reachable wireless
networks), handoff decision, and handoff execution. Traditionally, network discov-
ery and selection have been achieved based on criterion such as the received signal
strength. The mobile device will connect to the access point that gives the strongest
received signal strength. Today, with the availability of different types of networks,
the network selection process (as part of the handoff process) has become more com-
plex. This is because the choice of network to be selected needs to take into account
several factors such as cost, Quality of Service (QoS) requirements of the user, QoS
offered by the available networks, available services, and power consumption.

Traditionally, network discovery techniques assumed all network interfaces on a
mobile device (assuming a mobile device has multiple network interfaces) are ac-
tive all the time and these interface continuously scan for signals coming from one
or more nearby wireless access points. The disadvantage of this approach is that it
quickly drains the battery power of the mobile device. Past studies have demonstrated
that the power consumption of network interfaces dominate the total system power
consumption for mobile devices. One approach that can be used to save energy is to
activate the network interfaces periodically instead of keeping them “alive” all the
time. The power saved with such an approach is inversely proportional to the fre-
quency of activations of the interfaces [53]. Chen et al. also proposed the use of a
location-based wireless network discovery method using the Global Positioning Sys-
tem (GPS) technology. Such a solution is not practical because it requires embedding
a GPS receiver in the mobile device increasing the cost and size. In addition, the
accuracy of GPS results degrades in urban environments and it does not work well
inside buildings. Joe et al. [38] proposed a handoff technique that takes into con-
sideration the power consumption of network interfaces and the Quality of Service
in available networks. Unfortunately, the authors do not describe how to determine
those parameters in real networking environments.

Another network interface selection algorithm called WISE was proposed in [37]
to achieve energy-efficient vertical handoffs and prolong the lifetime of mobile ter-
minals. Nam et al. focused on handoffs between 3G networks (such as Code Division
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Multiple Access 2000 (CDMA2000) and WLANSs (such as 802.11b). Their motiva-
tions for investigating network interface selection for these two types of networks
stem from the fact that a 3G network adapter (e.g., a CDMA2000 1x Evolution
Data Optimized (EV-DO) adapter) for a mobile device in transmit mode uses about
twice as much energy compared to a WLAN (Orinoco 802.11b) adapter. However
in receive mode, the reverse is true (with the WLAN adapter consuming twice the
energy) but close to nine times the energy used by the 3G network card when in idle
mode (no data to transmit) [37]. By making use of a centralized entity called the vir-
tual domain controller, the WISE approach dynamically switch between the 3G and
WLAN network interfaces based on the amount of data traffic being exchanged to
minimize energy usage by the mobile terminal. The design objective of WISE was to
save energy but it is not entirely clear how throughput is affected when switching to
networks such as a 3G networks with much lower bandwidth capacity compared to
that of WLANS.

In [34], the authors proposed an energy-efficient discovery method based on a
simple and inexpensive cell-id-based location management [33] technique. This ap-
proach not only avoids unnecessary network interface activation but also enables fast
detection of wireless networks and does not require any upgrade of the network or the
mobile device making it a highly practical solution. Empirical performance evalua-
tion results of the aforementioned method gave a 19.1% energy usage improvement
over the case when interfaces are active all the time and a 12.3% energy saving over
the case when periodic activation is used.

In [35], the authors proposed the MxN architecture that uses a cost function to per-
form optimal network selection with high energy-efficiency. The energy consumed is
kept to a minimum by enabling the device to reduce its frequency of scanning for
available networks. This is achieved by using the information provided by the Infor-
mation Service of the 802.21 standard [36] and it was also shown that the request
rate for such information consumes little energy. In contrast to Siddiqui’s work, the
performance evaluation was based on simulation and a performance evaluation of
an implementation of the M x N prototype still needs to be done to determine the
practical performance that can be reaped with this approach.

3.4.2 Energy-efficient base stations

Mobile networks continue to be deployed at a fast pace to meet user mobility re-
quirements. 4G networks (including network technologies such as LTE and WiMAX)
promise higher data rates to end-users. These high data rates are also leading to an
increase in the power consumption of the three basic components of mobile networks
namely, user terminals (used by mobile users for data and phone calls), base stations
(handles the radio interface between the network and the user terminal), and the ac-
tual core network (made up of core switches and routers used for switching, mobility
and call connection management). As we discussed earlier, the communication pro-
tocols used also contribute to the end—end energy consumption for mobile network
applications. A recent study [28] conducted on NTT DoCoMo, the largest telecom-
munication operator in Japan, found that the energy consumed (per day) by a user
using the mobile network is about 150 times higher than the energy consumed by the
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user’s mobile terminal. By optimizing the energy efficiency of base stations, Third
Generation (3G) base stations over Second Generation (2G) base stations by about
three times [31, 32].

3.4.2.1 Reducing energy consumption of base stations An interesting study on the
life cycle of 3G network systems performed by Origuchi et al. [30] revealed that CO,
emission from 3G networks was mostly from mobile terminals and base stations.
55% of the CO; is produced in the usage and around a slightly lower percentage
is used in the production stage. The emissions that resulted from the usage portion
mainly came from the base stations of mobile networks whereas terminals were re-
sponsible for emissions during the production stage. Given that the base station is a
large contributor of energy (contributing 60% to 80% of the entire mobile network
energy) consumed in a mobile network many recent efforts have been investigating
novel techniques that can minimize the energy usage of base stations.

e Improving hardware energy consumption of base stations: one set of improvement
techniques involve improving the hardware energy efficiency of the transceivers of
the base station. The power amplifier is the component that uses the most power
in the transmitter and its energy use depends on factors such as modulation used,
the frequency band needed, and other operating conditions. To improve the energy
efficiency of the power amplifier, different types of linearization methods, such
as Cartesian feedback, digital pre-distortion and digital signal processing methods
(used in Wideband CDMA) can be used [29].

e Improving energy consumption used by system and software features of base sta-
tions: one of the most common energy saving methods for base stations that has
been used for quite some time by many mobile network operators is to turn off ei-
ther some parts of the base station or the complete system when the traffic load for
the base station site (cell) is low (e.g., during night time). This approach is com-
monly used for small cells (femto-cell and pico-cell) that are typically deployed
for indoor sites [27]. Some site specific solutions have also been suggested and
these include: (a) the deployment of indoor sites that use natural fresh air cooling
instead of air conditioners, (b) having a base station design that brings the radio
frequency transmitter closer to the antenna (which will reduce energy losses by
the feeder cable and improve performance) in contrast to the traditional base sta-
tion architecture where a coaxial cable runs between the in-building base station
to the outdoor antenna. Such a design aimed at reducing the power consumption
of the base station was recently demonstrated in [28] who proposed a distributed
base station architecture using IP and Radio on Fiber (RoF) technologies and a
novel Optical Feeder Transmitter and Receiver base station was proposed. The de-
sign makes use of IP and RoF technologies. RoF technologies can support highly
scalable solutions through the use of distributed antennas and they do not suffer
from the power loss that normally occurs with radio frequency co-axial cables.
In contrast to traditional base station rooms which require air conditioning, this
Optical-Fiber Transmission design can also be air-cooled naturally.
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3.4.3 Reducing the energy consumption of cellular networks

The number of base station sites also has a significant impact on the total amount
of energy consumed by the underlying cellular network. The tradeoffs among base
station density, capacity, and energy consumption have also been studied by vari-
ous researchers recently [23, 24, 26, 27]. Several centralized and decentralized power
efficient algorithms have been proposed to make cells more energy-efficient. The cen-
tralized approach needs channel information, traffic requirements, etc. compared to
the decentralized approach. In terms of energy consumption, the centralized approach
performs better because the coverage area is small. The impact of other network fac-
tors such as load balancing and macrocell network topologies on energy saving by
the base stations have also been explored recently [23-25].

3.5 Last mile access with fixed broadband networks

The “last mile” of many telecommunication networks often serves many residential
and commercial users and it is a significant part of the Internet infrastructure. Wire-
less access networks (such as WiMAX) are also being widely deployed as a “last
mile” network technology. Therefore, any reduction in energy consumption by these
access networks will minimize the emission of CO;. A novel architecture (called
WOBAN) that was recently proposed in [22] combines an optical backhaul (a Pas-
sive Optical Network) with a wireless mesh access network as the front-end. The
WOBAN architecture minimizes energy usage in both the wireless access part (by
putting transceivers to sleep while maintaining connectivity, better coordination be-
tween nodes to reduce collisions, and lightweight protocol stack) and the optical
backhaul (by putting some optical network units to sleep when the traffic load is
low) as well as in the routing protocols used (with the goal of re-using routing paths
previously used) [22].

In [21], the authors performed a life cycle assessment to study the carbon footprint
of fixed broadband networks that include three types of FTTx networks such Fiber to
the Cabinet (FTTC), Fiber to the Home (FTTH), Fiber to the Building (FFTB) for a
dense urban area in Italy over a period of a year. The goal was to identify area of high-
energy consumption for these network technologies. The worst case results show that
all these network access technologies produce around the same amount of CO; a year.
They also discovered that, in terms of energy savings, the customer equipment has the
largest potential for improvements. By using existing infrastructure and smart power
management schemes (such as low power mode for customer premise equipments
and reuse of infrastructures), it is possible to reduce FTTH energy consumption by
almost 80%. FFTH demonstrated the best result energy consumption when bandwidth
is taken into consideration. The main energy consumption with FTTH comes from the
use of home residential gateways, their production, and the use of diesel trucks during
engineering civil works and trench deployment.

3.6 Data centers

Many dedicated facilities (also known as data centers) have been built recently to
house large numbers of servers and storage systems. These data centers are being de-
ployed to deliver different types of networked services offered by various businesses,
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governments, etc. Currently, the number of servers in data centers ranges from 10,000
to 100,000 with 150,000 servers emerging. Power density has grown so far from
10 kW /rack in 2004 up to the 55 kW /rack most recently [17]. It is estimated that
around 50% of the total data center power consumption is used for cooling. Based
on Arrhenius time-to-fail model [20] every 10°C increase of temperature increases
the system failure rate by a factor of two. Energy management is therefore becom-
ing increasingly important to deal with the operational temperatures and increase the
reliability of computing resources in data centers.

The ever increasing electricity demands of data centers (the electricity consumed
by data centers is doubling every five years in the US [19]) along with rising energy
costs, inefficient power distribution systems, inefficient cooling systems and servers
are strong catalysts pushing for more energy-efficient data centers with innovating
cooling solutions. Techniques that have been proposed to improve the energy ef-
ficiency of data centers have focused on three specific areas: (i) effective cooling
methods (such as the use of liquid cooling or fresh air cooling compared to the use
of traditional air conditioning units), (ii) more energy-efficient servers (through more
efficient microprocessor and chip designs that use less energy and power manage-
ment strategies), storage systems, and power supplies, (iii) the deployment of highly
efficient load balancing approaches that can maximize the usage of server resources.
Virtualization software (using an encapsulating software layer (also known as a Vir-
tual Machine (VM) that provides the same inputs, outputs, and behavior that would
be expected from physical hardware) is also being used as a promising technology
that can maintain high utilization of servers [17, 18]. Server utilization rate can in-
crease from 5—-15% to 60-80% with virtualization. In addition, virtualization leads to
fewer servers saving space and power.

To reduce cooling cost and power usage in data centers, a heat pipe based ice stor-
age system is proposed in [16]. This system can be deployed in cold geographical
areas where the temperature is low to enable the formation of ice and cold water.
The criteria for choosing a data center location using this technology will depend
on both the duration and temperatures below freezing. The ice storage system can
be integrated with an existing chiller and serve either as a back-up or an alternate
cooling system. In contrast to traditional water storage system which requires a dedi-
cated room for storing cold water, the ice storage system is much more cost effective
to build because it is located underground and therefore incurs much lower storage
space and construction costs. By pre-cooling warm water coming from the servers
using the proposed ice-storage system reduces the cooling load of the chiller, lead-
ing to a reduction in the overall power consumption used for cooling the data cen-
ter.

In [13] and [14], the authors proposed various metrics to measure and quan-
tify the performance of their data centers’ air distribution systems. They also de-
scribe changes that they make to their cooling systems to improve air management
to maintain cooling system effectively. The main drawback of these metric-based
approaches is that they need to be rigorously tested and validated through exten-
sive simulation tests before they can be implemented. However, once the metrics
have been correctly validated and assessed, a major benefit is that the use of these
metrics does not require major structural or new equipment changes. A more proac-
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tive approach based on novel sensing and measurement technologies that allow vi-
sualization of the temperature data in 3D and heat distribution in a data center is
presented in [15]. This new technique will enable rapid diagnosis and identify ex-
isting cooling problems inside the data center and will help to improve its energy
efficiency.

4 The future
4.1 The energy-efficient communications landscape

The area of energy efficient communications has been studied because half a century
ago [12] by researchers and designers. However, the tremendous increase in interest
in this area started in the late 1990s with the emergence of networking technologies
such as wireless sensor networks and ad-hoc networks, along with the emergence of
all kinds of portable devices with limited battery power. As mentioned earlier, most
energy-related networking research efforts undertaken then have been focusing on
techniques that can extend the lifetime of the network (including network nodes) and
battery-operated networked, mobile user devices and appliances. Surprisingly, this
strong energy interest from the networking research community remained almost flat
for almost a decade afterwards during which researchers continued to explore energy
efficient mechanisms for wireless sensor networks and ad-hoc networks specifically
most probably because of their ubiquity. During that time, reducing the energy us-
age of commodity communication protocols, local area and backbone networks, and
operating systems did not really receive a commensurate level of attention from the
research community and manufacturers of networking products and systems. The sit-
uation changed dramatically in the last 2-3 years with efficient energy networking
coming back as one of the emerging areas of intense research activity. Both academia
and industry are now showing a renewed ever-increasing interest in energy consump-
tion which is growing every year. There are many reasons for this sudden shift: the
user base for personal computers and portable devices, and the number of different
types of access networks, the use of IT equipment to meet the business computing
needs all continue to grow at a rapid pace leading to an increase in the global energy
consumption. The cost of energy also keeps increasing. Along with these two trends,
environmental concerns (caused by CO, emissions) have also begun to receive a lot
of attention from hardware/software manufacturers, various regulatory commissions,
governments, and energy policy makers of various countries around the world. These
trends are expected to continue in coming years.

4.2 Energy consumption of communication networks, protocols, and devices

The emergence of a standard such as IEEE 802.3az demonstrates a strong commit-
ment of both industry and academia to deliver energy-efficient network adapters par-
ticularly for highly popular network technologies such as Ethernet. Given the ubiquity
of network adapters in most end-user systems, optimizing their energy consumption
can have a significant impact on the overall energy consumption of ICT. Most energy
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consumption optimization techniques that have been proposed to date for network
adapters and switches have focused on primarily putting some adapter components
to sleep or in some inactive state such that little or no power is consumed thereby
saving energy. Significant energy savings have been demonstrated using these past
approaches. However, it seems that all the optimizations are incorporated into the
hardware (or firmware for the network adapter) at the design stage of the network
adapters. This makes it difficult to optimize energy consumption further through soft-
ware programmable functions. As a result, many of the proposed energy-efficient
optimization solutions for network adapters are limited in their flexibility and scala-
bility. Future network adapters and switches need to provide programmable low-level
functions, such as device driver and user functions that can enable further energy op-
timization techniques to be explored if required.

Next generation routers and switches continue to improve their performances.
Faster processing speeds consume more energy. To cope with the corresponding in-
crease in energy requirement by many silicon-based routers, recent trends have fo-
cused on reducing the packet processing depth, and highly integrated designs. Best
energy efficiency is obtained with routers that use a minimum packet processing
depth in a highly integrated design using denser and faster silicon for routing and
switching. Custom made silicon designs operate with the best power efficiency over
complex silicon design [1]. However, one major shortcoming for specialized sili-
con is their inability to scale to support additional features in the future when new
router functions become necessary. Besides, as mentioned earlier, current electronic
switching fabrics used in most high capacity switches and routers have also reached
their limits in terms of the large number of interconnections required, their energy
usage, and heat dissipation. The current design trend for high capacity switches and
routers is focusing on the use of optical technologies and optical switch fabrics which
promise high capacity, better scalability and reliability, and reduced power consump-
tion. However, this trend is still being hindered to some extent currently because
of the lack of some of the optical components required to fully achieve this optics
goal. More research in this area is needed to enable the design and development of
inexpensive optical components that can be cost-effectively incorporated in future
high-performance optical switches and routers.

Most of the related works on energy consumption for commodity protocol stack
such as TCP/IP have focused mostly on improving its throughput with only a few
of them which dealt with the protocol’s energy-efficiency. These few efforts did not
propose techniques that can optimize the energy efficiency of the TCP/IP stack. In-
stead, they focused on performance comparison studies of various flavors of TCP.
The TCP/IP stack is used by every host connected to the Internet and there is signif-
icant room for improving the energy efficiency of this protocol stack when running
over both wired and wireless networks. So far, work in this area has been slow and
more efforts will be needed to improve the energy used by TCP-UDP/IP stacks in the
future.

The number of mobile users worldwide is close to 5.3 billion with almost half a
billion users accessing mobile Internet in 2009. This trend will continue and network
designers and operators will need to support information access anywhere, anytime
from any device as users roam around. Energy-efficient handoff has now become an
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important performance metric for network architectures supporting vertical handoffs
among heterogeneous wired and wireless networks. While some cellular technologies
(e.g., Global System for Mobile Communications (GSM)), have matured over the
years with highly energy-efficient base station designs, energy-saving optimizations
of base stations (through small, compact designs and the use of optical technologies)
for various recent wireless technologies (e.g., WiMAX), Long Term Evolution (LTE),
Wideband Code Division Multiple Access (W-CDMA)) still remain to be explored in
the future.

The underlying operating system of the host system is part of the end-to-end com-
munication path between the sender and the receiver. In this paper, however, we focus
mainly on those components involved in network communications. New versions of
Windows-based (e.g., Windows 7) and Linux-based (e.g., SUSE Linux Enterprise
Desktop 11 from Novell) operating systems have been designed to be more energy-
efficient by exploiting different types of smart power management techniques. An
in-depth discussion of energy consumption design issues for operating systems is
beyond the scope of this work but can be found in [11].

4.3 ICT energy consumption versus CO, emission

As we discussed earlier, the main source of CO» resulting from ICT comes from the
production of electricity to power up networks, computers, servers, and storage de-
vices (including the power needed for cooling and heat removal which continues to
increase with higher power density of ICT equipment). In the US, almost two-thirds
of the electricity produced by electrical generating stations comes from fossil fuels
(i.e., coal, oil and natural gas) [10]. To reduce our dependence on fossil fuels, lower
the carbon footprint, and improve energy security in the future for ICT, we need to
focus on renewable energy sources such as wind, solar, geothermal, biomass, and
water power. However, because most of our current communication infrastructures
(including the Internet) heavily use electrical power to operate, it is imperative that
any move to renewable clean energy ensures that we maintain a reliable and stable
power supply. This implies that with intermittent energy sources such as solar or wind
power we need to ensure high capacity energy storage facilities, such as the use of
rechargeable batteries and ultra-capacitors that can continue to supply energy without
interruption. This strategy of using renewable to power on the communication infras-
tructure can also be used to support rural areas of many developing nations where
frequent interruptions of electricity is quite common [9].

4.4 Energy-efficiency at data centers

Various types of high-performance equipment are being deployed in data centers. To
support these high performance requirements, data centers must provide more power
for the equipment to perform efficiently and reliably. One of the strategies being
investigated to improve energy use in data centers is the use of renewable energy
sources to provide the required power need to operate the data center. Building data
centers in those geographical areas with an abundance of renewable energy sources
(solar, wind, etc.) is one option that has been explored. Another option is to avoid
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multiple conversions between Alternating Current (AC) and Direct Current (DC).
The basic idea in this case is to do the conversion only once at the data center rather
than doing it several times at various servers as is done currently [5]. The use of more
power is also causing more heat to be generated by data center infrastructures. To
address the heat issue, many cooling strategies are being investigated and developed.
To quantify the power efficiency of data centers, a metric such as the Power Usage
Effectiveness (PUE) has been proposed. The PUE is defined as the total power used
by the data center divided by the total power consumed by the ICT equipment. PUE
can be used to benchmark how much energy is being usefully deployed versus how
much is wasted on overheads. Typical data centers today have a PUE of about 2 or
higher. By carefully operating much of the current equipment in use and by using
the latest hardware and software technologies, the Environmental Protection Agency
(EPA) predicts this PUE number can be reduced to 1.7 and 1.2, respectively. Power
and cooling efficiency improvements will continue to challenge the design of next
generation, energy-efficient data centers. To achieve power efficiency, we need to
develop solutions not only at the system level through well-known power manage-
ment solutions but also through the careful integration of hardware solutions such
as asymmetric multi-core microprocessor design, efficient packaging techniques, and
energy-proportional hardware designs that focus on memory and disk subsystems
which can reduce the power consumption of central processing units [2].

4.5 Energy efficiency measurement tools and performance metrics

As we mentioned before, PUE is a widely used metric to quantify the power effi-
ciency of data centers. Today, energy efficiency has become an important metric that
is being increasingly used to evaluate the energy consumption of devices, hardware,
software, and various networking architectures, systems, and communication proto-
cols. Many energy efficiency metrics for networking protocols and devices have been
proposed in the past, but most of them have been specialized for specific network-
ing software or equipment and are being used in an ad-hoc way. For instance, typical
ones used in the literature include absolute power in watts, power per bit, and normal-
ized energy consumption (sum of energy consumed by all components) to full-duplex
throughput for networking devices [1]. Unfortunately, the lack of standard energy ef-
ficiency metrics makes energy performance comparisons for networking devices and
protocols hard to achieve in practice. In the future, to help networking designers,
implementers, application developers, and researchers better assess and evaluate the
energy efficiency of their implementation prototypes, we need to standardize a set
of energy-efficiency metrics with a finer granularity that takes into account diverse
processing functions and configurations. Similarly, we found there is also a lack of
energy performance tools that can be used to measure energy efficiency of networking
devices, systems, protocols, and applications. There are a few commercial highly so-
phisticated power measurement tools available, but they are prohibitively expensive.
A few cost-effective tools are also available on the market (e.g., the Kill A Watt EZ
tool that can be connected to an appliance and measures its power usage). But they are
of limited use for serious energy-efficiency research purposes given their coarse mea-
surements of electricity used. Two freeware energy-measurement tools we recently
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experimented with include Joulemeter (estimates the power used by one’s computer)
from Microsoft Research and the Intel’s Application Energy Toolkit (used to eval-
uate power consumption of software applications). We found that, while these tools
are fairly easy to use and they do provide some basic power consumption information
(e.g., battery usage, voltage, etc.), they are not user friendly as far the processed out-
put results are concerned or sometimes even the output data would be corrupted and
required the tests to be repeated, etc. In short, we need far more efficient, easy-to-use,
low-cost energy performance tools that researchers and designers can easily use to
conduct robust energy performance evaluations of their prototype systems.

4.6 Impact of energy-efficient information communication technologies (ICTs)
on the economy and other sectors

ICT is expected to become one of the major contributors of CO; emissions by the
end of this decade. But some interesting results recently published also revealed the
tremendous positive impact that ICT will have on reducing the global carbon emis-
sions by other sectors which are using ICT. Such a positive impact can be achieved
through ICT use which: (a) makes current processes more efficient (e.g., improve-
ments to vehicular technologies), (b) enables technologies (e.g., email communica-
tions) that improve business operations, (c) promotes the development of low-carbon
solutions (e.g., fiber optic technologies) [8]. According to a recent Smart 2020 study
[6], the adoption and use of ICT solutions could actually help reduce the carbon emis-
sions by almost 15% by 2020 (almost five times the carbon emissions that could result
from ICT itself by 2020). Another comprehensive study [7] explored the net energy
impact of ICT on the overall energy consumption in the US. The study found that for
every extra kilowatt-hour used by ICT, the US economy saved energy by almost a
factor of 10.

The ICT sector (including laptops, personal computers, telecommunication net-
works, data centers and computer networks, mobile devices) continues to grow on a
global scale and the momentum will increase in coming years as more ICT equip-
ments are being deployed and used in various sectors of society. In 2009, the CO,
produced by the ICT industry was around 2% of the global CO; emission which is
comparable to that produced by the aviation industry [4]. This is estimated to increase
to 3% of global emissions today by 2020 [3]. There is clearly a very strong need for
the ICT industry to curb its CO; emissions which, in turn, will lead to further reduc-
tion of CO, emissions in many other sectors of society where ICT is ubiquitously
deployed and used. In this work, we focused on some of the novel solutions that have
been proposed to minimize the energy consumption of communication technologies
and protocols that are major components of the ICT sector.

5 Conclusion
The reduction of operational energy consumption alone will not be sufficient to en-
able and maintain sustainability. We need a holistic approach that considers not only

the energy consumption during the usage stage but the entire product life-cycle from
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production to usage to disposal/recycling. We presented various approaches that have
been proposed to reduce energy usage in those technological areas. We also identi-
fied some future trends and a few challenges we still need to address in the future.
Information and Communication technologies are strong catalysts that can help boost
productivity and efficiency in many sectors of the economy. These benefits are cur-
rently being reaped at the expense of increasing emissions of CO; and the continuous
depletion of fossil-based fuels used to generate the required electrical power needed
to power ICT equipment. In addition, we are witnessing increasing energy costs year
by year. To address these systemic challenges, we need to continue to develop in-
novative, cost-effective, and energy-efficient solutions that can minimize the energy
consumption of ICT technologies and exploit renewable energy sources wherever
possible. This can be achieved if power-awareness is fully taken into consideration
in the design, implementation, deployment, and maintenance of ICT technologies. It
is worth pointing out that various energy policies and standards will also continue to
play a significant role in optimizing energy-efficiency of ICT equipment as well as
their usage by the consumers. We do not cover these areas in this work. A detailed
discussion of the impact of these efforts on energy efficiency is a subject of further
study.
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