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Compressed Relaying for Two-Way Relay

Networks with Correlated Sources

Qiang Huo, Kun Yang, Lingyang Song, Yonghui Li, and Binghdi

Abstract

In this letter, a compressed relaying scheme via Huffmarpéwydical-layer network coding (HPNC)
is proposed for two-way relay networks with correlated sear(TWRN-CS). In the HPNC scheme, both
sources first transmit the correlated raw source messagles telay simultaneously. The relay performs
physical-layer network coding (PNC) on the received symmbobmpresses the PNC-coded symbols
using Huffman coding, and broadcasts the compressed sgrtibbbth source nodes. Then, each source
decodes the other source’s messages by using its own messagele information. Compression rate
and block error rate (BLER) of the proposed scheme are agd\@mulation results demonstrate that
the HPNC scheme can effectively improve the network thrpugihand meanwhile, achieve the superior

BLER performance compared with the conventional non-ca@sged relaying scheme in TWRN-CS.

Index Terms

Compression, correlated bidirectional relay networksffidan coding, physical-layer network cod-

ing.

. INTRODUCTION

Two-way relay communication has recently drawn much istefeom both academia and

industry due to its potential ability to significantly imme the spectral efficiency of wireless
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communication systems§![1]. Particularly, a simple thredentwo-way relay network (TWRN)
has been widely studied in the literature and various retpyrotocols have been proposed to
achieve network throughput improvemehnt [2]-[4].

However, most existing relaying protocols for TWRNs haverbéesigned for the networks
where the information messages exchanged between twoesooxes are independent only.
Recently, some works have reported that measurements dretviferent nodes in the network
may exhibit strong correlations in some scenarios, e.ggless sensor networks! [5]. In such
scenarios, an efficient relaying protocol, which can explw inherent correlation characteristic,
can further improve the system spectral efficiency and pednce. This will be highly desirable
when the source nodes want to exchange their correlatetmatmn messages with each other
via the intermediate relaying nodes. In [6], the authordistlithe multi-way relay network with
correlated sources and orthogonal uplink channels. Therpayainly focused on the source-
channel separation problems from an information theakpoint of view. In this letter, we
consider the two-way relay networks with correlated sosi{d@@&VRN-CS) and employ physical-
layer network coding (PNC) and practical Huffman coding t@’jcompress the correlated data
in TWRN.

The main contributions and novelties of this letter are falo: 1) A compressed relaying
scheme via Huffman and physical-layer network coding (HPMGroposed for TWRN-CS; 2)
Compression rate is analyzed and a closed-form block eater (BLER) expression is derived
for the HPNC scheme. It is shown that the HPNC scheme achéaresderable improvements in
both network throughput and BLER performance over the catiweal non-compressed relaying
scheme in TWRN-CS.

Notation: Boldface lower-case letters denote vectors. For a randammahble X, Pr{-} denotes
its probability, andE{-} represents its expectatiadh, is them x m identity matrix. For a random
vector variablen, n ~ CN (0, Q) denotes a circular symmetric complex Gaussian variable wit
zero mean and covariance matfk € represents XOR operation adg(z) is the Q-function,
given by,Q(z) = - [ e /2 dt.
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Fig. 1. The block diagram of the two-hop TWRN-CS with the HPBheme.

[I. COMPRESSEDRELAYING SCHEME VIA HUFFMAN AND PHYSICAL-LAYER NETWORK

CODING

A general two-hop TWRN-CS with three nodes is consideretiimgtudy, as shown in Figl 1,
where two correlated source nodes, denoted’bgndT5,, want to exchange correlated messages
with each other via a relay node, denoted ByAll nodes are equipped with one antenna and
operate in a half-duplex mode. We assume that all the linksden the sources and relay node
are additive white Gaussian noise (AWGN) channels and #restnit powers of the three nodes

are equal, denoted b#,.

A. Source Correlation Model

It is assumed that the information bits at both source nodedizided equally into blocks
and each block consists af bits. Leta;; = [a1;(1), -+ ,a1;(n)] anday; = [ag(1), -+, agi(n)]
be theith block of message transmitted By and 75, whereay;, ay; € {0,1}'*". The binary
phase-shift keying (BPSK) modulation is considered forgdiaity and the modulated symbols
of a;; anday; are denoted by;; = [x1;(1), -, x;(n)] andxg; = [x9;(1), - -, z9;(n)], Where
X1, Xo; € {+1,—1}*". The correlation factor between two source nodes is definedras:
E{x1;(j)xe(y)}, Viand1l < j < mn.

B. Compressed Relaying via Huffman and Physical-Layer Network Coding

1) Encoding at the Relay: In the proposed HPNC scheme, both source nodes transmit the
BPSK modulated symbols ad;; and a,; to the relay, simultaneously, during the first time

slot (TS). Letyg; be the corresponding received signals at the relay and we [[@v

Yri = V Pix1; + / PiXg; + npy, (1)



IEEE WIRELESS COMMUNICATIONS LETTERS, ACCEPTED FOR PUBLATION 4

whereng; is the noise vectors following N\ (0, NoI,,). Let v = % denote the signal-to-noise
ratio (SNR).

The relay first performs PNC on the received signals. TheltieguPNC-coded message is
represented by

aRi PNC = PNC(YR@); (2)

whereag; pne IS the estimation ofy; ) ay;, andPNC(+) is the PNC mapping function in [4].
Then the relay performs Huffman coding on the PNC-coded auessy; pne. Let Huffman :

A — C andinvHuffman : C — A denote the standard Huffman encoding and decoding
algorithm [7], whereA = {0,1}'*™ denotes the set oir;pnc and C denotes the set of the
codewords of the corresponding Huffman code. The compdessssages, denoted ag;, are
given by

Cri = HUﬂ‘man(aRi,PNc)- €))

It should be mentioned that the block length of the compiessessagesy;, denoted byn;, is
dependent on both the Huffman code design and the PNC-codsedamexr; pnc.

During the second TS¢g; is modulated intoxy; and then sent to botld; and 75. The
corresponding received signal vectorsiatand 75, denoted byyr;; andyg; 2, can be written

as

Yrii =V PXp + 01 and ygio =/ PXpg; + g2, (4)

whereng; 1 ~ CN (0, NoI,,,) andng;» ~ CN (0, NoIL,,,) are the noise vectors experiencedlat
and 75, respectively.

2) Decoding at the Destination Nodes: In the following, the decoding algorithm and the
performance analysis for the signal flow frof to 7, are presented. Due to the symmetry,
the discussions for the signal flow frofty to 77 are omitted for brevity. Upon receiving the
compressed messages from the relgyfirst calculates the hard estimation of;, denoted by
Cri2. ThenT, can use its own message, i.@y;, as side information to recover the desired
message bits sent froffi, denoted bya,; ».

Let us first consider an ideal case in which all nodes can detioel messages correctly. In

the ideal case, we haweg; > = Huffman(a;; @ ay;). 7> can perfectly construcig; pnc by
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decodingcg; 2, i.€., ag;pne = a1 P ay; = invHuffman(cg;»). Finally, the desired message
bits a;; can be perfectly recovered &, as a;;» = ay @P(an; Pag) = ayPagipnc =
ay; @ invHuffman(cg; »). The decoding process can be similarly extended to the deal-i
case by taking into account decoding errors at the relay astircaition. Similar to the ideal
case,T; first constructs the estimated symbol vectoragf pne, i.€., ar;pne, DY decoding the
compressed message received from the relay nodegcig, Then the estimated information

bits sent fromT are constructed as
éu,z = Qy; @ éRi,PNC = Qy; @ inVHUHman(éRi,Q)- )

C. Huffman Code Design

In the following, the details on the design of Huffman codetfee proposed HPNC scheme are
presented. Since the Huffman coding algorithm is uniquelgimined by the distribution of its
input source symbols, we need to derive the distributiomnefRNC-coded message, i&g; pnc.

In the HPNC scheme, we use the distributiorbgf= a;; P a,; as an approximated distribution
of ag; pne tO construct the Huffman codes. It should be mentioned thatdifference between
the distribution ofb; and ag; pnc is negligible especially at medium and high SNR values. For
simplicity, we define theequal factor as p = Pr{a;(j) = a(j)} = Pr{z1:(j) = z(j)}, Vi
and1 < j < n. According to the source correlation model in SubsecticAllit is easy to
derive the relationship between the equal factor and theskeation factor ag = (r +1)/2. The

probability of b; can be expressed as

Pr{b;} = p"P)(1 — p)r=mb)
(6)
=2""(1+ r)m(b”(l — r)"‘m(b”,
wherem(b;) denotes the number df in b;, i.e., the number ofi, 1 < j < n, that satisfies
a1;(j) = a2(j). Based on the derived approximated distribution, i.e., @}. we can perform

Huffman encoding and decoding algorithm using the stangasdess in[[7].

IIl. PERFORMANCE ANALYSIS
A. Compression Rate

As indicated in Sed.II-C, the Huffman code design is depehde both the block length

and the correlation factor. LetC(n, r) denote the set of the Huffman codeword, &(isi) denote
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the codeword length db; after Huffman encoding. LefC(n,r) be the range of(b;) and thus
we havel(b;) € LC(n,r),Vb; € {0,1}'*". The codeword length distribution of théh block
messages, denoted Wy{n; = k}, can be expressed & {n;, = k} = >} ;)= Pr{bi} =
> bii(b “(14r)mP) (1 —p)nmbi) wherek € LC(n,r). Thus, the average codeword length
is glven byni =E{n:} = > reremn k- Prin = k}.

Since the raw source messages are transmitted without egsipn at both sources during
the first TS, the overall compression rate of the HPNC schengven by

n—+ n; 1 n;
CHPNC = o = 5 + % (7)

Note that the theoretical maximum compression rate at tltay neode, i.e., entropy rate, can
be readily derived a€'theor = Hlaii|ay|/n = H[X] = —HL log(HE) — (152) log(52) [9].
According to the property of Huffman coding, we hané{[T] < n < nH[%} + 1 [9].
Thus we can obtaieo < Chpne < Crneo+ 1/2n, WhereCrneo = 1/2 + H[4££]/2. It implies
that when the number of symbols within one block is large,dbepression rate of the HPNC
schemeCypnc approaches the theoretical maximum compression Gagg, and the gap is no

more thanl/2n.

B. Block Error Rate

The decision error at the first TS can be calculated as

0 .
1 _2 1 _2
B =(1- ——e Nod 1-— ——e Nod
onc(1:0) = (1= p) [y e S+ p>/\/WNOe Sy
P y 1 _w—2Py)? y+2\/Pt)2
[ N N, /_ B e
2/ 7TN06 ’ y+ / 7TN06 ’ Y
.

where 71 and —7, are the decision threshold values. According to the maxinpgasterior

(8)

probability criterion and the symmetrical property, we cdotain the optimal decision threshold
asTi = 1n =717 =+P + \/_Oln = il 0 2 In (1 + \/1 — (?/)/))26_87) when 1;/)%47 > 1,
otherwise we have, =, = 7 = 0. The optlmal decision rule at the relay is described as

follows: when the received signal is less tham, we declarery;(j) + x2;(j) to be —2; when

the received signal is larger than we declarery;(j) + x2;(j) to be 2; otherwise, it is set to
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be 0. According to Eq.[(B), the error probability of the PNC mappiwith the optimal decision

threshold over single symbol can be expressed as

Ponc(,0) = 21 = p)Q (7) + Q (2v/27 = 7) = pQ (227 + 7) | ©)

whereT = 1/NlOT. Therefore, the error probability of the PNC mapping duriihg first TS can

be expressed as

Pr(7v,p) =1 — (1~ Ponc(7,0))" - (10)

Let Pro(~y|k) denote the error probability of the transmissiorncgf from R to T, conditioned
on the length of the codeworek;, denoted byk, then we havePg, (v|k) = 1 — (1 — Q(+/27))".
The average BLER of the transmission frdinto 75 is given by

Pro(y)= Y Pr{m =k} Pra(ylk). (11)
keLC(n,r)

Let Pypnci2 denote the BLER of the transmission from to 75 in the HPNC scheme. A
block error, i.e.,a;; » # ay;, only occurs if the received compressed message is erreneey

Cri2 7 Huffman(a;; @ ay;). Thus, Pupnci2 Can be calculated as

Papnciz(7)) =1 = (1 = Pr(7,p))) (1 = Pra(7)) - (12)

By applying the approximation — (1 — z)" ~ Nz whenz is small. At high SNR regime, Eq.

(@2) can be approximated as

Papnci2(y) = nPenc(v, p) + ﬁzQ(\/%) (13)

At high SNR regime, the threshold approaches tq/2v, and Pupnc(7, p) = (2 — p)Q(1/27).
The BLER can be calculated approximately as

Prpnciz() = (2n — pn + ﬂz)@(\/%) (14)

Similarly, the exact and asymptotic BLER expressions of ¢baventional non-compressed

relaying scheme are derived as

Peonvi2(7) =1 — (1 — Pr(7,0.5)) (1 — Pra(v|n)), (15)
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Fig. 2. BLER comparison between the proposed HPNC schemeahandonventional non-compressed relaying scheme with
n = 6.

and

Peoneta() %5 Q(V/77), (16)

respectively. From Eqs[_(14) and {16), the gain of the predascheme over the conventional

scheme in terms of the ratio of BLER at high SNR regime yields

GBLER — lim PConv,12(’7) _ D
y=o0 Papnci2(y)  4Chpnc+2 —2p

Eq. (17) indicates that the proposed HPNC scheme can actieséderable BLER performance

(17)

improvement with respect to the conventional scheme wherdmpression rat€pnc is small.

V. SIMULATION RESULTS

In this section, analytical and simulated results for theNiBPscheme in TWRN-CS are
presented. Simulation results are conducted for a BPSK hatidn and a block size of =
6 over AWGN channels. Five cases with different correlatiantérs betweer!; and 75, are
considered: 1y =0.9; 2) r =0.8; 3) r = 0.7; 4) r = 0.6; and 5)r = 0.4.

In Fig.[d, the analytical and simulated BLER performancehef HPNC scheme and the con-
ventional non-compressed relaying scheme are presentgtbws that the analytical theoretical
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Fig. 3. Compression rates comparison between the propof®iCHscheme and the conventional non-compressed relaying

scheme.

curves obtained from Eqd._(12) and {(15) match perfectly \ligh simulated results, and the
asymptotic results computed in Eg5.](13) ahdl (16) convengthé simulated results at high
SNRs. This validates the accuracy of the BLER analysis. Ffeencomparisons in Fid.] 2, we
can observe that the proposed scheme is superior to therd@mna scheme.

Fig.[3 compares the analytical compression rate of the HP&@meCypnc in terms of the
different block sizen. The corresponding theoretical maximum compression ¢atg, is also
given in this figure. It shows that the compression rate ofpfeggposed scheme approaches the
theoretical maximum compression rate quickly when thelbkize of the information bits, i.e.,
n, increases, which validates our analysis of compressitngien in Sed_III-A.

In Fig. [4, we compare the simulated network throughput fer phoposed scheme and the
conventional non-compressed relaying scheme. Define tbaghput as the number of message
blocks which are decoded correctly at source nédand7; per TS. It can be observed that the
proposed HPNC scheme achieves considerable throughpubuerpent with respective to the
conventional scheme. It is also shown that the throughmueases significantly as the correlation
factor increases in the HPNC scheme. These gains come frematmpressed process at the
relay in TWRN-CS.
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Fig. 4. Throughput comparison between the proposed HPNEnserand the conventional non-compressed relaying scheme
with n = 6.

V. CONCLUSION

In this letter, we has proposed a compressed relaying framkewith jointly designing
Huffman coding and PNC for TWRN-CS. Compression rate has laemlyzed and analytical
BLER expression has been derived for the HPNC scheme. It éas hown that the HPNC
scheme achieves significant improvements compared withctim¥entional non-compressed
relaying scheme. The gain is contributed from the comptegsecess at the relay. The idea
developed here for AWGN channels can be easily extendeddiogachannels; however, the
theoretical analysis of the performance metrics in fadihgnmels is non-trivial. This subject

will be reported on by the authors in a forthcoming paper.
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