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Abstract

T-cell activation requires interaction of T-cell receptors (TCR) with peptide epitopes bound by major histocompatibility complex (MHC) proteins.
This interaction occurs at a special cell–cell junction known as the immune or immunological synapse. Fluorescence microscopy has shown that the
interplay among one agonist peptide-MHC (pMHC), one TCR and one CD4 provides the minimum complexity needed to trigger transient calcium
signalling. We describe a computational approach to the study of the immune synapse. Using molecular dynamics simulation, we report here on
a study of the smallest viable model, a TCR–pMHC–CD4 complex in a membrane environment. The computed structural and thermodynamic
properties are in fair agreement with experiment. A number of biomolecules participate in the formation of the immunological synapse. Multi-scale
molecular dynamics simulations may be the best opportunity we have to reach a full understanding of this remarkable supra-macromolecular event
at a cell–cell junction.
© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

The ostensive function of the immune system – defense
against pathogens – manifests itself through a remarkable net-
work of cooperating agents exhibiting behaviour on several
characteristic length scales. The immune system is dynamic,
hierarchical and many levelled, operating at the scale of organs,
through tissues, down to cells, molecules, and ions.

Arguably, the most important – and certainly one of the most
interesting – length scales within immunology reside at the
mesoscale, which comprises supramolecular scenarios ranging

Abbreviations: IS, immunological synapse; MD, molecular dynamics; TCR,
T-cell receptor; MHC, major histocompatibility complex; pMHC, peptide-major
histocompatibility complex; pMHCII, peptide-major histocompatibility com-
plex class II; APC, antigen-presenting cell; PDB, protein data bank; RMS,
root-mean-square; MM/PBSA, molecular mechanics Poisson–Boltzmann sur-
face area; CG, coarse-grained.
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in size from 10 to 100 nm. An example of such a phenomenon is
the so-called immunological synapse (IS) (Grakoui et al., 1999).
Communication between antigen-presenting cell (APC) and T
cell occurs at the immunological synapse: a specialized cell–cell
junction characterized by its relative stability, sustained sig-
nalling, and by an ordered series of complex coordinated events
within both cells. The partnership between APCs and T cells
helps the body to defend itself against insurgent pathogens of
all kinds: viruses, bacteria, eukaryotic parasites, and aberrant
host cells. The APC–T cell interface is the site of the recognition
of major histocompatibility complex molecule-peptide (pMHC)
complexes by T-cell receptors (TCRs), the key molecular event
at the heart of the immune response.

The canonical structure of the IS involves formation of an
interface between APC and T cell. The IS is no empty lacuna,
but is densely populated by signalling and adhesion molecules.
Rings composed of talin, together with complexes between
leukocyte function-associated antigen 1 (LFA-1) and intercel-
lular adhesion molecule 1 (ICAM-1), form around a central
cluster consisting of pMHC–TCR complexes and protein kinase
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C-�. Thus the mature IS, which is characterized by a stable
distribution of membrane proteins, consists of two functional
domains: a central cluster of TCR–pMHC complexes and a sur-
rounding ring of adhesion molecules. Segregation of adhesion
molecules and TCRs is thought to be mediated primarily by
size. The pMHC–TCR pair is about 15 nm in length while the
LFA-1–ICAM-1 pair is much longer, about ∼42 nm. Two segre-
gated patterns in the junction are favourable because of the lower
energetic cost of bending the cell membranes to accommodate
two domains separately. The differences in length between these
regions create a functionally important supramolecular structure
at the mesoscale and beyond. Indeed, the IS can be visualized
using light microscopy (Huppa and Davis, 2003).

The structure of the mature IS appears to differ significantly
between different cell types. The previously described classical
bull’s eye pattern formed with B cells, or with supported pla-
nar bilayers, exhibits a central focus of interacting TCR–pMHC
complexes (Bromley et al., 2001). Dendritic cells, on the other
hand, display an IS which has multiple foci of interaction with
the T cell (Dustin et al., 2006).

Multiple kinds of experimental study have demonstrated
the clustering of TCRs and pMHCs, as well as other specific
molecules at the interface. These experiments give us an exten-
sive, yet ultimately incomplete, cellular and molecular view of
the IS (Bromley et al., 2001). On the other hand, structural stud-
ies of molecules comprising the IS reveal atomistically resolved
yet static views of the individual molecular recognition events
involved (Wang and Eck, 2003). No experimental method is able
to tell us all we want or need to know. No combination of meth-
ods, at the molecular level, adequately explains all observations
of the IS. We need to escape the constraints of purely experi-
mental study and explore the IS computationally if we are to
address these deficiencies in understanding.

As a complete view of the IS is beyond the scope of current
experimental protocols, several theoretical methods have been
proposed to model this phenomenon. Reaction–diffusion equa-
tions (Lee et al., 2003; Qi et al., 2001) have been used to describe
the spatiotemporal evolution of surface receptors and intracel-
lular protein concentrations. These partial differential equations
have been solved numerically both by finite difference (Qi et al.,
2001) and finite element methods (Lee et al., 2003). A lattice
model has also been used study the movement of the mem-
brane proteins, in which proteins are represented by particles
on a lattice (Lee et al., 2003) or on a set of membrane patches
(Weikl and Lipowsky, 2004). The system evolution is solved by
a kinetic Monte Carlo scheme which mimics the dynamics of
receptor–ligand binding and protein movement. The majority of
models focus on the study of the concentrations of key compo-
nents and rates of events, rather than on the location and motion
of individual molecules in a highly structured environment.
Although some generic features of pattern formation and T-cell
signalling are captured in these simplified models, relatively lit-
tle is known concerning the spatial information associated with
IS formation (Di Ventura et al., 2006) and the mechanisms by
which receptor clustering is regulated.

Molecular dynamics (MD) simulations offer us the chance
of viewing the unviewable, of measuring the unmeasurable,

and of comprehending the seemingly incomprehensible. MD
offers a dynamic, not a static view of molecular events. Previ-
ously, we have used supercomputing methods to undertake MD
simulations of a variety of immunologically relevant molecular
systems (Wan et al., 2005a,b). These studies have investigated
the binding of the TCR with pMHCs by means of atomistic
MD simulations. Recognition is not an isolated event: when
pMHCs are recognized by TCR, many other co-receptors and
accessory molecules are also involved. To simulate such larger
systems on longer time scales, there is a need to adopt new
algorithmic approaches in conjunction with novel computing
paradigms. The increase in the size and timescale of simula-
tions has been fuelled by the development of massively parallel
MD codes which scale to hundreds of processors on high-end
parallel platforms, by the speed of individual processors which
is still doubling every 2 years or less, and by the advent of grid
computing which achieves higher throughput computing by tak-
ing advantage of many networked computers. It is worth noting
that the use of specialized hardware can make even longer and
bigger simulations. It has already been reported that MD simula-
tion on a Cell Broadband Engine, a specially designed processor
able to compute non-bonded interactions efficiently, is over one
order of magnitude faster than a single core standard processor
(De Fabritiis, 2007).

A ternary model of the TCR–pMHC–CD4 complex based
on X-ray crystallography reveals that TCR and CD4 co-
localize to interact simultaneously with the same peptide-MHC
class II (pMHCII) (Wang et al., 2001). The TCR binds to
membrane-distal antigen peptide binding domains, while the
CD4 co-receptor binds to the non-polymorphic surface of the
membrane-proximal domains of the MHC molecule. An X-ray
structure enables us to visualize protein structures at the atomic
level and enhances our understanding of protein function. How-
ever, the crystallization can produce a particular conformational
form which differs from those favoured within a physiologi-
cal environment (Li et al., 2005). Atomistic simulations, while
a considerable challenge from the perspective of methodology,
would yield a rich dividend of understanding. Only dynami-
cal simulations can capture the rich dynamic nature of the IS.
Emergent behaviour characteristic of the IS would arise natu-
rally from an MD simulation, rather than being imposed within
macroscopic mathematical models.

Our study has, as its ultimate goal, a realistic molecular-
based simulation of the IS. But we must build this up gradually
and with rigour. Each step in the process must be validated
and explored. That is the programme that we begin here. Flu-
orescence microscopy experiments have shown that a single
agonist pMHC complex can trigger transient calcium sig-
nalling in the presence of CD4 (Irvine et al., 2002). Hence
we start by looking at the smallest viable component of the
IS, a model of the membrane-embedded complex comprising
TCR–pMHC–CD4, focusing on the molecular details of the
immunological synapse, which include pMHCII, TCR, CD4 co-
receptor, and membrane (Fig. 1). We characterize the behaviour
of our system thoroughly, compare it to experimental obser-
vations, and discuss the logistic feasibility of larger, longer
simulations.
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2. Methods

2.1. Software

The CHARMM (Brooks et al., 1983) and VMD (Humphrey
et al., 1996) packages were used for preparing the initial molecu-
lar models and analyzing the simulation data. Modeller (Sali and
Blundell, 1993) was used to build the transmembrane and extra-
cellular loops missing in the X-ray structures. Explicit solvent
molecular dynamics simulations were performed using NAMD
(Kale et al., 1999).

2.2. Construction of the extracellular region of the complex

The TCR–pMHC–CD4 complex is composed of two crys-
tal structures: the CD4 four domain molecule [PDB:1WIO]
(Wu et al., 1997) and the TCR–pMHCII complex [PDB:1FYT]
(Hennecke et al., 2000) (see Fig. 1). The TCR is a heterodimer
of an � chain and a � chain. Each chain has a variable region
and a constant region. The MHC class II molecule is also a het-
erodimer with � and � chains. The two chains form a groove
at their membrane-distal end where the peptide binds. The CD4
is monomeric and has four extracellular IgSF domains D1–D4.

Fig. 1. The extracellular and transmembrane regions of the TCR–pMHC–CD4
complex with membrane in water box. The box is about 160 Å, 82 Å and 238 Å
in its x, y and z dimensions, respectively. There are 329,265 atoms in the model.
The stalk of MHC� chain is coloured in blue, MHC� chain in light blue, peptide
in red, TCR� chain in yellow, TCR� chain in dark yellow and CD4 in cyan.
The link regions are coloured in orange, transmembrane regions in green, and
membrane in iceblue. The four domains of CD4 are indicated. Water molecules
are not shown for clarity. The image was prepared using the programme VMD.
(For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of the article.)

The D1–D2 and D3–D4 junctions of the CD4 molecule are quite
rigid, with the D2–D3 junction itself having some flexibility. In
the TCR–pMHCII X-ray structure, there are two loops miss-
ing, one in the � chain of MHCII and one in the � chain of
TCR. The former was built from human class II MHC pro-
tein HLA-DR1 [PDB:1DLH] (Stern et al., 1994) and the latter
from human A6-TCR [PDB:1QRN] (Ding et al., 1999), by
overlapping the relative domains of 1FYT to those of 1DLH
and 1QRN, respectively. The TCR–pMHCII and CD4 struc-
tures were incorporated together by superimposing the D1D2
domains of the four-domain CD4 and the binary pMHCII–D1D2
CD4 complex [PDB:1JL4] (Wang et al., 2001), and the pMHCII
of the TCR–pMHCII and the binary pMHCII–D1D2 CD4. The
TCR–pMHCII–CD4 ternary complex is of V-shape topology
with the constant domains of pMHCII and the D1 of CD4 at
the apex, the TCR–pMHCII and CD4 molecules being located
at each ray. The complex was orientated so that the bisectrix
of the V-shape complex was along the z axis and the V-shape
in xz plane. The extracellular domains of the complex, which
we refer to as ‘stalks’ hereafter, have stable secondary struc-
tures, their coordinates being taken from X-ray crystallography
which is more reliable than those from homology modelling.
The incorporation of the transmembrane and link regions is
described next (note that neither the signal regions nor the
cytoplastic tails were included). The link regions are the extracel-
lular loops which connect the extracellular and transmembrane
domains.

2.3. Construction of the link and transmembrane regions

The transmembrane and link regions of CD4, MHC and
TCR were modelled using Modeller (Sali and Blundell, 1993).
The residues modelled are listed in Table 1. The transmem-
brane and link regions are expected to be �-helices and coils,
respectively. The orientation of these �-helices is set parallel
to the z axis which is also the direction of the bisectrix of the
V-shaped TCR–pMHC–CD4 complex and the membrane nor-
mal (see Fig. 1). To adjust the orientations of the �-helices,
constrained MD simulations were performed to bring the trans-
membrane regions into the desired orientation. Only the link
and transmembrane regions were allowed to move with restraints
imposed to keep the transmembrane regions in �-helical geome-
tries. Torques were applied on the �-helices to rotate them toward
the z direction. The magnitudes of the torques applied were pro-

Table 1
Modelled residues in the link and transmembrane regions of MHC, TCR and
CD4

Chain Link Transmembrane

MHC� 207–216 (181–190) 217–239 (191–213)
MHC� 222–227 (191–196) 228–250 (197–219)
TCR� 222–250 (202–230) 251–270 (231–250)
TCR� 262–282 (241–261) 283–304 (262–283)
CD4 389–396 (364–371) 397–418 (372–393)

The ranges are from the complete primary sequence as reported in the PDB
SEQRES records, while the ranges used in the MD simulations are given in
parentheses.
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portional to the tangent of the angle between the longest axes
of the �-helices and the z axis. This makes the rotations smooth
when the directions of the axes are close to the z axis. After a
series of constrained MD simulations, when the applied torques
were small and did not decrease obviously, the �-helices were
approximately parallel to the z axis.

2.4. Inclusion of membrane, counterions and water
molecules

Two rectangular patches of bilayer were constructed in the
xy plane, using the pre-built and solvated POPC lipids in VMD
(Humphrey et al., 1996). The size of the patches was 20 Å
larger in the x and y dimensions than those of the complex.
The geometric centre of the complex was aligned with that of
the lipid bilayers in the x and y dimensions. The membrane
patches were moved along the z axis to embed the trans-
membrane regions of the complex within the membrane. Lipid
molecules, along with the water molecules hydrating the lipid
head groups, were removed if they overlapped with the pro-
tein. The complexes were rendered electrostatically neutral by
adding counterions (Na+) and then solvated using TIP3P water
molecules (Jorgensen et al., 1983). The distance between the
edges of the solvent box and the closest atom in the protein was
10 Å. This procedure resulted in a final atom count for the model
of 329,265 (see Fig. 1).

2.5. Simulation

Atomic charges, van der Waals, and stereochemical force-
field parameters were taken from the CHARMM22 proteins
(MacKerell et al., 1998) and CHARMM27 lipids (Feller and
MacKerell, 2000) all-atom force field. Periodic boundary condi-
tions were applied in all three spatial dimensions. Particle Mesh
Ewald (PME) (Toukmaji and Board, 1996) was used for the
full electrostatic calculations. The van der Waals interactions
were truncated using the switch method with a switch range of
10–12 Å. Hydrogen to heavy-atom bonds, and the internal geom-
etry of the water molecules, were constrained using SHAKE
(Ryckaert et al., 1977) and the equations of motion were inte-
grated using a Verlet algorithm with a 2 fs timestep. Potential
energy minimizations were firstly run with position restraints
on heavy protein atoms to remove any specious high-energy
contacts. Then a series of simulations were performed with the
backbone atoms, and initially also the heavy atoms of protein
side-chains and the membrane, harmonically restrained at their
initial positions. This was followed by free dynamics, assigning
random velocities based on a Maxwellian distribution at 100 K
as the initial temperature. The systems were heated to the final
temperature of 300 K by periodically reassigning the velocities.
A weak-coupling algorithm (Berendsen et al., 1984) was applied
to maintain the system at 300 K and 1 atm pressure. The pro-
duction runs were 10 ns long, for which the NAMD (Kale et
al., 1999) package was used, running on 128 processors of the
SGI Altix at CSAR (University of Manchester, UK). The time
needed to simulate a nanosecond of molecular dynamics on such
a system was about 23.00 h.

Fig. 2. Time evolutions of the volume, membrane surface area and distance
between two membranes. All three properties converge to stable values after
5 ns.

3. Results

3.1. System equilibrium

To assess when the entire system is equilibrated, we anal-
ysed the time-dependences of the surface area of membrane,
the intermembrane distance and the volume of the entire system
(Fig. 2). The membrane surface area increases quickly in the
first 0.3 ns because of the strong repulsive interactions among
the lipid molecules, and between the lipid and the transmem-
brane regions of the proteins, followed by a smooth decrease
until 5 ns because of the conformational adjustment of the lipid
and proteins. The distance between the two membranes was
measured as that between the centres of the bilayers on the z
axis, which has converse behaviour to the surface area of mem-
brane. The initial steep decrease of the distance is due to the
increase of the membrane area, as well as the adjustment of
the water box to reasonable density. The distance then increases
smoothly as a result of the decrease of membrane area. The
volume of the box exhibits a steep decrease from the initial
packing until 0.3 ns, then a smooth decrease up to 5 ns. The
volume, the membrane surface area and the distance between
the two lipid bilayers all converge to stable values after 5 ns.
The distance is around 172.1 Å after 5 ns simulation. Taking
into account the thickness of the POPC bilayer (∼40 Å), the
intermembrane distance is comparable with the dimensions of
accessory molecule CD2/CD48 (∼140 Å) which enhances T-cell
antigen recognition, and smaller than elongated CD48 (>210 Å)
which inhibits recognition (Wild et al., 1999). This value is also
in the range (120–150 Å) measured experimentally in the con-
tact area between cytotoxic T cells and target cells (Biberfeld
and Johansson, 1975). Some limited flexibility in intermembrane
distance is necessary as it is unlikely that all molecules involved
in T-cell antigen recognition will span exactly the same dis-
tance. Some tilting of these molecules relative to the plane of
the membranes, as shown for all three proteins in this model
(Fig. 1), can adjust the distance of adjacent bilayers to regulate
a close-contact zone.
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Fig. 3. Residue-by-residue RMS fluctuations of each chain. Most residues in stalks of MHC and TCR, and in peptide have less than 2 Å fluctuations. The large
fluctuations in the D2–D4 domains of CD4 come from the inter-domain motions relative to the stalk of TCRpMHC and the D1 domain.

3.2. The root-mean-square (RMS) fluctuations of the
complex

The RMS fluctuations were calculated using the last 5 ns
trajectory where the entire system remains at equilibrium (see
Fig. 2). The average structure of the TCR–pMHC–CD4 com-
plex over the last 5 ns was used as the reference. The fluctuation
of each residue from the average structure was calculated after
least squares alignment of each frame with the average structure.
Note that the conformation was fitted better at the TCR–pMHC
stalk than the CD4 stalk because of the higher atomic density
within the TCR–pMHC region. Both TCR and MHC have rea-
sonable fluctuations in the last 5 ns trajectories (Fig. 3), apart
from the link and transmembrane regions which may need a
longer time to equilibrate, or may have multiple conforma-
tions. The secondary structures of TCR and MHC, as well as
the peptide, are very stable and have small fluctuations. The
TCR� link region is the longest coil (29 amino acids) among
all modelled regions and is the most flexible part. The CD4
comprises four immunoglobulin-like domains D1–D4. The D1
domain (residues 1–98) has small fluctuations, while the D2–D4
domains have relatively large fluctuations because of the inter-
domain motions of these domains relative to TCRpMHC and
the D1 domain. When the RMS fluctuation was calculated by
alignment of each domain with its own average structure, the
RMS values were smaller, especially for the D2–D4 domains
of CD4 (2.1 Å smaller on average for each residue), compared
with those obtained by alignment of the entire complex. The
relatively small overall RMS fluctuations for the entire complex
and small intra-domain fluctuations indicate that the stalks of
the various proteins are stable, giving us confidence in the use
of these simulations for further analysis of the interactions of
the proteins in the bilayer environment.

3.3. Protein–membrane and protein–protein interactions

To quantify the protein–membrane and protein–protein inter-
actions, we calculate the numbers of contacts which are
measured as a function of time. A contact is assumed to exist
when a protein–lipid or protein–protein interatomic distance
is less than 3.5 Å. The numbers of contacts between proteins
(pMHC, TCR and CD4) and lipid are roughly constant over
the duration of the simulation, including the first 5 ns equilib-
rium period (Fig. 4a). The constant number of contacts implies
reasonable quality of the homology modelling for the transmem-
brane regions of the proteins, and reasonable integration of the
regions into membrane. For the number of contacts between
CD4 and membrane, there is a smooth increase in the first half
of the 10 ns simulation, followed by a decrease in the second
half. The variation reflects the slow conformational adjustments
of the transmembrane region of CD4.

The number of contacts between pMHC and TCR decreases
during the first 3 ns simulation; the decrease of the intermem-
brane distance at the beginning of the simulation does not lead
to compression at the TCR–pMHC interface (see Fig. 4b). The
number of contacts between pMHC and CD4 is about 142 in the
first 3.5 ns simulation, increasing up to ∼216 in the next 1.5 ns,
subsequently remaining sensibly constant around this value.

3.4. Variation of the V-shape of the complex

To examine the overall shape of the TCRpMHC–CD4 com-
plex, the relative orientation of the stalks of TCRpMHC and
CD4 was measured. The orientation of TCRpMHC was defined
as the direction of the vector spanning from the geometric centre
of the pMHC to the geometric centre of the TCR, while the ori-
entation of CD4 was from the geometric centre of D1–D2 to the
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Fig. 4. The number of close contacts as a function of time. The number of close
contacts for (a) protein–lipid and (b) protein–protein. The numbers of contacts
between proteins and lipid are roughly constant over the 10 ns simulation. The
number of contacts between pMHC and TCR reaches a plateau after ∼3 ns; that
between pMHC and CD4 is about 142 in the first 3.5 ns simulation, and ∼216
in the last 5 ns.

geometric centre of D3–D4 domains. The angles between these
two vectors (TCRpMHC–CD4), and each vector with the z axis
(TCRpMHC–z and CD4–z) are shown in Fig. 5. All angles are
stable during the simulation, with apparently long-time scale
fluctuations of ∼10 ns (our simulation is not long enough to
confirm this definitively). The angle between the two vectors is
approximately equal to the sum of the angles each vector makes
with the z axis along the whole 10 ns trajectory.

The two vectors are usually skew lines which do not intersect
and are not in the same plane. The minimum distance between
these two vectors was calculated to further examine the over-
all shape of the complex (Fig. 5). The distance was defined
as the length of the transversal perpendicular to both vectors.
The distances of each vector from the z axis were also likewise
measured. The distance between TCRpMHC and the z axis is sta-
ble, with small accompanying fluctuations, while that between
CD4 and the z axis fluctuates more substantially. The flexi-
bility between D2 and D3 domains of CD4 effectively makes
its four domains into two relative rigid segments. The angle
between the longest axes of these two fragments fluctuates sig-
nificantly during the simulation, between 120.8◦ and 150.6◦. The
large fluctuations in the CD4–z axis distance indicate the inter-
domain movement of the CD4 molecule. This observation agrees
well with electron microscopy studies of CD4 which suggest a
considerable degree of segmental flexibility (Davis et al., 2003).

3.5. Thermodynamic properties

To obtain approximate thermodynamic predictions, we have
carried out molecular mechanics Poisson–Boltzmann surface
area (MM/PBSA) (Wan et al., 2005b) calculations to estimate
the binding free energies of TCR–pMHC and pMHC–CD4. The
last 5 ns trajectory was used. The snapshots of the unbound
proteins were extracted from the single trajectory of the com-
plex. MM/PBSA approximates free energies using molecular

Fig. 5. Angles and distances of the V-shaped complex. Angles and distances between vectors of TCRpMHC and CD4, the vector of TCRpMHC and the z axis, the
vector of CD4 and the z axis. The angles and distances are roughly constant, except for the distance between CD4 and the z axis. The apparently long-time scale
fluctuations for the angles are indicated by dash lines.
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mechanics energies and a Poisson–Boltzmann continuum repre-
sentation of the solvent, together with a surface-dependent term
using snapshots from MD simulations generated with explicit
solvent. Attempts have been made to evaluate all formally rel-
evant MM/PBSA terms for the Ras–Raf complex (Gohlke and
Case, 2004), which clearly illustrate the magnitude of the con-
vergence problems for entropy estimation. The convergence
problem is much more severe for very large systems such as
the present one. Due to insufficient phase space sampling over
the duration of last 5 ns trajectory, and no simulations being
done for unbound TCR–pMHC and pMHC/CD4 proteins, it
is not possible to calculate the conformational entropy upon
binding. Therefore, entropic calculations were not performed.
The energetic parts were calculated every 20 ps, with uncertain-
ties estimated by a block average method (Wan et al., 2004)
using 10 blocks. The calculated energies were compared with
the enthalpies from experiment where available.

The MM/PBSA energetic result is −46.9 ± 2.9 kcal/mol for
the TCR–pMHC interaction, which is in fair agreement with
the enthalpies, usually ranging from −10 to −30 kcal/mol,
measured by van’t Hoff analysis or calorimetric experiments
(Krogsgaard and Davis, 2005). The calculated binding enthalpy
is −26.9 ± 2.5 kcal/mol for the CD4–pMHC interaction; there
is no experimental enthalpy available to compare with the bind-
ing of CD4 to pMHC. Although entropic calculations are not
possible from our simulations, some experimental information
has been obtained for the entropy changes of TCR–pMHC bind-
ing. In most cases, there is a highly unfavourable entropic effect
associated with TCR–pMHC binding, indicative of substantial
conformational adjustments and reduction in conformational
flexibilities upon binding (Krogsgaard and Davis, 2005). An
induced fit model has been suggested for such protein–ligand
associations, in which local folding is coupled to binding
(Boniface et al., 1999). The CD4–pMHC binding, however, is
categorized as a “rigid-body” association (Gao et al., 2002).
The entropy is not expected to make a large contribution to the
CD4–pMHC binding free energy. The affinity of an interaction
is defined as its binding free energy �G, a sum of enthalpic (�H)
and entropic (−T�S) components. The �Gs are ∼−7 kcal/mol
for TCR–pMHC, and >−5 kcal/mol for CD4–pMHC (Davis et
al., 2003) in a bulk (3D) environment.

In order for specialized cells to interact with each other,
TCRs, MHCs and their co-factors must function on the cell
surface. Such surfaces are formed from lipid bilayers, which
are a quasi two-dimensional (2D) environment. Measuring such
2D thermodynamic properties is technically difficult. A few 2D
experiments have been done for the T-cell surface molecules
CD2 and CD28, in which molecules were tethered on glass-
supported planar lipid bilayers (Dustin et al., 2001). It has been
argued that there is a nonlinear relationship between 3D and
2D binding affinities (Davis et al., 2003). In our simulation,
the molecules are all effectively tethered to membranes; hence
the estimated energy represents a 2D calculation. Unfortunately,
there are no equivalent experimental 2D values available to com-
pare with our calculations. The experimental 3D enthalpies are
thought to be similar to the values they would have in 2D (Dustin
et al., 2001) although this could be debated. Exact comparison

of the binding free energies is not possible here both because of
the lack of an entropy calculation in our simulations and owing
to the simulations being performed on proteins bound to two
bilayers.

Because of the limitations of the computational method and
the difficulties of making relevant experimental measurements,
the comparison of the thermodynamic properties we are able
to make here is partial and thus incomplete. However, the pur-
pose of the simulations, at this stage, is to gain mechanistic
insight, rather than to produce quantitatively accurate thermo-
dynamic results for the IS. With further information on the
protein–protein and protein–membrane interactions, extrapola-
tion can be made to more and more realistic IS models using
atomistic- or molecular-based simulations (see Section 4). Addi-
tional insight will be gained from these simulations, which is
difficult, if not impossible, to obtain from experiments.

4. Discussion

Over the past decade, structural and thermodynamic details
of the key protein interactions involved in the T-cell recognition
event have been revealed (van der Merwe and Davis, 2003). The
interplay among these molecules results in IS formation and the
ensuing signalling processes, which have been observed using
different experimental methods (Huppa and Davis, 2003) and
studied using simplified models (Lee et al., 2003; Qi et al., 2001).
However, the structural dimension is omitted, either explicitly or
implicitly, from much of such experimental and computational
biology: the behaviour of proteins is inferred indirectly rather
than being studied directly. The dynamic behaviour of biological
systems at the molecular level is also largely excluded. In this
study, we have used molecular dynamics simulations to study
the atomistic details of receptor–ligand recognition at a cell–cell
junction. A quantitative model was constructed for T-cell recog-
nition by modelling the TCR–pMHC–CD4 complex, embedded
in two opposed membranes. The structural stability of the com-
plex was examined carefully and compared with experiments
where possible. Thermodynamic properties were estimated by
the MM/PBSA method and compared with experimental data;
although quantitative comparisons are not possible, qualitative
agreement is obtained and many insights gained.

Many molecules are involved in the formation of an IS, both
in terms of the types of molecules and also in terms of their num-
ber. The resulting system is complex and serves as an archetype
of the spatio-temporal organisation in three-dimensions implicit
in biology and as a prototype for the methods, both experimental
and computational, needed to understand such systems. The IS
is composed of soluble proteins (such as those involved in the
cytoskeleton, as well as signalling molecules) and membrane
proteins, which are embedded into two complex lipid bilayers,
as well as a large population of intracellular and extracellu-
lar solvent molecules. These components combine to create a
complex system which challenges current methodology both
computational and experimental.

The binding of one pair of proteins affects the propensity
of other pairs to bind by bringing the lipid bilayers from APC
and T cell into proximity, and by changes in the lateral mobility
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of receptors and their ligands. We are now taking the next
step by simulating an extended model, in which four sets of
TCR–pMHC–CD4 complexes are included. This fully atomistic
model, including explicit water and lipid molecules, is approx-
imately one million atoms in size. A simulation for a similar
size system has recently been published (Freddolino et al.,
2006). It takes less than 1 day to simulate a nanosecond of such
a system on 256 processors of a large multi-processor machine,
while an efficient solution (in terms of elapsed wall clock time)
on the Grid is also available through the distribution of many
simulations over a set of supercomputers (Coveney, 2005).

There are hundreds of different molecules involved in IS for-
mation and signalling processes, which would require tens of
millions atoms for proteins in an atomistic molecular model.
The models would be one order of magnitude larger if all water
and deformable lipid molecules were explicitly included. Such
a system will not be tractable using standard molecular dynam-
ics simulation for many years, especially on long time scales.
The recently developed hybrid atomistic/coarse-grained molec-
ular dynamics simulations (Diestler et al., 2006) may enable
progress to be made: the binding domains can be simulated using
atomistic models and others using a coarse-grained (CG) model,
with mesoscopic representations of water and lipid. The domain
description for proteins (Qi et al., 2006) could be used for the
atomistic/coarse-grained definitions. The number of atoms and
coarse-grained particles would thereby be decreased to a few
millions, which would lie within the capacity of MD simulation
(Sanbonmatsu and Tung, 2007).

From a biological perspective, many questions remain con-
cerning the formation of the IS. One is the role of lipid
rafts. Several authors have explored this issue with simulations.
Nicolau et al. (2006), using an empirical approach, showed that
the segregation of moving proteins is largely independent of
the size, viscosity, and mobility of rafts. More recently, Nicolau
et al. (2007) undertook stochastic random walk modelling of
protein diffusion in a cell membrane, where three interactions
were analysed: collisions with mobile and static obstacles, and
capture by or exclusion from lipid rafts. Their results indi-
cated that the preferential partitioning of proteins into rafts had
little effect on apparent diffusion whereas exclusion had a sig-
nificant effect on diffusion. The influence of lipid rafts on IS
formation could be analysed by integrating MD results with
the outcome of calculations such as this. Another unanswered
question concerns the role of the cytoskeleton. Zhu et al. (2007)
have investigated membrane/cytoskeleton dynamics by coupling
the actin–spectrin network (modelled as a combined Brownian
dynamics model of the actin protofilament and a modified cable-
dynamics wormlike-chain model of spectrin) to a Fourier space
Brownian dynamics model of the lipid bilayer. Their work indi-
cates the importance of a three-dimensional analysis and the
effect of protein–lipid coupling on the dynamic behaviour of
cell membrane. The prospect of a synergistic combination of
their broad-brush approach and our detailed atomistic approach
is tantalising and compelling.

However, the timescale for IS formation and maturation
(about 30 min) is still out of reach as it is determined by the
timestep intrinsic to atomistic simulations. By contrast, pure

coarse-grained descriptions of large-scale phenomena can reach
a wide spectrum of length and time scales (Baschnagel et al.,
2000). Common CG simulations use the one-to-one correspon-
dence of a ‘bead’ to a specific group of atoms. An even coarser
grained description can be used to simulate IS formation in
which each protein or each domain of a protein is coarse-grained
into a soft ellipsoidal particle. In such a purely mesoscopic
model, the number of particles will be dramatically reduced and
the timestep substantially increased (∼109 times greater than
atomistic MD), which should make simulations of IS forma-
tion over many time and length scales possible. The outstanding
challenge is to reliably connect the atomistic level to the hybrid
atomistic/coarse-grained level, then to the even coarser level at
which full IS formation can be modelled.

5. Conclusions

The study outlined in this paper is the first step in a
long journey leading to a full model of the immune synapse.
At least “schematically”, the route that journey will take
is clear. Additional pMHC–TCR units would be added to
the simulation. Larger and larger areas of opposed mem-
brane would be simulated. Other components of the IS, such
as complexes between leukocyte function-associated antigen
1 (LFA-1) and intercellular adhesion molecule 1 (ICAM-
1) would be added. The segregation into concentric rings
could then be simulated and observed directly. As a com-
plete view of the formation of the IS is beyond the scope
of current experimental methods, multi-scale MD simula-
tions may be the best opportunity we have to reach a
full understanding of this remarkable supra-macromolecular
event.

In physics, and increasingly in chemistry, theory and
computation stand shoulder-to-shoulder with experiment. Com-
putational simulation is seen as an appropriate and a valid means
of improving our understanding of the world around us; not
the local macroscopic world of our every-day experience but
the invisible worlds of the very small and the very large which
impact us as significantly as the things we see and touch and
taste and smell. We have long known that there is nothing in
biology which is fundamentally inconsistent or incommensu-
rable with mathematics, chemistry, and physics. Biology long
ago rejected vitalism. The only information needed for life is
provided by an organism’s chemical constituents. It is unlikely
in the extreme that living systems cannot be understood in terms
of chemistry and physics. So-called emergent properties are a
straightforward manifestation of changing scales within systems
and there is little need to reject reductionism on their behalf.
Yet we need to build from reductionism, embracing the holistic
integration of science at many scales. This is something only
computation can do, weaving together disparate experimental
and theoretical results using the techniques of simulation. The
day is coming when theory and computation will guide biol-
ogy, as it does physics now. Experiment will exist to verify
prediction rather than theory existing to rationalise and explain
experiment. Immunology in general, and the immune synapse
in particular, provides a perfect target for such endeavours, com-
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bining as it does utilitarian importance with a need to explore
its characteristics at various length scales. It is only through the
integration of diverse experimental and computational results
that we can achieve a cohesive understanding of immunological
defence against disease.
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