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Bayesian Classifiers 11. Simple Bayesian Classi�ersOne goal of research in machine learning is to discover principles that re-late algorithms and domain characteristics to behavior. To this end, manyresearchers have carried out systematic experimentation with natural and ar-ti�cial domains in search of empirical regularities (e.g., Kibler & Langley, 1988;Rendell & Cho, 1990). Others have focused on theoretical analyses, often inthe paradigm of probability approximately correct learning (e.g., Kearns, Li,Pitt, & Valiant, 1987; Haussler, 1990). However, most experimental studiesare based only on informal analyses of the learning task, and most formalanalyses are worst case in nature, bearing only a distant relation to empiricalresults.A third approach, proposed by Cohen and Howe (1988), involves the formu-lation of average-case models for speci�c algorithms and testing them throughexperimentation. Pazzani and Sarrett's (1990) work on conjunctive learningprovides an excellent example of this technique, as does Hirschberg and Paz-zani's (1991) work on inducing k-CNF concepts. By assuming informationabout the target concept, the number of irrelevant attributes, and the classand attribute frequencies, they obtained detailed predictions about the be-havior of induction algorithms and used experiments to check their analyses.However, this research did not focus on algorithms that are typically used bythe experimental and practical sides of machine learning, and it is importantthat such average-case analyses be extended to such methods.Recently, there has been growing interest in Bayesian approaches to induc-tive learning. For example, Fisher (1987) has described Cobweb, an incre-mental algorithm for conceptual clustering that draws heavily on Bayesianideas, and the literature reports a number of systems that build on this work(e.g., Allen & Langley, 1990; Iba & Gennari, 1991; Thompson & Langley, 1991;Yoo & Fisher, 1991). Cheeseman et al. (1988) have outlined AutoClass, anonincremental system that uses Bayesian methods to cluster instances intogroups. Other researchers have taken a di�erent approach that focuses on theinduction of Bayesian inference networks (e.g., Geiger, Paz, & Pearl, 1990).These recent Bayesian learning algorithms are complex and not easily amenableto analysis, but they share a common ancestor that is simpler and moretractable. This supervised algorithm, which we will refer to as a Bayesianclassi�er, comes originally from work in pattern recognition (Duda & Hart,1973). The method stores a simple probabilistic summary for each class; thissummary contains the conditional probability of each attribute value given theclass, as well as the probability (or base rate) of the class. This data struc-



Bayesian Classifiers 2ture has approximately the same representational power as a perceptron; itdescribes a single decision boundary through the instance space. Each timethe algorithm encounters a new instance, it updates the probabilities storedwith the speci�ed class. Neither the order of training instances nor the occur-rence of classi�cation errors have any e�ect on this process. Upon being givenan unclassi�ed test instance, the classi�er uses an evaluation function to rankthe alternative classes, based on their probabilistic summaries, and assigns theinstance to the class with the highest score.Both the evaluation function and the summary descriptions used in Bayesianclassi�ers assume that attributes are statistically independent. Since thisseems unrealistic for many natural domains, researchers have often concludedthat the algorithm will behave poorly in comparison to other induction meth-ods. However, no studies have examined the extent to which violation ofthis assumption leads to performance degradation. Moreover, the probabilis-tic approach should be quite robust with respect to both noise and irrelevantattributes. Clark and Niblett (1987) present evidence of the practicality ofBayesian classi�ers. Although they originally included the method as a `strawman' in comparisons with algorithms for decision-tree and rule induction, theyfound that it performed as well as the more sophisticated techniques on severaldomains. Table 1 presents the results for some experiments that demonstratethe utility of Bayesian classi�ers. We randomly selected 25 separate test andtraining sets for each of �ve domains, using a 80% { 20% split. The tableshows accuracy results and 95% con�dence intervals for each domain, report-ing asymptotic accuracy on test sets only. We show results for a Bayesianclassi�er, a simulation of C4 (Buntine & Caruana, 1991), and a frequency-based algorithm that simply guesses the modal class. The domains includethe \small" soybean domain (Fisher & Schlimmer, 1988), the king-rook-king-pawn chess end game domain (Shapiro, 1987), a domain for predicting lym-phography diseases (Cestnik, Konenenko, & Bratko, 1987), and two biologicaldomains, one for predicting splice junctions in DNA sequences (Towell, Craven,& Shavlik, 1991), and another for predicting DNA promoters (Towell, Shavlik,& Noordweier, 1990).Note that in four of the �ve domains tested, the mean accuracy for theBayesian classi�er was at least as high as that for the C4-like system. Inaddition, in the splice-junction domain, the Bayesian classi�er performs com-parably to the more knowledge-intensive KBANN algorithm (Towell et al.,1991). Note that we are not claiming superiority for the Bayesian classi�er,but that it performs reasonably well across a variety of domains, in compar-ison to other well-known (and more recent) algorithms. Thus, there remain



Bayesian Classifiers 3Table 1. Percentage accuracies for two induction algorithms on �ve classi�cationdomains, along with default accuracy.Algorithm Soybean Chess Lymphography Splice DNADisease End Game Diagnosis Junction PromotersBayes 100.0 � 0.0 86.7 � x.x 74.3 � x.x 94.0 � 2.7 89.6 � x.xC4 97.9 � 4.2 97.7 � x.x 72.1 � x.x 89.9 � 3.4 71.1 � x.xFrequency 36.2 � 0.0 52.2 � 0.0 56.7 � 0.0 53.2 � 0.0 50.0 � 0.0ambiguities about the behavior of Bayesian classi�ers that a careful analysismight answer.To simplify matters, we limit our analysis to the induction of conjunctiveconcepts. Furthermore, we assume that there are only two classes, that eachattribute is Boolean, that attributes are independent of each other, that allrelevant attributes follow the same probability distribution, and that all irrel-evant attributes follow another. We divide our average-case study into twosections. In Section 2 we determine the probability that the algorithm willlearn a particular pair of concept descriptions. After this, in Section 3 wederive the accuracy of an arbitrary pair of descriptions. Taken together, theseexpressions give us the overall accuracy of the learned concepts. We �nd thata number of factors in
uence behavior of the algorithm, including the numberof training instances, the number of relevant and irrrelevant attributes, theamount of class and attribute noise, and the class and attribute frequencies.In Section 4 we examine the implications of our analysis by predicting behav-ior in speci�c domains, and we check our reasoning with experiments in thesedomains.2. Probability of Induced ConceptsConsider a concept C de�ned as the monotone conjunction of r featuresA1; : : : ; Ar (i.e., in which none of the relevant features are negated). Alsoassume there are i irrelevant features Ar+1; : : : ; Ar+i. Let P (Aj) be the proba-bility of feature Aj occurring in an instance. The concept descriptions learnedby a Bayesian classi�er are completely determined by the n training instancesit has observed. Thus, to compute the probability of each such concept descrip-



Bayesian Classifiers 4tion, we must consider di�erent possible combinations of n training instances.First let us consider the probability that the algorithm has observed exactlyk out of n positive instances. If we let P (C) be the probability of observinga positive instance and we let x be the observed fraction of positive instances,then we have P (x = kn) =  nk!P (C)k[1� P (C)]n�k :This expression also represents the probability that one has observed exactlyn � k negative instances. Since we assume that the concept is monotoneconjunctive and that the attributes are independent, we haveP (C) = rYj=1P (Aj) ;which is simply the product of the probabilities for all relevant attributes.A given number k of positive instances can produce many alternative de-scriptions of the positive class, depending on the instances that are observed.One can envision each such concept description as a cell in an r + i dimen-sional matrix, with each dimension ranging from 0 to k, and with the count ondimension j representing the number of positive instances in which attributeAj was present. In addition, one can envision a similar matrix for the negativeinstances, again having dimensionality r+ i, but with each dimension rangingfrom 0 to n � k, and with the count on each dimension j representing thenumber of negative instances in which attribute Aj was present.In both matrices, one can index each cell or concept description by a vectorof length r + i. Let P (cell~u)k be the probability that the cell in the positivematrix indexed by vector ~u, is generated by the algorithm; let P (cell~v)n�k bethe analogous probability for a cell in the negative matrix. Then a weightedproduct of these terms gives us the probability that the learning algorithmwill generate any particular pair of concept descriptions, which isP (k; ~u;~v)n = P (x = kn )P (cell~u)kP (cell~v)n�k :In other words, one multiplies the probability of seeing k out of n positiveinstances, the probability of encountering cell ~u in the positive matrix, andthe probability of encountering cell ~q in the negative matrix.However, we must still determine the probability of a given cell from thematrix. For those in the positive matrix, this is straightforward, since the



Bayesian Classifiers 5attributes remain independent when the instance is a member of a conjunctiveconcept. Thus, we haveP (cell~u)k = r+iYj=1P (yj = vecujk )as the probability for cell~u in the positive matrix, where yj represents theobserved fraction of the k instances in which attribute Aj was present. Fur-thermore, the probability that one will observe Aj in exactly m out of k suchinstances is P (y = mk ) =  km!P (AjjC)m[1� P (AjjC)]k�m :In the absence of noise, we have P (AjjC) = 1 for all relevant attributes andP (AjjC) = P (Aj) for all irrelevant attributes. We will return to the issue ofnoise shortly.The calculation is more di�cult for cells in the negative matrix. One cannotsimply take the product of the probabilities for each index of the cell, sincefor a conjunctive concept, the attributes are not statistically independent.However, one can compute the probability that the n � k observed negativeinstances will be composed of a particular combination of instances.If we let P (Ijj �C) be the probability of Ij given a negative instance, we canuse the multinomial distribution to compute the probability that exactly u1of the n � k instances will be instance I1, u2 will be instance I2, : : : , and uwwill be instance Iw:(n� k)!u1!u2! : : : uw!P (I1j �C)u1P (I2j �C)u2 : : : P (Iwj �C)uw :This expression gives us the probability of a particular combination of negativeinstances, and from that combination we can compute the concept description(i.e., cell indices) that result. Of course, two or more combinations of instancesmay produce the same concept description, but one simply sums the proba-bilities for all such combinations to get the total probability for the cell. Allthat we need to make this operational is P (Ijj �C), the probability of Ij givena negative instance. In the absence of noise, this is simply P (Ij)=P ( �C).We can extend the framework to handle class noise by modifying the de�ni-tions of three basic terms { P (C), P (AjjC), and P (Ijj �C). Class noise involvesthe corruption of class names (i.e., replacing the actual class with its opposite)



Bayesian Classifiers 6with a certain probability z between 0 and 1. The probability of the class afterone has corrupted values isP 0(C) = (1� z)P (C) + z(1 � P (C)) = P (C)[1� 2z] + z ;as we note elsewhere (Iba & Langley, 1991).For an irrelevant attribute Aj, the probability P (AjjC) is una�ected by classnoise and remains equal to P (Aj), since the attribute is still independent of theclass. However, the situation for relevant attributes is more complicated. Byde�nition, we can reexpress the corrupted conditional probability of a relevantattribute Aj given the (possibly corrupted) class C asP 0(AjjC) = P 0(Aj ^ C)P 0(C) ;where P 0(C) is the noisy class probability given above. Also, we can rewritethe numerator to specify the situations in which corruption of the class namedoes and does not occur, givingP 0(AjjC) = (1� z)P (C)P (AjjC) + zP ( �C)P (Ajj �C)P 0(C) :Since we know that P (AjjC) = 1 for a relevant attribute, and since P (Ajj �C) =[P (Aj)� P (C)]=P ( �C) for conjunctive concepts, we haveP 0(AjjC) = (1 � z)P (C) + z[P (Aj)� P (C)]P (C)[1� 2z] + z ;which involves only terms that existed before corruption of the class name.We can use similar reasoning to compute the post-noise probability of anyparticular instance given that it is negative. As before, we haveP 0(Ijj �C) = P 0(Ij ^ �C)P 0( �C) = (1� z)P ( �C)P (Ijj �C) + zP (C)P (IjjC)1� (P (C)[1� 2z] + z) ;but in this case the special conditions are somewhat di�erent. For a negativeinstance, we have P (IjjC) = 0, so that the second term in the numeratorbecomes zero. In contrast, for a positive instance, we have P (Ijj �C) = 0, sothat the �rst term disappears. Taken together, these conditions let us generateprobabilities for cells in the negative matrix after one has added noise to theclass name.



Bayesian Classifiers 7After replacing P (C) with P 0(C), P (AjjC) with P 0(AjjC), and P (Ijj �C) withP 0(Ijj �C), the expressions earlier in this section let us compute the probabilitythat a Bayesian classi�er will induce any particular pair of concept descriptions(cells in the two matrices). The information necessary for this calculation is thenumber of training instances, the number of relevant and irrelevant attributes,their distributions, and the level of class noise. This analysis holds only formonotone conjunctive concepts and in domains with independent attributes,but many of the ideas should carry over to other domains.3. Accuracy of Induced ConceptsTo calculate overall accuracy after n training instances, we must sum theexpected accuracy for each possible instance weighted by that instance's prob-ability of occurance. More formally, the expected accuracy isKn = IXj P (Ij)K(Ij)n :To compute the expected accuracy A(Ij)n for instance Ij, we must determinethe accuracy for each pair of cells in the positive and negative matrices.As mentioned earlier, a Bayesian classi�er uses an evaluation function toassign an instance Ij to a class. The algorithm computes the score of each classdescription for Ij, and then places the instance in the class with the highestscore, selecting one randomly in case of ties. We will de�ne accuracy(Ij)n;k;~u;~vfor the pair of concept descriptions ~u and ~v to be 1 if this scheme correctlypredicts Ij's class, 0 if it incorrectly predicts the class, and 12 if a tie occurs.Since we assume the concept is conjunctive, an instance should be assigned tothe positive class only if all relevant attributes are present, and to the negativeclass otherwise.Following our previous notation, let n be the number of observed instances,k be the number of observed positive instances, mj be the number of positiveinstances in which attribute Aj occurs, and qj be the number of negativeinstances in which Aj occurs. For a given instance Ij, one can compute thescore for the positive class description asscore(C)j = kn r+iYj=1 ujk



Bayesian Classifiers 8and the score for the negative class description asscore( �Cj) = n� kn r+iYj=1 vjn� k :Although we assume that the classi�er only stores probabilities ujk for `positive'attributes Aj, it can handle a negated attribute �Aj in an instance by using1 � ujk . Of course, uj will be 0 if an instance contains Aj but one has neverobserved attribute for a given class, and a similar problem occurs if one hasnever encountered a class. To avoid an inordinate number of ties, we followClark and Niblett's (1987) suggestion of replacing 0 with a small value, suchas 12n .To compute the expected accuracy for instance Ij, we multiply the accuracyfor each pair of cells by the probability of each pair, multiply this by theprobability of observing exactly k out of n positive instances, and sum overall possible values of k and pairs of cells. Thus, we haveK(Ij)n = nXk=0P (x = kn) UX~u P (cell~u) VX~v P (cell~v) accuracy(Ij)n;k;~u;~v ;which refers to the probabilities we derived in the previous section but wherethe second and third sums are over the possible vectors that index into thepositive and negative matricies U and V. To complete our calculations, weneed an expression for P (Ij), which is simply the product of the probabilitiesof the features present in Ij.4. Implications for Learning BehaviorAlthough the equations in the previous two sections give a formal descriptionof the Bayesian classi�er's behavior, their implications are not transparent. Inthis section, we examine the e�ects of various domain characteristics on thealgorithm's classi�cation accuracy. In each case, we present multiple learningcurves, showing how the number of training instances interacts with anotherof the factors mentioned in our analysis. However, because the number ofpossible concept descriptions grows exponentially with the number of traininginstances and the number of attributes, our predictions have been limited to20 instances and �ve attributes.In addition to theoretical predictions, we report learning curves that sum-marize runs on 100 randomly generated training sets. Each curve reports the
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Class noise = 0.0Figure 1. Predictive accuracy of a Bayesian classi�er in a conjunctive concept, as-suming the presence of one irrelevant attribute, as a function of traininginstances and (a) number of relevant attributes and (b) amount of classnoise. The lines represent theoretical learning curves, whereas the errorbars indicate experimental results.average classi�cation accuracy over these runs on a single test set of 200 ran-domly generated instances that contained no noise. In each case, we boundthe mean accuracy with 95% con�dence intervals to show the degree to whichour predicted learning curves �t the observed ones. These experimental resultsprovide an important check on our reasoning, and they revealed a number ofproblems during development of the analysis.For instance, Figure 1 shows the e�ects of concept complexity on the rateof learning in the Bayesian classi�er when no noise is present. In this case, weheld the number of irrelevant attributes i constant at one and we held theirprobability of occurrence P (A) constant at 12. We varied both the number oftraining instances and the number of relevant attributes r, which determinethe complexity of the conjunctive target concept. To normalize for e�ects ofthe base rate, we also held P (C), the probability of the concept, constant at12 ; however, this meant that, for each of the r relevant attributes, P (A) wasP (C) 1r , and thus varied for the di�erent conditions.1As typical with learning curves, the initial accuracies begin low (at 12) andgradually improve with increasing numbers of training instances. The e�ect1. An alternative approach would hold P (A) constant for relevant attributes, causing P (C)to become P (A)r. This nudges the initial accuracies upward but otherwise has little e�ecton the learning curves.



Bayesian Classifiers 10of concept complexity also agrees with our intuitions; introducing additionalfeatures into the target concept slows the learning rate, but it does not a�ectasymptotic accuracy, which is always 1.0 for conjunctive concepts on noise-free test cases. Also, the rate of learning appears to degrade gracefully withincreasing complexity. The predicted and observed learning curves are in closeagreement, which lends con�dence to our average-case analysis. Theory andexperiment showed similar e�ects when we varied the number of irrelevantattributes; learning rate slowed as we introduced more misleading features,but the algorithm gradually converged on perfect accuracy.Figure 2 presents similar results on the interaction between class noise andthe number of training instances. Here we held the number of relevant at-tributes constant at two and the number of irrelevants constant at one, andwe examined three separate levels of class noise. Following the analysis, weassumed the test instances were free of noise, which normalizes accuraciesand eases comparison. As one might expect, increasing the noise level z de-creases the rate of learning. However, the probabilistic nature of the Bayesianclassi�er leads to graceful degradation, and asymptotic accuracy should beuna�ected. As before, we �nd a close �t between the theoretical behavior andthe experimental learning curves. Although our analysis does not incorporateattribute noise, experiments with this factor produced similar results. In thiscase, equivalent levels led to somewhat slower learning rates, as one wouldexpect given that attribute noise can corrupt multiple values, whereas classnoise a�ects only one.5. DiscussionIn this paper we developed an analysis of a simple Bayesian classi�er. Theanalysis requires that the concept be monotone conjunctive, and that thenumber and freqencies of relevant and irrelevant attributes be known. Giventhis information, the equations compute the expected classi�cation accuracyafter a given number of training instances. We plotted the predicted behaviorof the simple Bayesian classi�er, varying the number of relevant attributesand the level of class noise. As a test of our analysis, we ran the algorithmon arti�cial domains having the same characteristics. These empirical resultsproved to be invaluable as we discovered several errors in our reasoning.We also compared the behavior of the Bayesian classi�er to that of a moresophisticated classi�cation mechanism, C4. In at least one of these domains,the Bayesian classi�er out-performed C4 and in most, performed comparably.We interpret these results as supporting evidence that simple mechanisms



Bayesian Classifiers 11should not be summarily rejected. However, this is not to say that everyoneshould be using Bayesian classi�ers. Instead, the results reveal the di�cultyin �nding challenging real-world data sets and in assessing the signi�canceof subsequent results on such a data set. This paper hopefully underscoresthe importance of multiple types of evaulation { comparative, theoretical, andempirical.In the future, there are a number of directions that we intend to continue thiswork { extend the analysis and run additional experiments. Most importantly,the analysis should be extended in several ways. Currently, we have derivedequations for analyzing only class noise, but as others have shown (Angluin &Laird***, 1987), attribute noise is more problematic to a learning algorithm.We have developed the equations for dealing with attribute noise but thetreatment is more complicated than that reported here and does not �t withinthe space constraints of the current paper.We also intend to relax some of the assumptions made by the present anal-ysis. In particular, attributes in real domains do not all follow a single fre-quency distribution; instead they each have their own probabilities. FollowingHirschberg and Pazzani (1991) we should extend the analysis to treat eachattribute individually. Although this will complicate matters somewhat, webelieve it will amount to converting terms raised to powers in the currentequations, to product distributions in an extended version. Similarly, we needto relax the constraint that target concepts must be monotone conjunctive.Again, we cannot expect target concepts in the real world to satisfy this as-sumption.The second general direction in which we can extend the present work in-volves running additional and more extensive experiments. Even with thecurrent analysis and its assumptions, we could run experiments with morecomplex domains and see to what extent violations of the assumptions alterthe observed behavior of the algorithm. Additionally, we could analyze theattribute frequencies in several of the popular domains and see how well theanalytic model, given the computed frequencies as inputs, predicts the em-pirical behavior on the data set. This is an important direction we intend topursue with the general type of research represented in this paper. Overall, weare quite encouraged by the results obtained here; we have demonstrated thata simple bayesian classi�er compares favorably with a more complex learningand classi�cation mechanism, and, for a restricted class of domains, that thesimple mechanism is amenable to an average-case analysis based on a set ofcharacteristics describing the domain.
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