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Abstract—We study the problem of optimal packet coding for when even the extra redundant coding fails to recover the
connections with large delay-bandwidth products. Generally, for jnformation and requires it to be resent; however, proper FEC

a given loss rate, using a higher coding redundancy achieves aygp|oyment can reduce the occurence rate of such events by
higher average throughput, but also incurs higher transmission .
several orders of magnitude.

costs (e.g. in terms of energy of a wireless device) and create - .
a higher load on the network. We define an optimal coding ~FEC coding mechanisms can be found at several layers.

strategy as one that minimizes the expected cost/throughput ratio, They are frequently employed at the physical layarafinel
for a connection that has a cost per unit time and a cost per coding, where they are typically fixed and independent of
transmitted packet. We present an algorithm for computing the - e gpplications running above, and can be considered part
optimal strategy and st.udy its properties. We demonstrate that of the channel specifications. More imoortantly. thev can
the cost/throughput ratio can be significantly better than with p g p Ys y ’
simple retransmission schemes, showing, in particular, that it @lso be used by the connections, that is, at the data link
strongly depends on the decoding buffer size, and obtain several or the end-to-end transport layersogrce codiny in that
asymptotic bounds on the optimal strategy performance for both case, they can be more flexible, e.g., the code used and the
unlimited and fixed-size decoding buffers. amount of redundancy added can depend on the application
|. INTRODUCTION or connection parameters. Indeed, proper selection of the

There are two families of techniques commonly used fFrEC coding mechanism involves a nontrivial tradeoff: too
o . L q only uch redundancy may simply increase the overhead without
achieving reliable communication over an unreliable networ,

2 . hieving any significant improvement of the probability of
connection: Automatic Repeat reQuest (AR@pd Forward uccessful arrival at the receiver, and may actually reduce

Error Correction (FEC) With ARQ, packets that are corrupted,, resulting throughput [1], [2]. Furthermore, transmitting too

or lost in transit are retransmltted upon receiving a neg‘.”‘.t'\r/r?uch redundant information has other undesirable effects, in
acknowledgment, or after a timeout during which a positi

\/| . . . .
) . : erms of energy consumption (especially important for wireless
acknowledgment fails to arrive. With FEC, extra redundanc%ob“e devices) and of contributing to the network load. To

Itﬂet?gc;?vrg tgf e(;(?rdalgg’thlg izgodr;dat%[n tz\?er?t:}igdﬁwr(’a 2'\'/2‘:]\’;” antify this tradeoff, we associate with the connection a ‘cost’
er unit time and a ‘cost’ per packet transmission, and define

some packets arriving corrupted or lost. The choice of tt e optimal coding strategy as one that minimizes the average

technique depends both on the application and the netw%r st/throughput ratio over time, or, in other words, the average

connection parameters; generally, it can be said that FECC' st per successfully communicated packet. We emphasize that

most appropriate for applications requiring a high throughp :
and for connections with a higlkelay-bandwidth product l‘fﬁ(:eo;)r:gn:rl]ds_ttroa_teegé/ gglgf/ngfstr? g :(;Jnc: egfilgimeters as the loss

Le., with a rou.nd?trlp Qelay that is S|gn|f|canFIy higher thf’;\n 4 Forward error correction in a similar framework has recently
packet transmission time. A good example is a geostatlon%r

o . . . den the subject of [3], which studied an extension to the
satellite link, with a round-trip propagation delay of rough%lassic ssliding windows” flow control mechanism, allowing
0.25 seconds, used within a high-speed connection wher '

- . . - dtket retransmissions to be made before their timeout elapses.
packet transmission typically takes a fraction of a millisecond;

the delav-bandwidth quct is th din th 'was shown that this extension — essentially, a primitive form
€ delay-banawl proguct 1S thén measured In tOUSANGS e _ gy ffices to reduce the cost/throughput considerably;
In such connections, the overhead required to add the ex

redundancy is small compared to th ving of a round trl aparticular, it was demonstrated that, when using the optimal
V\E/)aiEcJ wﬁicilwa)usi d Ee (r:é) u?rzgin (c:)aseeo?z gcl?eta:‘ai?uure Btransmission strategy, the average cost per successful packet
' . 9 . g o creases mereljogarithmically in the price per unit time,
note th:.it’ strictly speaking, to achieve 100% reliability, FE ather tharlinearly as is the case for classic sliding-windows
must still be supplemented by ARQ to cater for the eveni‘i%plementations.
*This research was performed while L. Libman was with the Dept. of The framework of our current work is Closely related to thfit
Electrical Engineering, Technion — Israel Institute of Technology. of [3], and uses the same model parameters and assumptions,



with one exception: instead of simple retransmissions, we describes the model and formally defines the underlying
low the connection endpoints to use general FEC packet-leaptimization problem. Section Il studies the unlimited buffer
codes. Our analysis is absolutely indifferent to the specifi@se, showing that the strategy performance can be improved
coding mechanism used, and merely assumes that the codadefinitely by using ever-larger code blocks, and that an
capable of converting data packets inta > k code packets, optimal strategy therefore does not exist. A solution algorithm
so that anyk thereof received successfully allow the originais presented in section IV for the limited-buffer case, and
data to be reconstructed. Following common terminology, wes asymptotic properties are analyzed in Section V. Finally,
say that the connection endpoints communicate Withk)- section VI concludes with a discussion of our methodology
codes and we study the properties of optimal strategieend possible extensions that remain for further research.
available to them that use such codes.

Since decoding an(n, k) code block requires a buffer
space ofk packets (at least), it is evident that the decoding. The model
buffer size available at the receiver plays an important part inwith the exception of FEC coding instead of retransmis-
the performance that can be attained by the optimal codig@ns, our current setting is similar to that of [3], and the
strategy. In this paper, we consider the cases of both avdel assumptions are repeated here for convenience. We are
unlimited buffer, which allows any amourt of data packets interested in network connections with high delay-bandwidth
to be encoded at a time, and a limited buffer of sig.x, products; to capture the essence of such connections, we take
which limits the number of packets that the strategy is allowaHe packet transmission time to be zero, which implies that the
to encode in a single code block f6,,,.x at most. We show number of packets that can be transmitted within a round-trip
that, for an unlimited buffer size, an optimal coding strategyeriod is unlimited. Furthermore, we assume no other factors
technically does not exist: the cost/throughput ratio can kterfere with the packet communication; e.g., the receiving
reduced arbitrarily by using ever-larger code blocks, up to application is able to process the arriving packets instantly.
absolute limit that is due only to the cost of transmitting ®/e assume packets must be delivered at the receiving end in
packet. For a limited buffer size, we present an algorithm fairder only; thus, a code block carrying packets other than the
finding the optimal coding strategy, based on a dynamic praext expected ones is discarded, even if received successfully.
gramming approach. We analyze the asymptotic dependence ofe denote the packet loss rate in the connection’s path by
the optimal strategy performance on the instance parametgrsand assume that losses are independent, as is the case, e.g.
and show, in particular, that the ‘contribution’ of the price pefor white noise or a random discard policy such as RED [10].
unit time to the average cost per packet is proportional to Bhus, the probability of arfn, k) code block to be successful,
most the inverse square root of the decoding buffer size. i.e. contain at least successful packets, is

Il. MODEL AND PROBLEM FORMULATION

The special concerns raised by connections with large delay- " 4 .
bandwidth products in general, and satellite links in particular, P(n, k) = Z ( )(1 —Ly'L" . (1)
have attracted considerable research in recent years. Most i=k

of these studies are in the context of the widely-used TGR addition, we neglect the loss rate of acknowledgments,
protocol and propose how to improve its performance, eithsince they are, typically, much shorter than data packets, and
by tuning the parameters of existing features like extendéserefore suffer less from noise and their paths are often less
windows, slow-start, and congestion avoidance [5], or by intrgengested. Consequently, for every code block, the sender
ducing extensions, such as explicit congestion notifications [&hows whether it was successfully received after a round-trip
On the other hand, there exists a vast amount of reseatithe, which we denote by
on FEC coding, including considerable attention devoted toWe assume the connection incurs a cost composed of a
the bandwidth tradeoff it introduces [2], [7], and to codingprice’ of a per unit of time andb per transmitted packet,
schemes that are able to adapt to higher-layer applications amd define an optimal strategy as one that minimizes the
protocols, e.g. in the context of multimedia applications witbost/throughput ratio over time; as explained in the Introduc-
real-time requirements [8] or in conjunction with TCP [9]. Irtion, these prices can have generic interpretations, e.g. in terms
this paper, we perform optimal FEC analysis with a specifisf energy. This linear cost structure is appropriate for a variety
focus on large delay-bandwidth product connections, whesé scenarios and cost interpretations [3], [11]. A different
the key feature is that a virtually unlimited amount of codingnonlinear) cost structure may be used instead, provided that
redundancy can be introduced with a negligible overheathe cost of transmitting a code block (or a sequence thereof)
hence, the decision on the optimal coding strategy is néé¢pends only on its total number of packets, and not on their
due to a bandwidth tradeoff, but concerns such as eneiggntities, contents, or the actual number successfully received.
consumption, which, as expained above, are captured bySach a different cost structure can affect only the analytical
price factor per transmitted code packet. results, e.g. the asymptotic dependence of the optimal strategy
The rest of the paper is structured as follows. Section performance on the prices, whereas the actual algorithm for

. _ finding it remains intact.
tit is important to observe that, for any > k, an (n, k)-code exists and Th tati f th timal strat f th
can be calculated in a straightforward fashion; see, e.g., the discussion on € computation or the optimal strategy from the connec-

frequency-domain Reed-Solomon codes in [4]. tion parameters I{,T',a,b) implicitly assumes that they are



known; therefore, they must either remain constant or changlé:; indeed, retransmitting; copies of a packet is equivalent
quasi-statically, allowing the strategy to adapt after a changecoding it with the codén;, 1). We subsequently show that

is detected. If any parameter, e.g. the round-trip time, chandbe major properties of the optimal strategy, including the
quickly and unpredictably, it should be modeled by a randooomplexity of its solution and the asymptotic dependence of its
variable (e.g., as in [11]) rather than a constant value. We poadst/throughput performance on the time price, remain similar
out, however, that this is not typical of the kind of networko the case of simple retransmissions [3] as long as there exists
connections that are the subject of this study: e.g., for satellddbound ofk; < K, ... However, ifk; are not constrained, the
links, the round-trip time is dominated by the propagatioproblem possesses entirely different properties; in particular,

delay, which can be considered essentially constant. there is not even a finite optimal vector then.
The above assumptions readily imply two fundamental
properties. First, in the optimal strategy, packets are trans- 1. THE UNLIMITED BUFFERCASE

mitted in ‘bursts’ only at multiples ofl’. Indeed, suppose _ . _
that a sequence of code blocks is sent at time 0; then, ~ We begin by showing that the problem as described by (3),
their acknowledgments arrive at= 7', and until that time Without any further constraints om; and;, does not have a

no further information is available to the sender. Thus, aripite solution.

transmissions betwee < ¢ < T' can instead be made al grima 1 There does not exist a finite coding strategy that
t = 0, without any adverse effect on the performance of t

strategy; the same consideration can be repeated inducti\%\wl leves a cost/throughput ratio qu or less.

for all multiples of . Second, once a sequence of packets yoof. Consider a strategyl that transmits a total ofV =
sent at timet and the acknowledgments arrive back at 7', > .-, n; packets per period. Its scorgi) cannot be higher
the index of the last packet to have arrived successfully andthran the expected number of individually successful packets,
order is known, so the strategy simply restarts (‘slides’) at thwhich is N (1 — L) (even if the in-order arrival requirement is
subsequent packet. Consequently, the description of a stratdigyegarded). Thus‘fﬁjﬁl’)N > ]@ff’ f]LV) > b O
consists of a single vector, specifying the configuration of code

blocks to be sent at every multiple @f relative to the next- Lemma 2. For any e > 0, there exists a coding strategy that
expected packet index. Our purpose subsequently will be achieves a cost/throughput ratio of less th%rlf%).

find the optimal such vector and its properties.

Proof. Consider a vectofi = <(N, ﬁ]\f) ,(0,0),... >

B. Problem formulation -
Consider a vectori = ((n1,k1), ..., (ns, ki),...), where BY thelaw of large numbersimy_o. P (N7 1+0.256N> =1

n;,k; are whole and non-negative amd > k;, and define hence, there exists som¥; such that, for anyN > Ny,
a random variables to be the number of in-order successful’ | V. 1+1§§56N) > LHEE2< and, thereforeg(ii) > L1G%e-
packets at the receiver if the sender transmitérank; )-code 1+15.§56 - (11;0L)51€V Also, denoteN, — aT(}fOfe)_ Now,
of the firstk, packets, followed by th&n,, k2)-code of the choose someV > max(INy, N2). Then, the costithroughput
following & packets, etc. We define tlsgoreof 7, denoted (atig attained by the strategy is 9LtbN  aI£bN -

7 (—L)N
by ¢(i7), to be the expected value 6f thus $010) Trose
b b(14+0.5¢) _ b(14e
S 0.5erty + 5P = B =
o(i éES:§ ki | | P(ni, ki), 2 _ ) )
(7) s = ! 1;[1 ( ) The following theorem is a direct corollary of lemmas 1-2.

whereP(n;, k;), the individual probability of thén;, k;) code Theorem 1. For unlimited k;, there does not exist a finite
block to arrive successfully, is given by (1)We seek the optimal coding strategy.

vectorii = {(n1,k1),..., (ni, k;),...) that minimizes
a-T+b->2 n 3) V. LIMITED BUFFER SOLUTION ALGORITHM
(1) '

The above expression describes the cost/throughput ratio at--rhe previous section showed that there is no ‘optimal

. . 7 . buffer size at the receiver; the higher it is, the lower the
tained by the strategy over time. The numerator is the fixed : ' .
. . . . ) cost/throughput ratio that can be attained. In practice, however,
cost of a period ofl", during which one ‘burst’ (code block

sequence) is transmitted, and the denumerator is the ex et?g decoding buffer size available at the receiving side is
9 ' . . P .(ﬁm|dted; this corresponds to an extra constraint on the possible
number of packets successfully communicated in that perio

We note that the problem tackled in [3] is merely a Specis?rateg.y vectors, namely, the strategy mgst SAlSHY. Kmax
. . . or all 4, whereK,,,, denotes the buffer size. We now present
case in our current terms, with the extra constraint 1 for

a solution for the case when this constraint is present. Our
tExpression (2) is correct under the assumption that a failed code blo#ethod is based on a dynamic programming approach.
(i.e., one without a sufficient number of successful packets) is worthless. Somecgnsider expression (3) and note that. for a‘ﬁyall the
codes may allow recovery of partial information in that case, which increases . oo o ’ .
tors with) ", n; = N attain the same numerator value;

the score expression somewhat; however, this does not have a significant elfé & ¢ )
on our subsequent analysis. hence, the comparison among them is based merely on their



Initialization: Set #(0) = ((0,0),(0,0),...), N «— 0, Er(0) «— 0, 24
. Best.CTR « oo . ) .
Loop until Best_.CT' R has not decreased for several iterations: 224* oo
SetN « N +1 L. e vesss iad
SetEL(N) — MaX 1<n; <N P(ni,k1) [k1 + EL(N —n1)], ? I IR U
7 max | el @ -
where P(n1, k1) is given by (1) e 189, o
Set (n7, k7) to the arguments that achieved the maximum in the O 16 %o
previous line Soey
Set7(N) to the concatenation df{(n?, k%)) and@(N — n}) 144 AR AR
SetCTR «+ the cost/throughput ratio fof (V) 12
If CTR < Best. CTR
SetBest. CTR «— CTR, N* — N 1 ;
0 10 20 30 40 50
Fig. 1. Algorithm Dynamic-Limited BufferD-LB). N
. . . T+b-N . _ _ —
score. Consequently, let us define Fig. 2. The ratlo"EiN> as a function ofN, fora =1, T =1,b=1,

L =0.1, Kmax = 8.IT e inset ‘zooms in’ orl0 < N < 40.

J

ni,ki,n2,kz,...

EL(N)£  max ij
s.t.zini=N j=1

P(ni,ki) o5 (4) . . o
1 the global optimum without continuing the search too much

beyond the optimalV, remains a subject for further study.

then, the minimum attained by (3) for a givé¥ is

a-T+b-N 5) V. LIMITED BUFFER ASYMPTOTIC PROPERTIES
EL(N) = In this section, we are concerned with the asymptotic
Furthermore, consider the score expression (2) and redependence of the cost/throughput performance of the optimal
range it as follows: coding strategy on the problem parameters.

oo J > J Theorem 2. The maximum score attained by a vector of size
D ki [T PMaski) = P, ko) [ki+ D ki [[ P(naski) | - v satisfyingk; < Ky for all i is O (Kmaxﬁ :
j=1  i=1 j=2  i=2 !
) Proof. Given a strategyn = ((ni,ki1),...,(ni,ki),...),
Thus, if (n1, k1) is fixed, the dependence of the vector’s overaffonsider the following vector of simple retransmissions:
score on the other elements (code blocks) is only through the = ((ny,1),...,(n;,1),...). Since P(ni, k) <
score of the subvector that begins with the second elemep{n, 1), we have ¢(ii) = Z;?il k; - ngl P(ni, k;) <
Consequently, the following relation holds: Koax Z;?il ngl P(n;,1) = Kmaxd(n'). Thus, the opti-
EL(N)= max P(ny, k) [k + EL(N —ng)]. (7) mal score attained by a coding vector of si2é cannot
I<m SN be more thank,,., times the optimal score attained by a

1<k1 <Kmax o ; X
Relation (7) suggests that the optimal score for a cemin retransm|35|on strag\(fagy of the same size, which was shown
[3] to be O (W) Therefore, we havel, (N) =

(and the vector that achieves it) can be found from the optini8l
scores of lessel by dynamic programming. The correspondy) Kmax% )

ing algorithm, termed-LB (for “Dynamic-Limited Buffer”), B1/L

is stated formally in Figure 1.It computes the optimal scoresTheorem 3. Asa — oo (for fixed values of’, b, L, Ky,.x), the

for ever-increasingV, until the cost/throughput ratio decreasesost/throughput attained by the optimal vector is logarithmic
no more. We point out that the termination condition i a.}

purposely left some\_/vhat vague, and only state _that the. Sea}Bcrgof. In light of theorem 2, the best cost/throughput attained
should not be terminated prematurely at the first minimum

! H H aT+bN H
which may be a ‘false’ local rather than a global one. Figure Y @ Strategy of sizeV is O (KmaxN/quogl/L N)’ which, for a

which plots the cost/throughput ratio as a function/dffor  fixed value ofK’ is simply O ( —2L£2N ) “je., exactly
— 1L, T=10b=1 L =01, Kpa = 8, exhibits that e N )

a=4 L =4L0=1L1L=0Ud max = as for a retransmission strategy of siXe Consequently, the

the dependence can b_e quite erratic; indeed, one can Cleﬁgymptotic dependence of the optimal cost/throughput @n

observe the local minima aV = 4 and N = 12, before 454 the same; as shown in [3], this dependence is logarithmic.

the true global minimum afV = 23, corresponding to the 0

optimal strategy of((11,8),(10,8),(1,1),(1,1),(0,0),...),

attaining a cost/throughput df43602.% Finding an efficient  Finally, our last theorem provides a quantitative evaluation

search termination condition, which would ensure reachimg the tradeoff between the receiving buffer size and the

cost/throughput attainable by the optimal coding strategy.

TWe point out that this algorithm can also be used in the context of [3] to

find anexactoptimal retransmission strategy (as opposed toajhygroximate

algorithms suggested there), by settifg,ax = 1. §For comparison, in the ‘classic’ sliding-window scheme, which does not

fIncidentally, the optimal strategy for the same parameters exXcgpic = use encoding or retransmissions until a timeout elapses, the cost/throughput
1 (i.e. using retransmissions only) reaches a cost/throughpsi0ob1. is linear in the time price [3].



Theorem 4. For fixeda, T, b, L, and K,,,x — oo, the optimal

cost/throughput is not worse thaﬁ_b—L +0 \/Kli)

demonstrate the tradeoff that exists between buffer size and
the cost of communication. Our approach was demonstrated
to attain a significantly lower cost/throughput ratio than both

Proof. It suffices to present one strategy that achievegassic’ sliding windows, where a packet is not retransmitted
the claimed cost/throughput. Indeed, consider the strayii| after a timeout or negative acknowledgment, and the

egy i = ((N(Kmax), Kmax), (0,0),...), where N(K) =

approach of [3], which used only simple retransmissions rather

£ (1+K7°%%). Let X be the random variable denotingihan genuine FEC coding.

the number of successful packets amdvigl(). Observe that
its mean isE[X] = K (1+ K~°%), and its variancer}
L-K (1+ K~95). Therefore, by Chebyshev's inequality,

Prob{X < K} < Prob {'X_E[X“ >

ox
1
< L(1+K %),
L(1+ K-05)

Thus,

¢(ﬁ) = Kmax : P(N(Kmax)a Kmax) Z
Kuax - [1 = L (1+ K, 02)],

max

The strategies discussed in this paper make transmission
bursts at multiples of the round-trip time, and wait for all
the acknowledgments from a previous transmission to arrive
before making the next one. As explained in the model
description in section I, this behavior is optimal if the packet
transmission time is neglected, and is quite adequate if the
connection’s delay-bandwidth product is large (i.e. a packet
transmission time is negligible compared to the connection
round-trip time). Otherwise, i.e. if a packet transmission takes
a sizeable fraction of the round-trip time, it may be better
not to wait for all acknowledgments from the previous burst,
but, rather, proceed with transmission with only a partial
information on previous successes and losses. Then, a strategy

so, finally,
aT + bN (Kunax) _ 0T + top Kumax (1 + K288)
d)(ﬁ) - Kmax [1 - L (1 + KI;gXS):I

[1+-0 (Kpad)] =

1-L \/Kmax .
O

1 b
T- -
“ O <Kmax> N 1_L

is no longer described by a vector applied at every multiple
of the round-trip time, but a rule applied after every packet
transmission, specifying the packet or code-word most worth-
while to transmit next (if at all), according to the information
available up to that moment. The investigation of optimal
strategies and their properties in this framework, for FEC
coding and even for simple retransmission schemes, is left
as a subject for future work.
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