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Abstract—The concept of optical burst switching (OBS) aims and bursty traffic loads and service diversity. Conversely, in
to allow access to optical bandwidth in dense wavelength division pure packet networks, functionalities needed for processing of
multiplexed (DWDM) networks at fractions of the optical line  3cet header information and forwarding at optical line rate

rate to improve bandwidth utilization efficiency. This paper difficult t | inlv due to th ) . tch
studies an alternative network architecture combining OBS with are drmcult to scale up, mainly due to the growing mismaic

dynamic wavelength allocation under fast circuit switching to D€tween electronic processor speeds (currently—2 GHz)
provide a scalable optical architecture with a guaranteed QoS in and the optical line rates currently at 10 Gb/s and expected
the presence of dynamic and bursty traffic loads. In the proposed to exceed 40 to 80 Gb/s in the near future. Additionally, the
architecture, all processing and buffering are concentrated at the difficulties in achieving all-optical packet networks lie in the
network edge and bursts are routed over an optical transport . . - .

core using dynamic wavelength assignment. It is assumed that compIeX|ty_ of building fast and large, smg!e-stage aII—optlc_:aI
there are no buffers or wavelength conversion in core nodes and Packet switches and lack of scaleable optical buffers. Optical
that fast tuneable laser sources are used in the edge routers. burst switching was, therefore, proposed [2], [3] as an attempt
ThiS eliminates the forwarding _bottleneck of electronic routers tg reduce the processing in network nodes needed for packet
in DWDM networks for terabit-per-second throughput and  ¢5yarding. Although there is not a universal definition of
guarantees forwarding with predefined delay at the edge and - e . .
latency due only to propagation time in the core. The edge burst optical b_urst switching, [4] lists a number of characterlstlcs_
aggregation mechanisms are evaluated for a range of traffic that are |nherent to most Of the SChemeS. These are bUI’St sSize
statistics to identify their impact on the allowable burst lengths, granularity (which lies between packet switching and circuit
required buffer size and achievable edge delays. Bandwidth uti- switching), separation of control information (header) and data

lization and wavelength reuse are introduced as new parameters (payload), a one-way reservation scheme (for most cases)
characterizing the network performance in the case of dynamic h ' ) . ’
wavelength allocation. Based on an analytical model, upper variable bur_st length, and no optical buffering. .

bounds for these parameters are derived to quantify the advan- ~ The architecture presented here uses a two-way reservation

tages of wavelength channel reuse, including the influence of the mechanism and might be considered to be closer to dynamic cir-
signaling round-trip time required for lightpath reservation. The  cuit switching. Thus, we refer to the conventional OBS to mean
results allow to quantify the operational gain achievable with fast - on6_\yay reservation schemes. Burst switching is a time-domain
wavelength switching compared to quasistatic wavelength-routed - . . ) . . .
multiplexing technique to access fiber or lightpath bandwidth in

optical networks and can be applied to the design of future optical . . .
network architectures. fractions of the bandwidth of a wavelength channel. Typically,

. . .. packets are aggregated at the edge of the network in order to
Index Terms—BDynamic wavelength allocation, fast circuit d th . head and th ted buff
switching, optical burst switching (OBS), optical networks, optical €dUC€ the processing overnead and then routed over a butier-
packet switching. less core. Almost all burst-switching schemes proposed to date
[2]-[11] assume the use of separate burst header (control) and
payload (data) channels, where headers are sent into a bufferless
switch network with an appropriately chosen offset tithg.:
UTURE optical packet networks must be able to suppdifiom the data to reserve switch resources for routing the associ-
not only the increasing traffic volumes, but also thated data appropriately along the selected path. There is no ac-
growing diversity of services and dynamically varying traffiknowledgment of path reservation because burst lengths consid-
patterns. Driven by the increasing traffic in wide area networlesed are in the range of tens of kilobytes (equivalent to burst du-
(WAN), routers are forced to process throughputs which arations on microsecond timescales) and, thus, do not allow suffi-
likely to increase from hundreds of gigabits per second cugient time for an acknowledgment of path reservation. Because
rently to several terabits per second in the near future. Althoutjte core is assumed to be bufferless, bursts may be dropped at
guasi-static wavelength-routed optical networks (WRONg&Ny point along the path in case of burst contention—which
are relatively simple to analyze and design [1], they may neannot be resolved, wasting the reserved resources—and this
be sufficiently flexible in responding to dynamically varyingapproach, therefore, may not provide the required QoS guaran-
tees.
. . . _ A two-way reservation scheme has also been suggested [7],
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Fig. 1. Architecture of the proposed wavelength-routed optical burst-switched (WROBS) network with burst aggregation at the network edgeeagthwavel
routing in the optically transparent core.

reducing the burst loss for high priority traffic, at the expense &r the network. At an appropriate point during the aggregation
an increase for lower priority bursts, especially for dynamicallgycle, an end-to-end wavelength channel is requested from a
varying traffic loads. The result is reduced network capacity foretwork control node for transmission of the burst between
acceptable packet loss rates [4]. In OBS networks, lower priorigglge routers. Once a free wavelength is found, the aggregated
bursts experience loss as a penalty. However, given that e&dinst is assigned to it and is transmitted into the core network.
burst may contain a large number of transmission control pritgs further latency depends only on the propagation delay
tocol (TCP)—internet protocol (IP) packets or acknowledgmeritecause buffering operations with associated nondeterministic
each lost burst would affect a number of higher layer connegelays in core nodes are not required. Concentrating all of the
tions. Thus, in OBS networks, care should be taken to also mprocessing and buffering within the edge of the network enables
imize the loss of lower priority bursts to prevent this. Even dex bufferless core network simplifying the design of optical
flection routing would bring little benefit because out-of-ordeswitches or routers/cross connects in the core significantly,
burst arrivals will require large buffers in the receiving edgehich is particularly important for time-critical traffic and
routers for reordering. Finally, in all of the proposed schemesannot be achieved with the currently implemented IP-router
wavelengths are assigned on a link-by-link basis, requiring fuifrastructure that provides hop-by-hop forwarding only. This
wavelength conversion at every node, as end-to-end lightpaglguires, however, that the bit rate at the input to the buffers at
reservation is difficult because of short offset times and shartige routers is sufficiently high to form bursts on a millisecond
packets. Hence, wavelengths are not used for routing but simpiypescale. Following transmission, the wavelength channel is
to increase available transport channel capacity. released and can be reused for subsequent connections. The
In this paper, we propose and analyze an alternative ORStwork core can either be considered as a passive core [12]
network architecture that requires an end-to-end reservatimnas a network of fast-reconfigurable optical routers/cross
to satisfy specific service criteria such as latency and pack®innects, where end-to-end lightpaths or circuits are dynami-
loss rate (PLR) for bursty input traffic. This architecturecally set up by the same controller that allocates wavelengths.
shown in Fig. 1 and termed here wavelength-routed optidalis assumed that wavelength conversion in core nodes is not
burst-switching (WR-OBS), assumes a fast circuit-switchedquired, because, as previously shown, it brings little benefit
end-to-end lightpath assignment with a guaranteed, determion-wavelength-routed networks with wavelength agility at the
istic delay, and requires an obligatory end-to-end acknowleduetwork edge [1]. A centralized network management was
ment. The packets are electronically aggregated at the netwagisumed in this work as a worst case scenario. A distributed
edge into bursts, according to their destination and class aantrol scheme would be preferred; however, such a scheme
service (CoS), but with timescale of milliseconds, which is glies on synchronization and fast distribution of information
typical forwarding time of IP routers, making the reservatioon the state of the network.
of resources along the path prior to burst transmission feasibleThe aim of this work is to analyze the network performance
The aggregation time is strictly determined by the performanoader which dynamic WR-OBS would bring significant oper-
parameters such as delay at the edge or the required burst atmenal advantages and, in particular, in the reuse, utilization
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Fig. 2. Edge router model with bursty traffic inputs, an output-buffered switch with presorting and a wavelength-tuneable laser array for dynamic wavelength
allocation. The graph is faN¢.s = 3 CoS.

of wavelength channels that are set up only for the requirddnonblocking switching architecture is assumed with perfor-
burst transmission time (termed wavelength holding time) antiance comparable to an output-buffered switch. A combined
thus, increased over a much simpler but less adaptable quagiut and output queueing (CIOQ) switch can achieve such per-
static logically fully meshed WRON. The calculated values fdormance when virtual output queueing (VOQ) is used in com-
WR-OBS represent an upper bound for the achievable netwdrikation with an internal speed-up [13]. CIOQ switches for ar-
parameters, namely the edge delay, bandwidth utilization, wavdtrary traffic statistics with a maximum internal speed-up of
length reuse, and idle time, and give design rules on the spé&d were shown to achieve the same performance as an output-
requirements for dynamic routing and wavelength assignmeqieued switch.
algorithms to make a core network in which resources are as-The electronic switch, therefore, provides statistical multi-
signed dynamically practical. The results can be applied to guexing because a uniform destination address distribution is as-
timize the design rules of future optical network architecturessimed. The bit raté;, denotes the aggregated bit rate for the
and quantify the operation regimes that best make use of thaffic from alln sources directed to a particular destination and
static or dynamic network architectures. requiring the same QoS. Bursts are transmitted from the queue
The proposed WR-OBS network architecture and the edgecore bit raté..., whereb.... > b;, and the effect of varia-
router model are described in Section Il. The analysis is théons in the ratid.o. /bin IS @analyzed in this work.
separated into two parts. The first studies the burst aggregaThe edge-router architecture requires several modifications
tion process and buffer-induced delays (or edge delays) in edgenpared to a conventional IP-router architecture. Instead of
routers, as a function of different traffic statistics, calculatinfprwarding packets immediately on the outgoing link, packets
burst aggregation parameters, including burst size distributicen® forwarded to buffer queues within the edge router. In con-
and packet loss rate (PLR). The second part, described in S&dering the buffer size required to implement this operation, it
tion 111, is dedicated to the study of the optical core and the tinghould be taken into account that currently 10-Gb/s line cards
bounds for the dynamic wavelength allocation as well as tlage equipped with 128 or 256 MB random access memory
achievable wavelength reuse, as constrained by the OBS §RAM)?, sufficient to buffer 107.4 or 214.7 ms of traffic at
nalling. The analytical model and the results of the core netwoik Gb/s and are, in fact, larger than buffer sizes for burst
performance are described in Section IV. aggregation considered in Section |1I-C, where a buffer size of
400 Mb (47.7 MB) is assumed. At 10 Gb/s, this is sufficient
1I. NETWORK ARCHITECTURE AND EDGE ROUTER MODEL to hold 40 ms worth of traffic, a value chosen as a tradeoff
. . between packet loss and delay, although there is no technical
A. Network and Edge Router Architecture Assumptions limit on the amount of bufferimy. For nondelay-sensitive
The proposed edge router setup is shown schematicallytiaffic, there is an additional advantage of large buffers in this
Fig. 2, where bursts are aggregated from packets that are efsarticular architecture; packets are held in the buffer until a free
tronically presorted according to their destination and CoS angévelength channel is available, rather than released into the
stored in separate queues. After a time-out signal indicates thatwork to be lost on propagation. In the proposed architecture,
packets have to be transmitted to meet application specific &veral edge routers are connected to one optical core router.
tency requirements, a wavelength request is sent to a contrhis simplifies the scalability problem that electronic routers
node, an acknowledgment is received and the buffer contentdge when their throughput is scaled to the terabit-per-second
dynamically assigned to a free wavelength. If a free wavelengégime. Assuming a network withv =~ 100 edge routers
channel is not available, packets are not lost and, instead, anel a core network witlh/ =~ 20 core routers, this results in
stored in edge-router buffers but could incur additional delay.1 _ _ _ _
An edge router with dimensions x Nc.s - D is considered Iine’égrgf gueguMsé'ZOOL Juniper OC-192c linecard: 128 MB, Cisco C-192c

wheren is the number of independent traffic inpulécos r€P- 2a5 of August 2001, Juniper OC-192¢ linecard: 128 MB, Cisco C-192c
resents the number of CoS, afids the number of destinations. linecard: 256 MB.
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Fig. 3. Timing diagram showing key timing parameters in the burst aggregation and burst transmission processes. The variables used in Fige3he descri
timing of the burst aggregation cycle are as follows.. is the maximum delay, i.e., the time the first packet in the buffer spends before the burst is released
into the networkt?,,..,,si5 IS the propagation delay for a control packet sent from the edge router to the network control for wavelength resgryatierthe
processing time, i.e., time between arrival of control packet and decision on lightpath and wave|gpgth. is the propagation delay between the sending and
receiving edge router for sending the acknowledgment for a wavelength reseyationcx = tprop,sis,» 8Ssuming that the control packets take the same route
between the sending edge router and the control is the wavelength holding time, i.e., the total time for which a wavelength is resepved.... is the
propagation delay for signal traveling from sending to receiving edge router across the core networks Li,,st/beore iS the transmission time of the burst.

tidle = Eprop,ack T tprop.not 1S the idle time during which the acknowledgment is sent and before the first packet arrives at the receiving edge router.

add—drop traffic on the order of 5 Th/s per core router for the packets accumulated when the request packet is sent and,
logically fully meshed architecture with a maximum bit rate penence, establishes the burst size by the time the acknowl-
lightpath of 10 Gb/s and higher for the optical core. OBS netdgment arrives back at the sending edge router. With this
works also require new or improved components for dynamépproach, it is possible to avoid the release phase required for
network operation, namely, fast tuneable lasers operating in thest of unknown size. This reduces the overhead experienced,
C band for DWDM applications [14] and burst-mode receiverfer example, in ATM networks that require a setup and release
with large dynamic rangex{ 10 dB) and fast clock and dataphase for each connection.
recovery units for bit rates in excess of 10 Gb/s. In core nodes,The payload is a concatenation of incoming packets at the
switching speed and scalability of the number of ports are keygress and demultiplexed in individual packets at the receiving
design parameters that have to be addressed. edge router. The payload would be preceded by a preamble for
The out-of-band signaling on a separate wavelength requitagst recognition and clock recovery; a few hundred bits have
one control packet per request and acknowledgment, pheen proven sufficient for this purpose [16]. Although the pro-
several control messages to be sent to core nodes, in the qased scheme is protocol independent, it could be integrated in
of switch reconfiguration. Control packets contain informatioa generalized multiprotocol label switching (GMPLS) environ-
about the origin and destination addresses, the CoS, and rent that supports the establishment of short-lived and on-de-
amount of data accumulated when the request was sentrmand circuits as required for the WR-OBS architecture.
estimate the traffic arrival rate. Assuming control packets of a
maximum of 1000 bits to be sent every 10 ms, for a netwo - - ;
with M = 100 edge routers and three CoS, the capacity (%;' Burst Aggregation and Timing Diagrams
the control network would total approximately 6 Gb/s, or three The burst aggregation process and most important timings are
million requests and acknowledgments per second, compatikscribed in Fig. 3. The burst aggregation cycle can be described
with state-of-the-art processors. The requests then have toalsefollows. The edge delay .. is the elapsed time between
processed by the routing and wavelength assignment (RWRAE time of the arrival of the first bit of the first packet to the
algorithm in the central node. Details addressing both problemmsffer queue until the entire burst is released into the network,
can be found in [11], [15]. so that the average queueing delay for all aggregated packets is
Different burst aggregation mechanisms have been studieg.. /2. This holds true, however, only in the case of Poisson ar-
[11]. In this paper, the limited-burst-size scheme (LBS) igval processes. The arriving packets are aggregated in the buffer
used. The control node estimates the traffic arrival rate froumtil triggered either by a threshold indicating potential buffer
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overflow or a timeout signal for delay-sensitive data. This o€. Modeling of the Impact of Traffic Statistics on Burst
curs when the wavelength request signalling packet is sentAggregation
the control node. The propagation delay for this control packet

is tprop,sig:- - . . .
"o . . L .a significant impact on burst aggregation, buffering, and the
It is assumed that the signaling packet contains mforma“?%sultant network performance and, most important, the edge

Onat;'t.et sz?rg:t:r_l: tﬂisgn;g?nr:dgreeéogeé;.rt]?aetect?lse anad é?Faytedge and the PLR. To analyze this, the following simula-
quantity ! utter, requi ! WavVBions were carried out using a single first in—first out (FIFO)

length holding timetwyr, defined as the time necessary to . . . .
P ueue. The incoming traffic was generated usingoairOFF
empty the buffer and transmit the data between edge routersq 9 g

Pr ing the wavelenath r t requires ol source at the input of the edge router with independent prob-
| gcgss 9 ke 6} Ze 9 ¢ equkestt egu ej:’ de’t Ot-h ability density functions (pdfs) for then state, P(ON), and
owed by an acknowledgment packet to be returned 1o the fge, state, P(OFF), to allow variation of both packet length
questing edge router, with an additional delgy;, ac.. Concur-

? . and packet interarrival time. Telephone call arrivals and call
rently with the transmission df,..p, ack, @ wavelength channel

. ) holding were modeled by Poisson interarrival time and expo-
is reserved, setting the start 7. In parallel, the burst ag- 9 y b

reqation contin ntil an acknowledament from th ntrnT:ntiaI call holding times, but this model may not hold for the
gregation continues until an acknowledgment 1ro € co escription of data traffic [18], although the correct model of

node of a confirmed wavelength reservation is received. In thdgti traffic is under much debate and depends on the imple-
A
t

paper, we assume that the burst assembly terminates at the PN ted protocol (such as IP or Ethernet) [19], [20]. For bursty
the acknowledgment pac_ket from the controller reaches the e%ga ic and finite values of the edge delays considered in this
router, although alternative schemes have also been analy e a possible traffic model is realized by the multiplexing

[1%31' t1h—hls aIIows' the ??;St aggr?gatlt?]n to corlu?#e '3 parall% several heavy-tailed Pareto distributions, givenitfy) =
wi e processing of the wavelength request, thus ecreaslggg_ A%) /491 wherel < o < 2, A > 0 andt > A. Simu-

the_ overall delay "’?'th‘?ugh the final lt_Ju_rst S'Ze. WOUld have to gtions were carried out for different scenarios to calculate the
estimated by monitoring the buffer filling statistics. Packets a

. . fiistribution of the burst sizé wst and the resulting PLR for
riving subsequently to the receipt of the acknowledgment paclée?inite length buffer [5]. The T:)dfts applied for traﬁig modeling

ari ?;kségn;:ﬁ (ijtéo trze;e:ttigrlljrtisrtﬁe across the net included Pareto, Poisson, and fixed packet length and packet
propag WOLKp, net interarrival time distributions. A minimum packet length of 50

for the first bit to arrive at the destination edge router, so that the es, approximately the size of a short IP packet (40 bytes IPv4,

reserved wavelength is idle and not used for data transmss&vﬁbytes IPv6) or an asynchronous transfer mode (ATM) cell

Iﬁ;tgjrgtetrrlggsiﬁs:ié%r;pmk ttzrol’ine/tl')-rhe;mi;? t?]oercvﬂ\itae- (53 bytes) was assumed, in combination with a buffer Size
Brans = Lhurst /Veores 400 Mb (47.7 MB) for an average input bit ratg, = 10 Gb/s

length holding time is given b¥yut = tidle + firans. IN Prin- . : . . - I )
ciple, the wavelength holding time could be fixed either by thmto a single buffer with uniformly distributed destination ad

. dae del by st ina data. in which ¢ gresses, as explained in Section II-A.
msxllanggqlsssgerezaa%rle)tl)strt?]?ar?mr?t :tr?' I?I'Wa':'f)n agef din- To reduce the required header processing, future networks
wou predict u 'ghtpath utiization wou Im'ght operate with packets which are significantly longer than
crease [11]. The maximum deterministic latency or upper bou

on the maximum transmission time that packets experience fimum ”? paqket size. The Qecreased granularityrag-
tween entering the core network at the source and leaving gntat|onN_|II typically be determmec_i by the _network pr_otocol
destination routers is _nd the optimum level of fragmentatlpn requires analysis. Here,
different levels of packet fragmentation were modeled and the
Liurst results shown for values ranging from 50 bytes to 5 kB. The
Latency, .y = fedge + fprop net + ) @ low value corresponds to the current data networks, in which

bcore
. 40-byte TCP-IP acknowledgments account for more than 50%
The arrival of the acknowledgment packet from the control nogg the total traffic. Longer packets, however, may simplify the

sets the start of the subsequent burst assembly and cycle repeatzessing and forwarding functions and future applications for
From the analysis of the timings involved in burst assembly,i; transfer or multimedia applications may make use of longer

and transmission it is clear that the network efficiency depengs packets that map minimum packet lengths up to 5 kB.
on the processing speed of the network controller. Minimization

of t5r0c Can be achieved by applying fast dynamic routing and

wavelength assignment algorithms. Efficient algorithms already I1l. EDGE ROUTER SIMULATION RESULTS

exist for the optimization of static and dynamic WRONSs; see,

for example [1], [17]. Because the focus of this paper is on the Fig- 4 shows the resultant burst size distribution as a function
analysis of the effects of traffic statistics on the OBS netwof¥ ?edze @nd resulting PLR for a minimum packet size of 5 kB
and the evaluation of an upper bound to the performance of aMjh bin = 10 Gb/s and an average load of 0.1 (i.e., max. access
RWA algorithm, it was assumed in this work that a wavelengfptiffer bandwidth 100 Gb/s) for the following packet and inter-
will always be available, under the conditions of an ideal RwArTival time distributions:

The traffic statistics of the arriving packets is likely to have

algorithm. For a given network topology and optimized route Case 1) Pareta = 1.5) packet length distribution,
look up and wavelength allocation algorithis,;, ack andteoc Pareto { = 1.5) interarrival time distribution;
are knowna priori and the timings of wavelength requests can Case 2) fixed length packet sizes, Pareto interarrival

be adjusted by the edge routers to meet latency and PLR criteria. time distribution ¢ = 1.5);
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Fig. 4. Simulation results for burst size and PLR as a function.Qf and a mean input bit rate, = 10 Gb/s. The burst size increase is plotted for an infinitely
large buffer size, but PLR for a finite buffer siZ¢ = 400 Mbit (47.7 MB). Bars indicate 95% confidence level for Pareto—Pareto distribution with minimum
packet size of 5 kB.

Case 3) fixed length packet sizes, Poisson interarrivalMore detailed analysis of the variation of the PLR for
time distribution. case 1) is shown in Fig. 5. Increase in PLR is observed for

_ . tedse = 28.8 ms. Fig. 6 (plotted for the same values) shows the
In all three cases, it can be seen that the mean burst size b

. . A , ability P for the PLR to exceed a given threshaold for
creases linearly. However, the burst size distribution for a giv n vary?/ng in the range from 28.8 to 4?1 6 ms. A comparison
teage dOES Not follow the same behavior. For burst statistics o> ' e

ecee . . Wlth the average PLR in Fig. 4 shows that for an edge delay
finite time scales (as for a givégy,.), a possible measure oftheof 33.6 ms, for which an average PLR of 3.89 > was

burstiness is the variance of the burst size distribution. Packei. |1ated. PLR> 0.08 appears with a probability of 1%. The

loss variation gccording to the burstiness qf th_e input traffic f%sults signify that the variation in the PLR must be taken into
cases 1) to 3) is shown by the PLR curves in Fig. 4. Because ount to accurately characterize the QoS of a lightpath.

core network is free of blocking and, therefore, no packet loss INThe effects of packet fragmentation on the PLR and max-

the core was assumed throughout this paper, packet loss re{l%ran allowable edge delay were also analyzed by using the

to those packet_s I.OSt due to buffer_ OVGT“OW in edge rou_ter'ssame statistics as in case 1), but with a minimum packet length
The largest deviation of the burst size distribution for a 9Vel¥ 5 kB, The resultant PLRs are shown in Fig. 7 and result in

teage Was observed for case 1), indicated by bars for a diStHiaximum allowablé..e of 27.5, 34, and 36 ms, respectively,
bution with 95% confidence level. For the calculation of thﬁchieving mean PLRglo_G

burst size distribution, an infinite buffer size was assumed. ForThe same figure shows that, for aggregation of packets over

the calculation of the PLR, the buffer size then was boundedg, o4 jes significantly longer than the packet length, the burst

B =400 Mb6(47'7 MB). For finite simulation time, an averagesize distribution can be approximated by a normal distribution.
PLR of 10> was reached for edge delays of 27.5, 31.5, a

r the assumed buffer size of 400 Mb (47.7 MB), the PLR

38 ms fqr cases ,1)_3)' The results can be compared t‘? the GHifies derived from a Gaussian approximation are in good
of a continuous bit rate (CBR), also referred to as the fluid traﬁg

| with hi | | : ‘ reement with those obtained from simulation for minimum
model, with an achievable edge delay of 40 ms before pac‘fécket sizex 5 kB. The result that the burst size distribution

IC;)ss (I)ccurs. Thfe applic?tign IOf a ((j:l?;R fjrafﬁc r;odefl a||OV\;]S & normal is important because it proves that the central limit
eve °'°T“e”t ot an ana_ytlca model indepen er_1t rom e 8¢t orem can be applied, simplifying the modeling of the burst
tual traffic statistics, which can_be gpplled to derive bounds fQr gregation process over timescales. This simplifies the anal-
pgrq;peterls. Tze PLRhgraph§ In F'g'"4 shct;w tha_trbursty trafliGis and enables the scaling of the mean and the variance of the
significantly reduces the maximum allowatilg,.. To meeta )t gize with the edge delay, for the basic stochastic processes

Spec'f'_c PLR, e.g., 10, the maximum gll_owableedge before for the packet length and packet interarrival time. With the burst
re_leagmg aburstwould be 2_8 ms. This is |mpor_tantfor al! apP- size distribution approaching a normal distribution with a set
plications and network services whose quality is determined Y mean and variancgy, 02}, the PLR can then be explicitly
alow PLR, such as voice transmission. It is emphasized that culated using the érrbr function for a given buffer size

value of 40 ms in this example is the upper limit before packet
loss occurs; for time critical applications, the buffer can be emp-
tied at a faster rate, although best effort type traffic would expelv' CORENETWORK PERFORMANCETHEORY AND RESULTS
rience longer edge delays, after which there is no further delayin this section, an analytical model to calculate network

except the propagation time. performance parameters is derived for some of the simulation
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Fig. 5. Deviations of the PLR for Pareto packet, Pareto interarrival time statisties {.5) for B = 400 Mbit (47.7 MB) and minimum packet size of 5 kB.

For clarity, frequency values 1000 were omitted.
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and lightpath utilization in OBS networks for this fast cir-
cuit-switched architecture where the lightpaths are set up only
for the time required to transmit the content of a single buffer
between two edge routers and then released for subsequent
requests. This time includes an overhead required for lightpath
setup and propagation delays; we refer to it as idle tigpein
the remainder of the paper. Following the results of the previous
section (see Fig. 4), in this section, it is assumed that burst sizes
increase linearly, equivalent to the case of CBR traffic arriving
to the buffer and for which there is no variation in the burst
size. Then, for a constant load and CBR traffic, the burst size
Ly,wst 1S proportional to the edge delay and the input bit-rate
binr SO thatLburst = bin . tedge-

For clarity and simplicity, the analysis in this section is based

Fig. 6. Probability? for PLR> X (cumulative distribution) for Pareto packet only on mean values for all parameters. However, for an arbi-

size @ = 1.5), Pareto interarrival time distributioa(= 1.5), minimum packet

size of 5 kB.

0.1

0.014

1E-3 1

packet loss rate

1E-4

1E-51

1E-6

25 30 35 40

edge delay [ms]

Fig. 7. Simulation results for the PLR as a function of the edge dela fer
400 Mb (47.7 MB) and a mean input bit rabg, = 10 Gb/s for different levels

45

50

trary burst size distribution, the pdf can be derived as described
in Appendix A.

Once a burst is assigned to a free wavelength, this wavelength
will be reserved and is used until the buffer content is trans-
mitted from source to the destination edge router. The wave-
length holding timewyr, shown in Fig. 3, can be thought of
as equivalent to the call-holding time in circuit-switched net-
works. It is given by

Lburst
twHT = tidle + T

core

1
= tidle + 1 tedge 2

wheret; e is the idle time before the burst reaches the destina-
tion edge router plus the time for the acknowledgment arnsl

the core bit-rate to input bit-rate rati® = bore/bin. FOr small
values of4, the data transmission tinig,,,,s can be in the range

of tens of milliseconds, so thay. < twr. Timetq. starts

to affect the service quality when the values of thg,s are

of packet size, 5 kB (dash), 0.5 kB (dot), and 50 bytes (dash-dot). The Pl®mparable td;q. and dominate the wavelength holding time
calculated from burst size distribution (assumed Gaussian) is shown by a sefig high core bit rates such &s... = 100 Gb/s, as shown in

line.

Fig. 8(a) fortiai. = 2, 5, 10 ms. Fig. 8(b) shows the effect for
t;dle = 5 Ms and a variation df,... from 20 to 100 Gb/s, where,

results of the previous section to extend the analysis of bufst b.... = 20 Gb/s, thetwy is significantly longer than for
aggregation and to quantify the achievable wavelength reugg.. = 100 Gb/s.
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Fig. 8. Wavelength holding timéwsr as a function of the edge delay for Fig. 9. Bandwidth per wavelengtB, . for (a) beore = 100 Gb/s, by, =
() beore = 100 Gh/s, by, = 10 Gbis andiq. = 2,5, 10ms andtiae =5MS 10 Gh/s, and;a. = 2, 5, 10 ms and for (bYiae = 5 Ms antheere = 20, 40,
and (b)beor. = 20,40, 100 Gb/s. Bars show 95% confidence level. 100 Gb/s. Bars show 95% confidence level.

A parameter foII(_)Wing from (2) is the bandwidth per V\{aveifedge < 200ms,0 < A < 100 and fortia. = 2 [see Fig. 10(a)]
length Bpe:.», which indicates the effective bandwidth of alightynq 10 ms [see Fig. 10(b)], as calculated in the previous section.
path used for transmission of data between edge routers A can be seen from Fig. 10, the highest bandwidth utilization
is achieved for low values of and high edge delays-(50 ms).
Utilization also increases for smallgg;. but the same values of
tedge aNdA, as shown fot;qi. = 2msinFig. 10(a), as compared
The influence of;qie 0N Bpera is shown in Fig. 9(a) fobeore = 10 tiale = 10 ms in Fig. 10(b).

100 Gb/s andt;qie = 2, 5, 10 ms. The increase in bandwidth In high-speed networks, it can be assumed that > by,

for the identical valuegeqg. is reduced for highetiq.; for results infwur < fedge, i-€., the time required to aggregate a
tidle = 10 ms, values remain below 50 Gb/s for 100-Gb/s phy$urst is significantly larger than the time to transmit it. In the
ical bit rate. Fig. 9(b) shows the effect of bandwidth saturatig¢fse of dynamic wavelength allocation, an unused wavelength
for t;q. = 5 ms and core bit rates varying from 20 to 100 Gb/$:an be assigned to another edge router and the resultant increase
The significance of the results is th&,.., remains signifi- in the wavelength reuse can be defined as a wavelength reuse
cantly smaller than the optical line rate fQpg. < 40 ms, es- factor (RUF), defined as
pecially for highb..., such as 100 Gb/s. .

Relating the bandwidth per waveleng... to the physical RUF = —<dge _
bit rate in the coré.... leads to the dimensionless parameter twar A - tidle + edge
U, the utilization that describes the efficiency with which the., consistency, the variation of RUF is plotted in Fig. 11 for
lightpath bandwidth is utilized

Lburst _ bin . tedge (3)

Bper)\ = = 1 .
tWHT  tidle + 7 - fedge

A- tedge

— AU (5)

the same range of values as for the utilizatiénFor compar-
ison to a static WRON, Fig. 11 shows the values for RUR.

This is justified by the assumption that in a static WRON, a
given lightpath is established for a long period, but not shared
Maximizing the use of available resources is key for the netwobetween different edge routers. In an optical network with dy-
operator, implying that utilizatiofy must be maximized. Fig. 10 namic wavelength assignment, this is equivalent to a lightpath
shows the dependence Gfon teqge, A, andtiqe for 0 ms < permanently assigned between two edge routerstige =

B)er te e
=2 de : (4)
bcore A- tidle + tedge
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Fig. 10. Mean bandwidth utilizatiofi as function of the edge del@y;. and  Fig. 11. Mean wavelength RUF as function of edge delay. and bit-rate
bit-rate ratioA for (a) ;.. = 2 ms and (b};ai. = 10 ms. ratio A for (&) t;me = 2 ms and (b);a.. = 10 ms.

twar. For RUF < 1, the WR-OBS network would theoreti- hoth parameters can be described by the dimensionless param-
cally require more wavelengths than in a static WRON to satiséter P defined as the product & and RUF

all demanded connections and, therefore, values for RUF

represent the region of network instability where the total input P=U-RUF (6)

load exceeds the network throughput.

Despite the potential savings in terms of the number ahd is plotted in Fig. 12 fod ms < te4,e < 200 Ms, 0 <
wavelengths, it should be noted that the actual number df < 100, with ¢4, = 2 ms [see Fig. 12(a)] and0 ms [see
wavelengths required also depends on the physical topoldgyg. 12(b)]. For a constant value &fy,., P can be optimized
and routing strategy, as well as the wavelength allocatidor a set of parameterA, tcqqe } such thatl,,, = 50% and
algorithm [1], [17]. RUF,,; = 2- P, are achievable. Hence, the OBS network ben-

The variation of the mean RUF fafy.. = 2 and10 ms are efits from good utilization and wavelength reuse. As in the pre-
shownin Fig. 11(a) and (b). It can be seen that the RUF increasesling graphs, the optimization process also dependgin
with both f.qee and A, to values of RUE.x = 50 and16.7, as shown in Fig. 12(a) and (b). Especially fQ. = 10 ms,
respectively, for the given range éfy,. and A, with A,,., RUF> 1 must be maintained to avoid network instability.
tedge max S the maximum values of their given rangds,(. = To investigate the impact of thg;,. on the network, both the
100, tedge,max = 200 ms). It should be noted that for a givenutilization U/ and reuse factor RUF are replotted for different
tiale, Upper bounds for the reuse factor can be determined f@ues of edge delays (10, 20, 50 ms) and constant 10
either constant. g Or constantA. in Figs. 13 and 14. To ensure that RUF 1 requirest;ge <

In the case of.qz = const. and increasing, the data trans- (A — 1)/A - teqge < tidle < teage fOr A > 1. A key result is
mission timeLy,us: /beore DECOMES Negligible so thagyr ~ that, forA > 1, as in high core bit-rate networks, a high reuse
tidle @aNd RUF < fegqe/tiate. In the case ofd = const., the factor can be achieved only fog. on the timescale of a few
buffer content increases proportionally with,., restricting the milliseconds. Itis important to note that, in order to achieve effi-
reuse factor to RUK. A. For constant.qs., an increase aftis  cient wavelength reuse, the lightpath setup time must be as small
only useful forA < teqge/tiale; for larger values of4, the reuse as possible and for a fixed,s., RUFy.x is given for instanta-
factor will only increase marginally. For constatitan increase neous lightpath setugi(,. = 0) as RUR,., = A. Not only
iN tedge iS beneficial only foftegge < A - tidle. does the wavelength reuse factor decrease with an increasing

A comparison between Figs. 10 and 11 shows that both utiai., but so does the lightpath utilization, which in all cases is
lization and reuse factor increase with,., but thatl/ is max- less than 50% for idle timés... > 10 ms and drops sharply es-
imum for low values of4, whereas RUF maximizes for highpecially for an edge delay of 10 ms. These results show that the
values ofA. The resulting tradeoff for constatily,. between idle timet;q. is a key parameter in the design of OBS networks



DUSER AND BAYVEL: DYNAMICALLY WAVELENGTH-ROUTED OPTICAL BURST SWITCHED NETWORK ARCHITECTURE 583

200 100
~——edge delay = 10 ms
— — edge delay = 20 ms
1504 VN =2 __ M edge delay = 50 ms
%] —
£ x
= =
° 100 4 g
° =
> N
T 504 =
o
S T N T
0 Om| T T — | N T — e T
0 20 40 60 80 100 e me e ___T"
b, /b, 0 . T T .
o 0 10 20 30 40 50
200 idle time [ms]
Fig. 14. Lightpath utilization’ as a function of the idle timet;.) for
g 150 4 tease = 10,20, 50 ms, and bit-rate ratiel = 10.
=
9 100 . . . .
S From the analysis carried out, it is clear that the constraints
> for t;q. limit the network diameter or the allowable minimum
o 50 edge delays for efficient network operation. Thus, a WR-OBS
b scheme brings most advantages for network sizes found in Eu-
od ™ rope or metropolitan area-type networks where the lower sig-
0 20 40 60 80 100 naling round-trip times allow wavelength savings from dynamic

b.o.o/bi network operation.

Fig. 12. Network performance parametBrshowing the tradeoff between V. C
utilization U and wavelength reuse RUF for constant,., (&) tiaie = 2 ms - CONCLUSION

and (b)t;ai. = 10 ms. Optimum value#, . are shown by the dashed line. . .
(bt P s y This paper describes and analyzes a WR-OBS network that

100 combines the functions of OBS with fast circuit switching by
edge delay = 10 ms dynamically assigning and releasing wavelength-routed light-
— — edge delay = 20 ms paths over a bufferless optical core. The potential advantages
max. RUF=A - edge delay = 50 ms of this architecture compared to conventional OBS are explicit
QoS provisioning and, compared to static WRONSs, are in fast
adaptation to dynamic traffic changes in optical networks and
more efficient utilization of each wavelength channel. The pro-
posed architecture ensures a deterministic delay for the optical
packets through a known, predefined queueing delay at the edge
and burst aggregation and the propagation in the core network.
Moreover, it guarantees an acknowledgment of the wavelength
assignment for QoS-determined provisioning and uses dynamic
wavelength routing. The achievable edge delays were calculated
for different traffic statistics and it was shown that the allow-
able edge delay to maintain a predefined mean PLR was signifi-
Fig. 13. Wavelength RUF as a function of the idle timai() for .z. = 10, cantly reduced in the presence of bursty traﬁ‘i.c{ resulting in more
20, 50 ms, and bit-rate ratie! = 10. Shaded region: network requires morefrequent wavelength requests and less efficient use of buffer
wavelengths than in a static WRON. resources. Similar degradation of buffer performance was ob-
served for different levels of allowable minimum packet size or
with dynamic wavelength allocation and define the performanémgmentation varied between 50 bytes and 5 kB. Simulations
requirements on the dynamic RWA algorithm used for lightpatilso showed that the burst size distribution could be approxi-
establishment between edge routers to minimize the overheadited by a Gaussian function, hence allowing the development
the timet,q1. to achieve the operational advantage of increaseflan analytical description and model of the network.
throughput per wavelength under dynamic wavelength opera-The lightpath utilization and wavelength reuse factor were
tion. For the speed of a RWA algorithm, this implies that thmtroduced to characterize OBS networks with dynamic wave-
RWA decision time must not exceed the edge delay and is cdength assignment. It was shown that these parameters could be
strained< 10 ms to meet even tight delay constraints. Identdescribed as a function of the edge detay., the idle time
fying these constraints will help optimize the RWA process caty., and the ratio of core to input bit rates allowing the re-
ried out in the control node to maximize the number of edgrilts to be generalized to cover a wide range of input and core
routers and network routes. bandwidths. These results also allowed to quantify the operating

re-use factor (RUF)

0 10 20 30 40 50
idle time [ms]
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range forA andt.qe. for which increases in lightpath utiliza- the utilization are as follows:

tion and reuse of a given wavelength channel and thus increased
network throughput can be achieved relative to static WRONSs.
However, to attain this performance, the signaling round-trip
time for the acknowledgment of dynamic wavelength reserva-
tion and wavelength assignment must be much shorter than the
edge delay, setting stringent limits on the performance of such
networks. The allowable round-trip time delay is related to the
maximum network diameter. Whereas the WR-OBS architec-
ture would probably work for maximum network diameters u
to 6000-km long with round-trip time delays of 30 ms, it would
offer the most significant advantage for networks with smaller
diameters, e.g., as found with European network operators and
for metropolitan-area size networks. The results can be applied
to the design and the dimensioning of wavelength-routed op-
tical burst-switched networks and the optimization of sched-
uling, control, and wavelength assignment in coordination be-
tween the electronic and the optical network layers.

APPENDIX

_ U- bcore . tidle

Lburst (U) — 1-U (A6)
fU :be“rst [Lburst (U)]
Liusst (U) )
<tid1e + bb—t()>
. =< : bcore- (A7)
tidle
he pdf of the reuse factor is determined as follows:
tedge — RUF - tiq1e
L RUF) == . A
burst ( U ) RUE bcore ( 8)
FRUF =FfLy e [Lurst (RUF)]
Linuest(RUF)\ % Deore
. <tid1e +=2 i )> . . (A9)
bcore tedge
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Sx(X)

‘ dg.

fr(Y) =

(A1)

Q)

assumingX = ¢~1(Y) exists anddg/0X # 0. The pdfs of  [1]
the network performance parameters, defined in Section IV, are

derived assuming that' = Lyuse. Hence Ly Must be ex- 5
pressed as a function of the respective performance parameter
for calculation of the pdf. Based on (Al), the burst size and the
pdf fwyT are derived as a function of the wavelength holding

time as follows: [4]

Liuest (twar) = (bwHT — tidle) - beore (A2) 5]

JWHT =fLowe Dburst (EwaT)] - beore-  (A3)

[6]

The variations otwyr were indicated in Fig. 8 by bars for a [7]

95% confidence level. The pdf of the bandwidth per wavelength
is

[8]

Bper)\ *tidle

Lburst (B der)\) = (A4)

: 1— Bperx [9]
bcore
prcr,\ :beurst [Lburst (BperA)] [10]
2

<tid1e + —Lbursl: (Bper)\)> [11]

. core . (A5)

tidle

In Fig. 9, the variations oB,,..» were indicated by bars for a [12]
95% confidence interval. The results for the respective pdf of

clarify and improve this paper.
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