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Abstract oscillatory and prone to instability. By casting the prohle
into a control theory framework, Low et al. [22] show that

Theory and experiments show that as the per-flow producis capacity or delay increases, Random Early Discard (RED)
of bandwidth and latency increases, TCP becomes inefficienft 3], Random Early Marking (REM) [5], Proportional Inte-
and prone to instability, regardless of the queuing schemegral Controller [15], and Virtual Queue [14] all eventually
This failing becomes increasingly important as the Internepecome prone to instability. They further argue that it is un
evolves to incorporate very high-bandwidth optical linksla  |ikely that any Active Queue Management scheme (AQM)
more large-delay satellite links. can maintain stability over very high-capacity or largdage

To address this problem, we develop a novel approach tinks. Although their analysis uses Reno TCP, their argumen
Internet congestion control that outperforms TCP in convenis valid for all current TCP implementations where through-
tional environments, and remains efficient, fair, scalabfel  put is inversely proportional to the round trip time (RTT)dan
stable as the bandwidth-delay product increases. This neye square root of the drop rate. Furthermore, Katabi and
eXplicit Control Protocol, XCP, generalizes the Explictti©  Blake [19] show that Adaptive Virtual Queue (AVQ) [21] also

gestion Notification proposal (ECN). In addition, XCP intro hecomes prone to instability when the link capacity is large
duces the new concept of decoupling utilization contrairfro  enough (e.g., gigabit links).

fairness control. This allows a more flexible and analytjcal _ In addition to these mathematical models, intuitive rea-
tractable protocol design and opens new avenues for serviegning shows that “slow start” might also lead to instailit
differentiation. in the future Internet. As capacity increases, the majority

Using a control theory framework, we model XCP and of flows become “short” flows which never exit slow start.
demonstrate it is stable and efficient regardless of theda’k  Flows in slow start increase their rate exponentially, & dra

pacity, the round trip delay, and the number of sources. Exmatically unstable behavior. Currently, although the nemb
tensive packet-level simulations show that XCP outperform of short flows is large, most of the bytes are in long-lived
TCP in both conventional and high bandwidth-delay environ<ows. Consequently, the dynamics of the aggregate traffic
ments. Further, XCP achieves fair bandwidth allocatioghhi  are usually dominated by the additive-increase multipiliea
utilization, small standing queue size, and near-zero @ack decrease policy. However, as the fraction of flows in slow
drops, with both steady and highly varying traffic. Addition start grows, exponential increase may dominate the dyrsamic
ally, the new protocol does not maintain any per-flow state inof the aggregate traffic, causing instability.

routers and requires few CPU cycles per packet, which makes  Potential instability is not the only problem facing TCP
it implementable in high-speed routers. in the future Internet. As the delay-bandwidth product in-
creases, performance degrades. TCP’s additive incredse po
icy limits its ability to acquire spare bandwidth to one peck
per RTT. Since the bandwidth-delay product of a single flow
over future links may be many thousands of packets, TCP
might waste thousands of RTTs ramping up to full utilization
SfoIIowing a burst of congestion.

Further, since TCP’s throughput is inversely proportional

1 Introduction

For the Internet to continue to thrive, its congestion cointr
mechanism must remain effective as the network evolve
Technology trends indicate that the future Internet wilda
a large number of very high-bandwidth links. Less ubiqui- . : .
X . . : 7 to the RTT, fairness too might become an issue as more flows
tous but still commonplace will be satellite and wireles&é . o .
o . the Internet traverse satellite links or wireless WANS][2
with high latency. These trends are problematic because TC . . :
. ; : As users with substantially different RTTs compete for the
reacts adversely to increases in bandwidth or delay. . ) : .
. . . same bottleneck capacity, considerable unfairness vgilllte
Mathematical analysis of current congestion control al- : ;
. : Although the full impact of large delay-bandwidth prod-
gorithms reveals that, regardless of the queuing scheme, as, .
Ucts is yet to come, we can see the seeds of these problems

the delay-bandwidth product increases, TCP becomes MOLE the current Internet. For example, TCP over satellitkdin



has revealed network utilization issues and TCP’s undalsira  model [20].
bias against long RTT flows [4]. Currently, these problems  Second, the protocol facilitates distinguishing erroskxs
are mitigated using ad hoc mechanisms such as ack spacinfggm congestion losses, which makes it useful for wireless e
split connection [4], or performance enhancing proxies [8] vironments. In XCP, drops caused by congestion are highly
Simulation results similar to those b supportthe above uncommon (e.g., less than one in a million packets in simu-
argument showing that, regardless of the queuing scheméations). Further, since the protocol uses explicit andise
TCP’s performance degrades significantly as either capacitcongestion feedback, a congestion drop is likely to be pre-
or delay increases. ceded by an explicit feedback that tells the source to deerea
This paper develops a novel protocol for congestion conits congestion window. Losses that are preceded and fotlowe
trol that outperforms TCP in conventional environmentsl an by an explicit increase feedback are likely error losses.

further remains efficient, fair, and stable as the link baiaithv Finally, XCP improves security by making it easier to de-
or the round-trip delay increases. This new eXplicit Cohtro tect attacks and isolate unresponsive flows as descritded in
Protocol, XCP, generalizes the Explicit Congestion Nadific XCP’s performance provides an incentive for both end

tion proposal (ECN). Instead of the one bit congestion indi-users and network providers to deploy the protocol.§ I8
cation used by ECN, our routers inform the senders about theve present possible deployment paths.

degree of congestion at the bottleneck. Another new concept

is the decoupling of utilization control from fairness contro . .

To control utilization, the new protocol adjusts its aggies- 2 DeS|gn Rationale

ness according to the spare bandwidth in the network and the

feedback delay. This prevents oscillations, providesititab OUr initial objective is to step back and rethink Interneico
in face of high bandwidth or large delay, and ensures efficiendeStion control without caring about backward compatiili

utilization of network resources. To control fairness, fie-  °F deployment. If we were to build a new congestion control

tocol reclaims bandwidth from flows whose rate is above thei@"chitecture from scratch, what might it look like®?
fair share and reallocates it to other flows. The first observation is that loss is a poor signal of con-

By putting the control state in the packets, XCP need,\;gestion. While we do not believe a cost-effective network ca
no per-flow state in routers and can scale to any number gt\Ways avoid loss, dropping packets should be a congestion

flows. Further, our implementation (Appendix A), requires signal of_ Ias_t resort. As an implicit signal, loss is bad hesza
only a few CPU cycles per packet, making it practical evercongestion is not the only source of loss, and because a def-
for high-speed routers inite decision that a packet was lost cannot be made quickly.

Using a control theory framework motivated by previousA_‘S a binary signal, loss only signals whether there is conges
work [21, 15, 22], we show that a fluid model of the protocol 10N (& [0Ss) or not (no loss). Thus senders must probe the
is stable for any link capacity, feedback delay, or number of?€WOrk to the point of congestion before backing off. More-
sources. In contrast to the various AQM schemes where pagver, as the lfeedback IS Imprecise, the increase policy must
rameter values depend on the capacity, delay, or number (99 cqnservatlve e_md the decreas_e pollcy_m_ust be aggressive.
sources, our analysis shows how to set the parameters of the Tight congestion control requires explicit and precise-con

new protocol to constant values that are effective independ 9€stion feedback. Congestion is not a binary variable, 8e co
of the environment. gestion signalling should reflect the degree of congesida.

Our extensive packet-level simulations show that the perpropose using precise congestion signalling, where the net

formance of TCP over RED, AVQ, REM, or CSFQ degradeswork explicitly tells the receiver the state of congestioma
substantially as capacity or,delay} increases. In conthast ¢ NOW to react to it. This allows the senders to decrease their
new protocol achieves high utilization, small queues, dnd a S€Nding windows quickly when the bottleneck is highly con-

most no drops, independent of capacity or delay. Even in cordested, while performing small reductions when the sending

ventional environments, the simulations show that our pro!@t€ iS close to the bottleneck capacity. The resultingqult

tocol exhibits better fairness, higher utilization, andagier IS POth more responsive and less oscillatory.
gueue size, with almost no packet drops. Further, it maistai Second, the aggressiveness of the sources should be ad-

better performance in dynamic environments with many shoriusted according to the delay in the feedback-loop. The dy-

web-like flows, and has no bias against long RTT flows. namics of congestion control may be abstracted as a control
Although V\;e started with the goal of solving TCP's lim- loop with feedback delay. A fundamental characteristic of

itations in high-bandwidth large-delay environments, de such a system is that it becomes unstable for some large feed-
sign has several derivative advantages. back delay. To counter this destabilizing effect, the syste
First, decoupling fairness control from utilization cawitr must slow down as the feedback delay increases. In the con-

opens new avenues for service differentiation using sckemd€xt Of congestion control, this means that as delay inessas

that provide desired bandwidth apportioning, yet are too agthe_ sources should change their sending rates more slowly.
gressive or too weak for controlling congestion. §16, we This issue has been raised by other researchers [22, 27], but

present a simple scheme that implements the shadow pric#2€ important question is how exactly feedback should de-



pend on delay to establish stability. Using tools from con-gjieq in H_cwnd (set to sender’s current cwnd)
trol theory, we conjecture that congestion feedback based oby the

. . . > : Initialized
rate-mismatch should be inversely proportional to delag, a sender H_rtt (set to sender’s rtt estimate) by the
o . ) o
feedback based on queue-mismatch should be inversely pro H_foadback (initialized to sendor’s domands) :(I)]diefried by

portional to the square of delay.

Robustness to congestion should be independent of un-
known and quickly changing parameters, such as the num- Figure 1: Congestion header.
ber of flows. A fundamental principle from control theory
states that a controller must react as quickly as the dyrﬁami%
of the controlled signal; otherwise the controller will @ys
lag behind the controlled system and will be ineffective. In
the context of current proposals for congestion contrad, th
controller is an Active Queue Management scheme (AQM)
The controlled signal is the aggregate traffic traversing th
link. The controller seeks to match input traffic to link capa
ity. However, this objective might be unachievable when th
input traffic consists of TCP flows, because the dynamics o
a TCP aggregate depend on the number of flaW}. (The
aggregate rate increases Mypackets per RTT, or decreases 3.1  Framework

proportionally tol /. Smc&a tf;‘e number of flows in the ag- £t e give an overview of how control information flows in
gregate is not constant and changes over time, N0 AQM €onp o hanyork, then ifg 3.5 we explain feedback computation.
troller with constant parameters can be fast enough to tpera Senders maintain their congestion windownd and round
with an arbitrary number of TCP flows. Thus, a third objec- trip time rt t * and communicate these to the routers via a

tlveﬁ_of_ Ogr sysgem 'fs to mhake thebdyn?][rlcs of the aggregat%ongestion header in every packet. Routers monitor thetinpu
tra |ch|_n Iepgn enth rom tdefnurg ero I_OV\{S: | traffic rate to each of their output queues. Based on therdiffe
. This leads to .t. € need lor decoup |ag‘|c:|e_ncy control o ce petween the link bandwidth and its input traffic rate, th
(i.e., control of utilization or gongestl(_)n) frorfalrness_con- router tells the flows sharing that link to increase or deseea
trol. Robust_ness to congestion requires the behavior O_f 4Gheir congestion windows. It does this by annotating the con
gregate traffic to be independent of the number of flows in It'gestion header of data packets. Feedback is divided between
However, any fair bandwidth allocation intrinsically dewls 0.« based on theiewnd andrtt values so that the sys-
on the ”‘.‘m*?er of fIOW§ traversing ,the_ pottleneck. .Thus, thqem converges to fairness. A more congested router later in
rule for dividing bandwidth among individual flows in an ag- yhe nath can further reduce the feedback in the congestion
gregate should pe independent from the control law that 9%VReader by overwriting it. Ultimately, the packet will coita
emns thg_dynalrlnlcsﬁ(_)f_the aggrg%afce. led h the feedback from the bottleneck along the path. When the
Traditionally, efficiency and fairness are coupled, as t, Seedback reaches the receiver, it is returned to the sender i

same (?ontrol law (sgc_h as A.IMD in TCP) is used to obtain_ - acknowledgment packet, and the sender updatesiitd
both fairness and efficiency simultaneously [3, 9, 17, 18, 16 accordingly

Conceptually, however, efficiency and fairness are indepen
dent. Efficiency involves only the aggregate traffic's behav )
ior. When the input traffic rate equals the link capacity, no3-2 The Congestion Header

queue.builds and utiIiza}tion is optimal. Fairness, on trhreo_t Each XCP packet carries a congestion header (Figure 1)hwhic
hand, involves the relative throughput of flows sharing &.1in s ;sed to communicate a flow’s state to routers and feed-
A scheme is fair when the flows sharing a link have the same,5 .k from the routers on to the receivers. The filllccwnd
throughputirrespective of congestion. o is the sender’s current congestion window, wherHastt is

In our new paradigm, a router has both an efficiency conype sender's current RTT estimate. These are filled in by the
troller (EC) and a fairness controller (FC). This separatio sander and never modified in transit.
simplifies the dgsign anq analysis of each con_troller t?y "8 The remaining field [ _feedback, takes positive or neg-
ducing the requirements imposed. It also permits modifyingyjive values and is initialized by the sender accordingdo it
one of the controllers without redesigning or re-analyZimg  oqirements. Routers along the path modify this field to di-

other. Furthermore, the decoupling opens new avenues fQgcy control the congestion windows of the sources.
service differentiation using bandwidth allocation sclesm

1 - . . L
; ; _ “Inthis document, the notation RTT refers to the physicahobuip time,
that prowde some controlled unfaimess yet are too aggresrtt refers to the variable maintained by the source’s softwane, H _rtt

sive or too weak for controlling congestion. refers to a field in the congestion header.

the routers

Protocol

Like TCP, XCP is a window-based congestion control proto-

col intended for best effort traffic. However, its flexiblehi-

tecture can easily support differentiated services asaxed

in § 6. The description of XCP in this section assumes a pure

XCP network. In§ 8, we show that XCP can coexist with
CP in the same Internet and be TCP-friendly.




3.3 The XCP Sender 3.5.1 The Efficiency Controller (EC)

As with TCP, an XCP sender maintains a congestion win-The efficiency controller’'s purpose is to maximize link uti-

dow of the outstanding packetsynd, and an estimate of the lization while minimizing drop rate and persistent queués.

round trip timer t t . On packet departure, the sender attache$ooks only at aggregate traffic and need not care about fair-

a congestion header to the packet and setdfthevnd field  ness issues, such as which flow a packet belongs to.

to its currentcwnd and H _rtt to its currentr t t . In the first As XCP is window-based, the EC computes a desired in-

packet of a flowH _rtt is set to zero to indicate to the routers crease or decrease in the number of bits that the aggregate

that the source does not yet have a valid estimate of the RTTraffic transmits in a control interval (i.e., an average RTT
The sender uses thé_feedback field to request its de- This aggregate feedbagkis computed each control interval:

sired window increase. For example, when the application

has a desired rate, the sender setdl _feedback to the de- p=a-d-S—-05-Q, (1)

sired increase in the congestion window (tt - cwnd)
divided by the number of packets in the current congestiorf* andj3 are constant parameters, whose values are set based

window. If bandwidth is available, this initialization elks O OUr stability analysisi(4) to 0.4 and0.226, respectively.
the sender to reach the desired rate after one RTT. The termd is the average RTT, anflis the spare bandwidth
Whenever a new acknowledgment arrives, positive feegdefined as the difference between the input traffic rate and

back increases the sendenand and negative feedback re- link capacity. Finally,Q is the persistent queue size, as op-
duces it § is the packet size): posed to a transient queue that results from the bursty eatur

of all window-based protocols. We compupeby taking the
minimum queue seen by an arriving packet during the last
propagation delay, which we estimate by subtracting the lo-
In addition to direct feedback, XCP still needs to respondcal queuing delay from the average RTT.

to losses although they are rare. It does this in a similar-man  Equation 1 makes the feedback proportional to the spare

cwnd = max(cwnd + H_feedback, s),

nerto TCP. bandwidth because, whef > 0, the link is underutilized
and we want to send positive feedback, while witer: 0,
3.4 The XCP Receiver the link is congested and we want to send negative feedback.

S _ However this alone is insufficient because it would mean we
An XCP receiver is similar to a TCP receiver except that wheryive no feedback when the input traffic matches the capacity,
acknowledging a packet, it copies the congestion header fro gnd so the queue does not drain. To drain the persistent queue

the data packet to its acknowledgment. we make the aggregate feedback proportional to the persiste
queue too. Finally, since the feedback is in bits, the spare
3.5 The XCP Router: The Control Laws bandwidthS is multiplied by the average RTT.

) ) _ We can achieve efficiency by dividing the aggregate feed-
An XCP router uses a Drop-Tail or RED queue equipped withy, ¢k into small chunks that we allocate to single packets as
an efficiency controllerand afairness controller Both of H_feedback. Since the EC deals only with the aggregate be-

these compute estimates over the average RTT of the flows,yior, it does not care which packets get the feedback and by
traversing the link, which smooths the burstiness of awmdo ow much each individual flow changes its congestion win-

based control protocol. Estimating parameters over ialerv dow. All the EC requires is that the total traffic changes by
longer than the average RTT leads to sluggish responses whil, oyer this control interval. How exactly we divide the feed-
estimating parameters over shorter intervals leads tmeoos 5.k among the packets (and hence the flows) affects only

estimates. The average RTT is computed using the i”form"’}airness, and so is the job of the faimess controller.
tion in the congestion header.

XCP controllers make a single control decision every av-3
erage RTT. This is motivated by the need to observe the re-’
sults of previous control decisions before attempting a nevirthe job of the fairness controller (FC) is to apportion the
control. For example, if the router tells the sources toéase  feedback to individual packets to achieve fairness. The FC
their congestion windows, it should wait to see how muchrelies on the same principle TCP uses to converge to fairness
spare bandwidth remains before telling them to increasmaga namely Additive-Increase Multiplicative-Decrease (AIMD)

The router maintains a per-link estimation-control timer Thus, we want to compute the per-packet feedback accord-
that is set to the most recent estimate of the average RTT aing to the policy:
that link. Upon timeout the router updates its estimates and!f ¢ > 0, allocate it so that the increase in throughput of all

5.2 The Fairness Controller (FC)

its control decisions. In the remainder of this paper, werref flows is the same. _
to the router’s current estimate of the average RTT/de If ¢ < 0, allocate it so that the decrease in throughput of a
emphasize this is the feedback delay. flow is proportional to its current throughput.

This ensures continuous convergence to fairness as long as
the aggregate feedbagkis not zero. To prevent convergence



stalling when efficiency becomes optimal € 0), we intro-  is the sum of the positive feedback a flow has received divided
duce the concept of bandwidth shuffling. This is the simulta-by its rtt, and so:

neous allocation and deallocation of bandwidth such that th .

total traffic rate (and consequently the efficiency) does not h + max(¢,0) Di
change, yet the throughput of each individual flow changes d - rtt;’ )
gradually to approach the flow’s fair share. The shuffled traf
fic is computed as follows: where L is the number of packets seen by the router in an
average RTT. From thig,, can be derived as:
h =max(0,7 -y — |¢]), () i+ max(6,0) )
wherey is the input traffic in an average RTT ands a con- &= d-> c;‘;fjii ()

stant set to 0.1. This equation ensures that, every average

RTT, at least 10% of the traffic is redistributed according to ~ Similarly, we compute the per-packet negative feedback

AIMD. The choice of 10% is a tradeoff between the time to given when the aggregate feedback is negative<(0). In

converge to fairness and the disturbance the shuffling iegos this case, we want the decrease in the throughput of ftmv

on a system that is around optimal efficiency. be proportional to its current throughput (i.e.,
Next, we compute the per-packet feedback that allows thé\throughput oc  throughpuf). Consequently, the desired

FC to enforce the above policies. Since the increase lawis aghange in the flow’s congestion window is proportional to its

ditive whereas the decrease is multiplicative, it is comsren  current congestion window (i.eAcwnd o cwnd). Again,

to compute the feedback assigned to packestthe combina- the desired per-packet feedback is the desired change in the

tion of a positive feedbacl; and a negative feedbaek. congestion window divided by the expected number of pack-
ets from this flow that the router sees in an intem/all hus,
H_feedback; = p; — n;. (3)  we finally find that the per-packet negative feedback should

_ be proportional to a flow’s RTT (i.en;  rtt;).
First, we compute the case when the aggregate feedback Th,s negative feedbagk is given by:

is positive ¢ > 0). In this case, we want to increase the

throughput of all flows by the same amount. Thus, we want n; =&, - rtty (7

the change in the throughput of any flewo be proportional

to the same constant, (i.&\throughput; < constant). Since whereg,, is a constant. As with the increase case, the total
we are dealing with a window-based protocol, we want todecrease in the aggregate traffic rate is the sum of the dezrea
compute the change in congestion window rather than thé the rates of all flows in the aggregate:

change in throughput. The change in the congestion window

of flow ¢ is the change in its throughput multiplied by its RTT. h + max(—¢,0) Lo
Hence, the change in the congestion window of fishkould d - Z rit; (8)
be proportional to the flow’s RTT, (i.eAcwnd;  ritt;). .
The next step is to translate this desired change of con*S S0.&» can be derived as:
gestion window to per-packet feedback that will be reported h + max(—g, 0)
in the congestion header. The total change in congestion win fp=——"-——"+ (9)

dow of a flow is the sum of the per-packet feedback it re- d-L

ceives. Thus, we obtain the per-packet feedback by dividin
the change in congestion window by the expected number o
packets from flowi that the router sees in a control interval A few points are worth noting about the design of the effi-
d. This number is proportional to the flow’s congestion win- ciency controller and the fairness controller.
dow, cwnd;, and inversely proportional to its round trip time, As mentioned earlier, the efficiency and fairness contrslle
rtt;. Thus, we find that the per-packet positive feedback isare decoupled. Specifically, the efficiency controller uses
proportional to the square of the flow’s RTT, and inverselyMultiplicative-Increase Multiplicative-Decrease law (MD),
proportional to its congestion window, (i.@;, c;til;)' whereas the faimess controller uses an Additive-Increase
Thus, positive feedbagk is given by: ! Multiplicative-Decrease law (AIMD). The independence is
maintained by ensuring that as individual flows follow the
rtt? feedback from the fairness controller, the aggregate ¢raffi
pi = 5PM’ 4) obeys the efficiency controller. XCP guarantees this indepe
) ) ) dence because its equations and implementation ensure that
where¢,, is a constant. The total increase in the aggregatene sum of feedback given to individual flows in a control
traffic rate is"™22(2.0 \heremaz (¢, 0) ensures that we interval adds up to the aggregate feedback computed by the
are computing the positive feedback. This is equal to the surafficiency controller.

of the increase in the rates of all flows in the aggregate,lwhic  The particular control laws used by the efficiency con-

.5.3 Notes on the Efficiency and Fairness Controllers




troller (MIMD) and the fairness controller (AIMD) are not Si Bottleneck

the only possible choices. For example, in [26] we describe S
a fairness controller that uses a binomial law similar tostho
described in [6]. We chose the control laws above because our
analysis and simulation demonstrate their good performanc
We note that the efficiency controller satisfies the require-
ments in§ 2. The dynamics of the aggregate traffic are spec-
ified by the aggregate feedback and stay independent of the
number of flows traversing the link. Additionally, in congta Bottleneck
to TCP where the increase/decrease rules are indifferent to
the degree of congestion in the network, the aggregate feed-

R, Ry Ry

~

4 Reverse \}
Traffic

Figure 2: A single bottleneck topology.

back sent by the EC is proportional to the degree of under- or 0/,—\0/,—\0’—\0/,—\0/,—{\0/,—\0/,—\0/,—\\0/—,?0
over-utilization. Furthermore, since the aggregate faeib u' ‘“ \H/ ‘“ ‘“ vl ‘“ ‘“ v l
is given over an average RTT, XCP becomes less aggressive

as the round trip delay increases. Figure 3: A parking lot topology.

Although the fairness controller uses AIMD, it is signifi-
cantly fairer than TCP. Note that in AIMD, all flows increase
equally regardless of their current rate. Therefore, itis t We can choose constant values for the parametarsls that
multiplicative-decrease that helps converging to faisnds ~ work in all environments. This is a significant improvement
TCP, multiplicative-decrease is tied to the occurrence of @Ver previous approaches where the parameters either work
drop, which should be a rare event. In contrast, with XCPonly in specific environments (e.g, RED) or have to be chosen
multiplicative-decrease is decoupled from drops and is perdifferently depending on the number of sources, the capacit
formed every average RTT. and the delay (e.g., AVQ). 14, we show how these constant
XCP is fairly robust to estimation errors. For example, values are chosen.
we estimate the value gf, everyd and use it as a prediction Finally, implementing the efficiency and fairness conts|
of the value of¢, during the following control interval (i.e., is fairly simple and requires only a few lines of code as shown
the followingd). If we underestimate¢,, we will fail to allo-  in Appendix A. We note that an XCP router performs only a
cate all of the positive feedback in the current controlivaé ~ few additions and 3 multiplications per packet, making it an
Nonetheless, the bandwidth we fail to allocate will appear i attractive choice even as a backbone router.
our next estimation of the input traffic as a spare bandwidth,
which will be allocated (or partially allocated) in the foll- ™ .
ing control interval. Thus, in every control interval, a pon 4 Stablllty AnaIySIS

of the spare _banc_le|dth is allocated until none 'S left. SInCeWe use a fluid model of the traffic to analyze the stability of
our underestimation @f, causes reduced allocation, the oN-v = Our analysis considers a single link traversed by mul-

vergence to efficiency is slower than if our predictionégf .. N -
had been correct. Yetthe error does not stop XCP from reac tl_ple XCP flows. For the sake of simplicity and tractability,

ing full utilization. Similarly, if we overestimaté€, then we similarly to previous work [21, 15, 22, 24], our analysis as-

will allocate more feedback to flows at the beginning ofacon—umes all flows have a common, finite, and positive round

trol interval and run out of aggregate feedback quickly.sThi trip delay, and neglects boundary_ conditions (i.e., queues
o bounded, rates cannot be negative). Later, we demonstrate
uneven spread of feedback over the allocation interval do

eﬁ]rough extensive simulations that even with larger topolo

not affect convergence tq uF|I|zat|on but it slows down con- ies, different RTTs, and boundary conditions, our resaiilis
vergence to fairness. A similar argument can be made abo o1d

other estimation errors; they mainly affect the convergenc .
. The main result can be stated as follows.
time rather than the correctness of the controlfers.

XCP congestion control is independent of the number offheorem 1. Suppose the round trip delayds If the param-
sources, the capacity of the bottleneck, and the delay, @and stersa and 3 satisfy:

2The relation between XCP’s dynamics and feedback delay rid twa

fully grasp from Equation 1. We refer the interested readdEquation 16, I<a< T and (= a2\/§,

which shows that the change in throughput based on rate-midnis in- 4\/§

versely proportional to delay, and the change based on guésraatch is . . .
inversely proportional to the square of delay. then the system is stable independently of delay, capaoity,

SThere is one type of error that may prevent the convergencertplete number of sources.
efficiency, which is the unbalanced allocation and deationaof the shuffled

traffic. For example, if by the end of a control interval we liizzate all of the The details of the proof are given in Appendix B. The

shuffled traffic but fail to allocate it, then the shuffling rhigrevent us from ; or ; ; ;
reaching full link utilization. Yet note that the shufflecfic is only 10% of idea undgrlylngbthe stability proof I.S thel. fOIIOV\;IngdbGIVETB
the input traffic. Furthermore, shuffling exists only whei < 0.1y. assumptions above, our system is a linear feedback system



with delay. The stability of such systems may be studied by 1 5 : : : : : :

plotting their open-loop transfer function in a Nyquistplo & *°& L]
We prove that by choosing and3 as stated above, the sys- £ [~ 5. = e o]
tem satisfies the Nyquist stability criterion. Further, gen 3 o6 R
margin is greater than one and the phase margin is positivéj 05 1
independently of delay, capacity, and number of soutces.  © o ‘ ‘ ‘ x 777777777777 e e 4
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In this section, we demonstrate through extensive sinarati = &

that by complying with the conditions in Theorem 1, we can
choose constant values farand 5 that work with any ca-

pacity and delay, as well as any number of sources. Ourg : =
simulations cover capacities in [1.5 Mb/s, 4 Gb/s], propa- 0 S eneck oy (o

gation delays in [10 ms, 3 sec], and number of sources inﬁ 90000 , , , , , , :
[1, 1000]. Further, we simulate 2-way traffic (with the re- £ 80009

1500
1000

e Bottleneck Queue (packets)

Av

oobXe

sulting ack compression) and dynamic environments with ar-2 s R e ]
rivals and departures of short web-like flows. In all of these § o0 e ]
simulations, we set = 0.4 and 3 = 0.226 showing the ~ § 2% ;
robustness of our results. £ 10000 e I .

e

Additionally, the simulations show that in contrastto TCP, ’ < 500 2000 1500 2000 2500 3000 3500 4000
the new protocol dampens oscillations and smoothly comeerg Bottleneck Capacity (Mbps)
to high utilization, small queue size, and fair bandwidtb-al  Figure 4: XCP significantly outperforms TCP in high band-
cation. We also demonstrate that the protocol is robust tavidth environments. The graphs compare the efficiency of XCP
highly varying traffic demands and high variance in flows’ with that of TCP over RED, CSFQ, REM, and AVQ as a func-
round trip times. tion of capacity.

Our simulations compare XCP with various AQM schemes

Luer:g;?r?]:;?e?/ris:;g'ﬁ:);ggg;g?:;n;rg;ye\slz(r);va?getécp out Core Stateless Fair QueuindCSFQ [29]). In contrast to the
' above AQMs, whose goal is to achieve high utilization and
. . small queue size, CSFQ aims for providing high fairness in a
5.1 Simulation Setup network cloud with no per-flow state in core routers. We com-
pare CSFQ with XCP to show that XCP can be used within
F;he CSFQ framework to improve its fairness and efficiency.
Again, the parameters are set to the values chosen by the au-

Random Earlv Di 4 (RED [12]). O X thors in theimsimplementation.
arl om ,?ry iscard ( [13]). Our experiments use The simulator code for these AQM schemes is provided
the “gentle” mode and set the parameters according to the a

) . . L ; %y their authors. Further, to allow these schemes to exhibit
thors’ recommendations in [2]. The minimum and the maxi-_° . . .

. . their best performance, we simulate them with ECN enabled.
mum thresholds are set to one third and two thirds the buffer . )
size, respectively In all of our simulations, the XCP param(_eters are s_et to

’ C _ a = 0.4 ands = 0.226. We experimented with XCP with

Random Early Marking (REM [5]). Our experiments set poth Drop-Tail and RED dropping policies. There was no
REM parameters according to the authors’ recommendatiogifference between the two cases because XCP almost never

Our simulations use the packet-level simulats+2[1], which
we have extended with an XCP module. We compare XC
with TCP Reno over the following queuing disciplines:

provided with their code. In particulayy = 1.001, v =  dropped packets.
0.001, the update interval is set to the transmission time of  \ost of our simulations use the topology in Figure 2. The
10 packets, andrefis set to one third of the buffer size. bottleneck capacity, the round trip delay, and the number of

Adaptive Virtual Queue (AVQ [21]). As recommended by flows vary according to the objective of the experiment. The
the authors, our experiments use= 0.98 and computex  buffer size is always set to the delay-bandwidth produce Th
based on the equation in [21]. Yet, as shown in [19], thedata packet size is 1000 bytes. Simulations over the topol-
equation for settingr does not admit a solution for high ca- ogy in Figure 3 are used to show that our results generalize
pacities. In these cases, we use- 0.15 as used in [21]. to larger and more complex topologies. Unless specified dif-
4The gain margin is the magnitude of the transfer functionhat fre- ferently, the_ rea_der should assume that the S|mglat|onl{opo
quency—=. The phase margin is the frequency at which the magnitude ofogY iS that in Figure 2, the flows RTTs are equivalent, and
the transfer function becomes 1. They are used to prove retaisility. the sources are long-lived FTP flows. Simulations’ running
5We will make our code and simulation scripts publicly avaiéa times vary depending on the propagation delay but are always
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Figure 5: XCP significantly outperforms TCP in high delay en- Figure 6: XCP is efficient with any number of flows. The graphs
vironments. The graphs compare bottleneck utilization, aer- compare the efficiency of XCP and TCP with various queuing
age queue, and number of drops as round trip delay increases schemes as a function of the number of flows.

when flows are XCPs and when they are TCPs over RED, CSFQ,

REM, and AVQ. . . .
Figure 5 shows that as the propagation delay increases,

TCP’s utilization degrades considerably regardless ofjthex-
larger than 300 RTTs. All simulations were run long enoughing scheme. XCP, on the other hand, maintains high utiliza-
to ensure the system has reached a consistent behavior.  tion independently of delay.

The adverse impact of large delay on TCP’s performance

5.2 Comparison with TCP and AQM Schemes has been noted over satellite IinI_<s. The bur_sty nature of TCP

has been suggested as a potential explanation and packet pac
Impact of Capacity: We show that an increase in link capac- ing has been proposed as a solution [4]; however, this exper-
ity will cause a significant degradation in TCP’s perform@nc iment shows that burstiness is a minor factor. In partigular
irrespective of the queuing scheme. In this experiment, 5XCP is a bursty window-based protocol but it copes with de-
long-lived FTP flows share a bottleneck. All links have theay much better than TCP. It does so by adjusting its aggres-
same propagation delay of 20 ms. Additionally, there are 5Giveness according to round trip delay.
flows traversing the reverse path and used merely to create
2-way traffic environment with the potential for ack compres
sion. Since XCP is based on a fluid model and estimates so
parameters, the existence of reverse traffic tends to dtress

I?npact of Number of Flows: We fix the bottleneck capacity

at 100 Mb/s and round trip propagation delay at 100 ms and
mrgpeat the same experiment with a varying number of FTP
protocol sources. Other parameters have the same values used in the

Fi 4d trates that ity i TCPprevious experimerft.Figure 6 shows that overall, XCP ex-
\gure = demonstrates that as capaclly increases, hibits better utilization, reasonable gueue size, and &gta
bottleneck utilization decreases significantly. This repp

dl fth ) h | trast. XCP's il losses. The increase in XCP queue as the number of flows
regardiess ot the queuing scneme. ih contrast, 7 SBNZ 5, creases is a side effect of its high fairness (see Figure 8)
tion is always near optimal independent of the link capacity

7 When the number of flows is larger than 500, the fair conges-

dd han TCP. Wi cularl hatin all of hzﬁon window is between one and two packets. Since the fair
and drop rate_t an - Ve par_tlcu arly note t_ atin all of t econgestion window is a real number but the effective conges-
experiments in Figure 4, XCP did not drop a single packet.

tion window is an integer number of packets, the rounding er-
Impact of Feedback Delay: We fix the bottleneck capacity ror increases causing a disturbance. Consequently, theeque
at 45 Mb/s and StUdy the Impact of increased delay on the 6We choose a capacity of 100 Mb/s and a round trip delay of 10€oms
performance of Conges_t'on Contrql' All other.parametemeha guarantee that the pipe is large enough for all flows to seledst one packet
the same values used in the previous experiment. and stay active.
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Figure 7: XCP is robust and efficient in environments with ar- Figure 8: XCP is fair to both equal and different RTT flows.

rivals and departures of short web-like flows. The graphs com  The graphs compare XCP’s Fairness to that of TCP over RED,
pare the efficiency of XCP to that of TCP over various queuing CSFQ, REM, and AVQ.
schemes as a function of short flows arrival rate.

second set of simulations, the flows have different RTTs in
increases to absorb this disturbance. the range [40 ms, 330 MSRC'T,1 = RTT; + 10ms).
Impact of Short Web-Like Traffic: Since a large number Figures 8-a and 8-b demonstrate that, in contrast to other
of flows in the Internet are short web-like flows, it is impor- approaches, XCP provides a fair bandwidth allocation and
tant to investigate the impact of such dynamic flows on condoes not have any bias against long RTT flows. Furthermore,
gestion control. In this experiment, we have 50 long-livedFigure 8-b demonstrates XCP robustness to high variance in
FTP flows traversing the bottleneck link. Also, there are 50the RTT distribution. Thus, although XCP computes an esti-
flows traversing the reverse path whose presence emulategnate of the average RTT of the system, it still operates cor-
2-way traffic environment with the resulting ack compres-rectly in environments where the RTT varies widely from one
sion. The bottleneck bandwidth is 100 Mb/s and the roundlow to another. For further information on this point see Ap-
trip delay is 80 ms. Short flows arrive according to a Poissorpendix C.
process. Their transfer size is derived from a Pareto distri At the end of this section, it is worth noting that the av-
tion with an average of 30 packets (ns-implementation witherage drop rate of XCP was less theim ¢, which is three
shape_ = 1.35), which complies with real web traffic [11]. orders of magnitude smaller than the other schemes despite

Figure 7 graphs bottleneck utilization, average queue sizgheir use of ECN.

and total number of drops, all as functions of the arrivagrat
of short flows. The figure shows that XCP outpeﬁqrms _the5_3 The Dynamics of XCP
other schemes in all experiments. Further, the utilization
queue size, and drop rate obtained by XCP are very clos¥hile the simulations presented above focus on long term
to the optimal behavior. Most importantly, this particue ~ average behavior, this section shows the short term dyrsamic
periment demonstrates XCP's robustness in dynamic envirorPf XCP. In particular, we show that XCP’s utilization, queue
ments with large numbers of flow arrivals and departures. ~ Size, and throughput exhibit very limited oscillations.€eFé-
fore, the average behavior presented in the section above is

Fairness : This experiment shows that XCP is significantly | . .
fairer than TCP, regardless of the queuing scheme. We havheIghly representative of the general behavior of the prakoc

30 long-lived FTP flows sharing a single 30 Mb/s bottleneck.Convergence Dynamics:We show that XCP dampens os-
We conduct two sets of simulations. In the first set, all flowscillations and converges smoothly to high utilization simal

have a common round-trip propagation delay of 40 ms. In thélueues and fair bandwidth allocation. In this experiment, 5
long-lived flows share a 45 Mb/s bottleneck and have a com-
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- A More Complex Topology: This experiment uses the 9-link
. topology in Figure 3, although results are very similar for
topologies with more links. Link 5 has the lowest capacity,
namely 50 Mb/s, whereas the others are 100 Mb/s links. All
links have 20 ms one-way propagation delay. Fifty flows, rep-
resented by the solid arrow, traverse all links in the fovar
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K 10 12 14 direction. Fifty cross flows, illustrated by the small daghe
. ' ' @Tme e ' ' arrows, traverse each individual link in the forward difent
L y - Bottleneck Utlization . 50 flows also traverse all links along the reverse path.
_oosl ) Figure 11 illustrates the average utilization, queue size,
g osl {4 and number of drops at every link. In general, all schemes
5 o4} {  maintain a reasonably high utilization at all links (note th
02} 1 scale). However, the trade off between optimal utilizaton
o . . . . " s " small queue size is handled differently in XCP from the var-
(b) Time (seconds) ious AQM schemes. XCP trades a few percent of utilization
° ‘ ‘ ‘ ' Bottlenetk Queue - for a considerably smaller queue size. XCP’s lower utiliza-

1 tion in this experiment compared to previous ones is due to
1 disturbance introduced by shuffling. In particular, at 8rik
{ 2, 3, and 4 the fairness controller tries to shuffle bandwidth
1 from the cross flows to the long-distance flows, which have
‘ ‘ ‘ lower throughput. Yet, these long-distance flows are thedtt
10 2 " downstream at link 5, and so cannot benefit from this posi-
tive feedback. This effect is mitigated at links downstream
Figure 9: XCP’s smooth convergence to high faimess, good bt from link 5 because they can observe the upstream throttling
lization, and small queue size. Five XCP_rows share a 45 Mb/s 54 correspondingly reduce the amount of negative feedback
22:(';?;0'(' They start their transfers at times 0, 2, 4, 6,ad 8 /01 (see implementation in Appendix A). In any event, as
' the total shuffled bandwidth is less than 10%, the utilizatio
is always higher than 90%.
mon RTT of 40 ms. The flows start their transfers two sec-  Itis possible to modify XCP so that it maintains the queue
onds apartat 0, 2, 4, 6, and 8 seconds. around a target value rather than draining all of it. This {dou
Figure 9-a shows that whenever a new flow starts, the faireause the disturbance induced by shuffling to appear as a fluc-
ness controller reallocates bandwidth to maintain min-maxuation in the queue rather than as a drop in utilization. How
fairness. Figure 9-b shows that decoupling utilization andever, we believe that maintaining a small queue size is more
fairness control ensures that this reallocation is achiewith- ~ valuable than a few percentincrease in utilization whenglow
out disturbing the link’s high utilization. Finally, Figar9-c  traverse multiple congested links. In particular, it lesee
shows the instantaneous queue, which effectively abshebs t safety margin for bursty arrivals of new flows. In contrabkg t
new traffic and drains afterwards. large queues maintained at all links in the TCP simulations

Robustness to Sudden Increase or Decrease in Traffic De- C2US€ every packet to wait at all of the nine queues, which
mands: In this experiment, we examine performance as traf-Considerably increases end-to-end latency.

fic demands and dynamics vary considerably. We start the

simulation with 10 long-lived FTP flows sharing a 100 Mb/s ; ;

bottleneck with a round trip propagation delay of 40 ms. At6 Qua“ty of Service

t = 4 seconds, we start 100 new flows and let them stabiy cp renders differentiated services easier to design ard im
lize. Att = 8§ seconds, we stop these 100 flows leaving theyiement because it decouples faimness control from effigien
0r|g|r_1al 10 flows in the system. control. In particular, since high utilization and smalleges
Figure 10 shows the utilization and queue, both for the, .o guaranteed by the efficiency controller, designingediff
case when the flows are XCP, and for when they are TCPgnia| services becomes a matter of allocating the aggzegat
traversing RED queues. XCP absorbs the new burst of flowgseghack to the individual flows so that they converge to the
without dropping any packets, while maintaining high @i jegijre rates. The designer need not worry whether the flows

tion. TCP on the other hand is highly disturbed by the sud;ncrease too aggressively, causing congestion, or whetagr
denincrease in the traffic and takes a long time to restabiliz 4.6 190 slow at grabbing the spare bandwidth.

When the flows are suddenly stopped at 10 seconds, XCP Before describing our service differentiation scheme, we
quickly reallocates the spare bandwidth and continuesite ha e that in XCP, bandwidth differentiation is the only mean

high utilization. In contrast, the sudden decrease in dmaningfm quality of service (QoS). Since XCP provides small
destabilizes TCP and causes a large sequence of oscidlation

Queue at Packet Arrival (Packets)

(c) Time (seconds)
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Figure 10: XCP is more robust against sudden increase or deease in traffic demands than TCP. Ten FTP flows share a bottlewck.
Attime t = 4 seconds, we start 100 additional flows. At = 8 seconds, these 100 flows are suddenly stopped and the oridita flows
are left to stabilize again.
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. . . B . L entiation because by changing the price the user can achieve
e 2 3 4 5 6 7 8 o the rate she desires. Note that all users sharing the same bot
(c) Link ID

tleneck pay the same price per unit of bandwidth. Hence, by
Figure 11: Simulation with multiple congested queues. Utiza-  observing the rate the user gets for a particular price, ahe ¢
tion, average Queue size, and number of drops at nine consecu  predict the increase in price she needs in order to obtain a
tive links (topology in Figure 3). Link 5 has the lowest capaity certain desired rate.

along the path. Using the above model, one can easily provide end-to-end
quality of service in an XCP network. To do so, the sender

queue size and near-zero drops, QoS schemes that guarantgBiaces the cwnd field by its current congestion window
small queuing delay or low jitter are redundant. divided by the price she is willing to pay (i.e, cwnd/price).

In this section, we describe a simple scheme that can pro'l_'hls minor modification is enough to produce a service that

vide differential services according to the shadow pricegeh CF’mp"e§ V\,"th the above mo‘?'e" and allows any throughput
differentiation that a user desires.

defined by Kelly [20]. In this model, a user chooses the , : i
Next, we show simulation results that support our claims.

price per unit time she is willing to pay. The network allo- hree XCP h 10 Mb/s botl . Th
cates bandwidth so that the throughputs of users competin ree. Sources share a s bottleneck. The corre-
ponding prices arg; = 5, po = 10, andps = 15. Each

for the same bottleneck are proportional to their prices. (i /
prop P ( source wants to transfer a file of 10 Mbytes, and they all start
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together att = 0. The results in Figure 12 show that the 8 ~Gradual Deployment

transfer rate depends on the price the flow pays. At the begin-

ning, when all flows are active, their throughputs are 5 Mb/s XCP is amenable to gradual deployment, which could follow
31Mb/s, andl ZMb/s, which are proportional to their corre- one of two paths.

3
sponding prices. After Flow 1 finishes its transfer, the rama

ing flows grab the freed bandwidth such that theirthrougbiputg.1  XCP-based Core Stateless Fair Queuing
continue being proportional to their prices. Note the high r _ o
sponsiveness of the system. In particular, when Flow 1 finXCP can be deployed in a cloud-based approach similar to

ishes its transfer freeing half of the link capacity, theesth that proposed by Core Stateless Fair Queuing (CSFQ). Such
flows’ sending rates adapt in a few RTTs. an approach would have several benefits. It would force un-

responsive or UDP flows to use a fair share without needing
. per-flow state in the network core. It would improve the ef-
4 Securlty ficiency of the network because an XCP core allows higher
utilization, smaller queue sizes, and minimal packet drdips
In this section, we show that XCP improves network secu-also would allow an ISP to provide differential bandwidth al
rity against attacks that target the network infrastruetly  |ocation internally in their network. CSFQ obviously share
attempting to congest one or more links and deny bandwidtlthese objectives, but our simulations indicate that XCPhinig
to other legitimate flows. Attacks that target a server or agive better fairness, higher utilization, and lower delay.
particular software bug at a router module, though highly im To use XCP in this way, we map TCP or UDP flows across
portant, are outside the scope of this paper. a network cloud onto XCP flows between the ingress and
XCP facilitates detecting network attacks and isolatingegress border routes. Each XCP flow is associated with a
unresponsive sources because of two features: its operatiqueue at the ingress router. Arriving TCP or UDP packets
with near-zero drops; and the explicit feedback. enter the relevant queue, and the corresponding XCP flow
The simulation results demonstrate that it is unlikely for gcross the core determines when they can leave. For this
XCP to drop packets. Hence, a sustained high drop rate is jgurpose,H _rtt is the measured propagation delay between
strong sign of unresponsive flows. Thus, in XCP it is easyingress and egress routers, aHdcwnd is set to the XCP
to detect flows that do not respond to congestion signals angongestion window maintained by the ingress router (not the
attempt to deny other flows their legitimate share of the bandTCP congestion window).
width. This is in contrast to a TCP network where drops are  Maintaining an XCP core can be simplified further. First,
normal events and the drop rate depends on the number gfere is no need to attach a congestion header to the packets,
flows rather than on the flows being unresponsive. Henceas feedback can be collected using a small control packet ex-
while detecting attacks in a TCP network requires contirsiou changed between border routers every RTT. Second, multiple
scrutiny of at least a subset of the sources [23], and impos&sicro flows that share the same pair of ingress and egress
an extra load on an already congested router, in an XCP neporder routers can be mapped to a single XCP flow. The
work such detection happens naturally. weighted fairness scheme, described 8) allows each XCP
Additionally, isolating the misbehaving source becomesmacro-flow to obtain a throughput proportional to the num-
faster and easier because the the router can use the expligiér of micro-flows in it. The router will forward packets from
feedback to test a source. More precisely, in TCP isolating athe queue according to the XCP macro-flow rate. TCP will
unresponsive source requires the router to monitor the-avehaturally cause the micro-flows to converge to share the XCP
age rate of a suspect source over a fairly long interval to demacro-flow fairly, although care should be taken not to mix

cide whether the source is reacting according to AIMD. Also,responsive and unresponsive flows in the same macro-flow.
since the source’s RTT is unknown, its correct sending rate

is not spegﬁed, vyh|ch .comphcates the ta_sk even further. Irg'2 A TCP-friendly XCP

contrast, in XCP, isolating a suspect flow is easy. The router

can send the flow a test feedback requiring it to decrease it this section, we describe a mechanism allowing end-tb-en

congestion window to a particular value. If the flow does notXCP to compete fairly with TCP in the same network. This

react in a single RTT then it is unresponsive. The fact thatlesign can be used to allow XCP to exist in a multi-protocol

the flow specifies its RTT in the packet makes the monitoringhetwork, or as a mechanism for incremental deployment.

easier. Since the flow cannot tell when a router is monitoring To start an XCP connection, the sender must check

its behavior, it has to always follow the explicit feedbdck.  whether the receiver and the routers along the path are XCP-
7As an example, consider a flow that tries to increase its sgdite by~ €nabled. If they are not, the sender reverts to TCP or another

claiming its RTT is larger than it really is. As a result their traffic will conventional protocol. These checks can be done using sim-
exceed the link capacity and there will be drops. The routeices these  ple TCP and IP options.

drops and raises one bit in all of the packets it forwardsmduthis high
drop period. The exit border routers notice this bit and rmrthe suspect  the resulting traffic rate. The misbehaving source will stewigher rate
flows. In particular, they send these flows a negative feddaad monitor ~ than it is claiming and will be discovered in about one RTT.

12



We then extend the design of an XCP router to handles » - X TP x
a mixture of XCP and TCP flows while ensuring that XCP &18 xep
flows are TCP-friendly. The router distinguishes XCP traffic é’ii Ix "
from non-XCP traffic and queues it separately. TCP packetsg 12 - X [ e | X+X>><<X P
are queued in a conventional RED queue (frgueug. XCP gog i X Y %& éﬁ%f%ﬁi Q‘%@% oo
flows are queued in an XCP-enabled queue Xfoueugde- 2064 ‘ ) ‘ ‘ ‘ ‘ ‘
scribed in§ 3.5). To be fair, the router should process pack- 3TCP  5TCP 15TCP 30TCP 30TCP 30TCP 30 TCP
ets from the two queues such that the average throughput ob- S0XCP30XCR SOXCP 30XCR 1SXCR SXCR - SxCR
served by XCP flows equals the average throughput observed Figure 13: XCP is TCP-friendly.

by TCP flows, irrespective of the number of flows. This

is done using weighted-fair queuing with two queues where,

the weights are dynamically updated and converge to the fai9 Related Work
shares of XCP and TCP. The weight update mechanism uses build h i | Jf q )
the T-queue drop rate to compute the average congestion *CP Puilds onthe experience learned from TCP and previous

window of the TCP flows. The computation uses a TFRC-/ésearch in congestion co_ntrol [6, 10, 13, 16]. In particula
like [12] approach, based on TCP’s throughput equation: the use of explicit cc_)n_gestlon fe_edback.r_]as peen proposed by
the authors of Explicit Congestion Notification (ECN) [28].

S (10) XCP generalizes this approaph soas to send more informgtipn
\/ng 12p %p x (1 + 32p2) about th_e degree of congestion in the network. Also, e>¢_pI|C|
congestion feedback has been used for controlling Avalabl
wheres is the average packet size. When the estimationBit Rate (ABR) in ATM networks [3, 9, 17, 18]. However, in
control timer fires, the weights are updated as follows: contrast to ABR flow control protocols, which usually main-
tain per-flow state at switches [3, 9, 17, 18], XCP does not
cundxcp — condrep keep any per-flow state in routers. Further, ABR control pro-
(1) tocols are usually rate-based, while XCP is a window-based
protocol and enjoys self-clocking, a characteristic that-c
- , (12)  siderably improves stability [7].
cwndxcp + cwndrcp Additionally, XCP builds on Core Stateless Fair Queuing
(CSFQ) [29], which by putting a flow’s state in the packets

are the T-queue and the X-queue weights. This updates tHedn provide fairness with no per-flow state in the core rauter
weights to decrease the difference between TCP’s and XCP’s, Our work is also related t9 Active Quel_Je_ Management
average congestion windows. When the difference becomégsc'pIIneS [13, 5, 21, 15], W_h'Ch det.ect an'F|C|pated cange
zero, the weights stop changing and stabilize. tion and attempt to prevent it by taking active counter mea-

Finally, the aggregate feedback is modified to cause thaures. However, in contrast to these schemes, XCP uses con-

XCP traffic to converge to its fair share of the link bandwidth St@nt parameters whose effective values are independent of
capacity, delay, and number of sources.

d=a-d-Sx —3-Qx, (13) Finally, Our analysis is motivated by previous work that
used a control theory framework for analyzing the stabiity
wherea and 3 are constant parametersthe average round congestion control protocols [22, 27, 15, 21, 24].
trip time, Q x is the size of the X-queue, arly is XCP’s
fair share of the spare bandwidth computed as:

cwnchp =

)

WT = W + K—x= — s
cundxcp + cwundrcp

cundrcp — cundxcp

wxy =wx +K

wherek is a small constantin the range (0,1), angd andw x

10 Conclusions and Future Work
Sx =wx - ¢—yx, (14) _ _

Theory and simulations suggest that current Internet cenge
wherewy is the XCP weightc is the capacity of the link, tion control mechanisms are likely to run into difficulty imet
andy is the total rate of the XCP traffic traversing the link. long term if current technology trends continue. This moti-

Figure 13 shows the throughputs of various combinationwated us to step back and re-evaluate both control law and
of competing TCP and XCP flows normalized by the fair signalling for congestion control.
share. The bottleneck capacity is 45 Mb/s and the common Motivated by CSFQ, we chose to convey control infor-
delay is 40 ms. The simulations results demonstrate that XCkhation between the end-systems and the routers using a few
is as TCP-friendly as other protocols that are currentlyaind bytes in the packet header. The most important consequence
consideration for deployment in the Internet [12]. of this explicit control is that it permits a decoupling adn-
gestion controfrom fairness contral In turn, this decoupling
allows more efficient use of network resources and more flex-
ible bandwidth allocation schemes.

13



Based on these ideas, we devised XCP, an explicit con-[9] A. Charny. An algorithm for rate allocation in a packet-

gestion control protocol and architecture that can coritrel

dynamics of the aggregate traffic independently from the-rel [10]

tive throughput of the individual flows in the aggregate. €on

trolling congestion is done using an analytically tractailethod
that matches the aggregate traffic rate to the link capacityj 1)
while preventing persistent queues from forming. The decou

pling then permits XCP to reallocate bandwidth between in-

dividual flows without worrying about being too aggressivei [12]

dropping packets or too slow in utilizing spare bandwidtle W
demonstrated a fairness mechanism basdzhowidth shuf-
fling that converges much faster than TCP does, and show:

qd3]

how to use this to implement both min-max fairness and the

shadow prices model.

Our extensive simulations demonstrate that XCP mainyy

tains good utilization and fairness, has low queuing delag,

drops very few packets. We evaluated XCP in comparison

with TCP over RED, REM, AVQ, and CSFQ queues, in both|151 ¢ Hollot, V. Misra, D. Towsley, , and W. Gong. On desiggi

steady-state and dynamic environments with web-like traffi

and with impulse loads. We found no case where XCP per-

forms significantly worse than TCP. In fact when the per—flow[16

delay-bandwidth product becomes large, XCP’s performance

remains excellent whereas TCP suffers significantly.
We believe that XCP is viable and practical as a con

T17

gestion control scheme. It appears to make defense against

denial-of-service attacks easier than in the current hater

We have also proposed two possible strategies whereby XCP

and TCP could gracefully co-exist in the same network.
Our future work focuses on two directions. First, XCP

(18]

was motivated by our experience with TCP’s degraded per-

formance over gigabit links. We are currently implementing

XCP in a FreeBSD kernel to use it over our gigabit testbed{1g
Second, in this paper we developed a simple approach to dif-

ferential services. We think that the decoupling can alskema

[20

the design of guaranteed services easier and we are pursuing

this idea.
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A

Implementing an XCP router is fairly simple and is best diésct
using the following pseudo code. There are three relevarukisl
of code. The first block is executed at the arrival of a packet a
involves updating the estimates maintained by the router.

On packet arrival do:
input.traffic += 1
sum.rtt_by_cwnd += H.rtt / H_cwnd
sumrtt_squareby_cwnd += H.rtt x H_rtt/ H_cwnd

Implementation

The second block is executed when the estimation-contn@lrtfires.
It involves updating our control variables, reinitialigithe estima-
tion variables, and rescheduling the timer.

On estimation-control timeout do:
avg rit = sumrtt_squareby_cwnd / sumrtt_by_cwnd®
¢ = ax avgrtt x (capacity - inputtraffic) - 3x Queue
shuffledtraffic =0.1x input_traffic
&p = ((max(p,0) + shuffledtraffic) / (avgrtt x sumrtt_by_cwnd)
&n = ((max(—¢,0) + shuffledtraffic) / (avgrtt x input.traffic)
residuepos fbk = (max(p,0)+ shuffledtraffic) /avg.rtt
residuenegfbk = (max(¢,0)+ shuffledtraffic) /avg rtt
input.traffic=0
sumrtt_by_cwnd =0
sumrtt_squareby_cwnd = 0
timer.schedule(avgtt)

The third block of code involves computing the feedback anelx-
ecuted at packets’ departure.

On packet departure do:
posfbk =&, x H_rtt x H_rtt/ H_cwnd
negfbk =&, x H_rtt
feedback = pagbk - negfbk
if (H _feedback> feedback) then
H_feedback = feedback
residueposfbk -= posfbk / H_rtt
residuenegfbk -= negfbk / H_rtt
else
if (H _feedback> 0)
residueposfbk -= H_feedback / Hrtt
residuenegfbk -= (feedback - Hfeedback) / Hrtt
else
residuenegfbk += H_feedback / Hrtt
if (feedback> 0) then residuaeg fbk -= feedback/Hrtt
if (residueposfbk < 0) theng, =0
if (residuennegfbk < 0) then{,, =0

Note that the code executed on timeout does not fall on the cri
cal path. The per-packet code can be made substantialbr fagt
replacingcwnd in the congestion header byt t / cwnd, and by
having the routers returfieedback x H _rtt in H_feedback and
the sender dividing this value by it2 t . This modification spares
the router any division operatioin which case, the router does
only a few additions and3 multiplications per packet.

8This is the average RTT over the flows (not the packets).
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B Proof of Theorem 1

Model: Consider a single link of capacity traversed byN XCP
flows. Letd be the common round trip delay of all users, anft)
be the sending rate of useat timet¢. The aggregate traffic rate is
y(t) = - ri(t). The shuffled trafficate is h(t) = 0.1 - y(t).°

The router sends some aggregate feedback every control inte
val d. The feedback reaches the sources after a round trip delay. |
changes the sum of their congestion windows (Re€1v(t)). Thus,
the aggregate feedback sent per time unit is the sum of theader
tives of the congestion windows:

dw 1

Fr

i(card- -0 -0 -5ae-a).
Since the input traffic rate ig(¢) = > “JT“) the derivative of the
traffic ratey(t) is:

1

i) =

(-ord-t-a-9-p-at-a),

Ignoring the boundary conditions, the whole system can be ex
pressed using the following delay differential equations.

it =yl — (as)
i =-Swt-d-0-Lae-a a9
(0 = 57 (00— +h(t=d) =S E= (=it +h(e=d)

17)
The notationy(t — d)]* is equivalent tanax(0, (¢t — d)). Equa-
tion 17 expresses the AIMD policy used by the FC; namely, tig-p
tive feedback allocated to flows is equal, while the negdéeeback
allocated to flows is proportional to their current througts

Stability: Let us change variable to(t) = y(t) — c.
Proposition: The Linear system:

z(t) = —Kiz(t — d) — Kaq(t — d)
is stable for any constant delay> 0 if

o

8
2’

wherea andj3 are any constants satisfying:

and Ks =

™
I<a< ——=

42

Proof. The system can be expressed using a delayed feedback (see
Figure 14. The open loop transfer function is:

and 8 =a’V2.

Ki-s+ Ko _g4s
=— " ‘¢
82

G(s)

For very smalld > 0, the closed-loop system is stable. The
shape of its Nyquist plot, which is given in Figure 15, does eo
circle —1.

SWe are slightly modifying our notations. Whilg(t) in § 3.5 refers to
the input traffic in an average RTT, we use it here as the inpffid rate (i.e.,
input traffic in a unit of time). The same is true fb(t).



-40 dB/dec.

Figure 14: The feedback loop and the Bode plot of its open loop
transfer function.

Figure 15: The Nyquist plot of the open-loop transfer functon
with a very small delay.

Next, we can prove that the phase margin remains positive in-
dependent of the delay. The magnitude and angle of the aumn-I
transfer function are:

G = VAT v+ KE

w2

—w-d

/G = —7 + arctan w}él

The break frequency of the zero occursat: = %

To simplify the system, we decided to chooseand 3 such
that the break frequency of the zerg is the same as the crossover
frequencyw. (frequency for which|G(w.)| = 1). Substituting
We = Wy = % in |G(we)| = 1 leads to8 = a*v/2.

To maintain stability for any delay, we need to make surettieat
phase margin is independent of delay and always remaingygosi
This means thatwe need?(w.) = —7+2 -2 > -7 = £ < 7.
Substituting3 from the previous paragraph, we find that we need
a < 4%/5, in which case, the gain margin is larger than one and the
phase margin is always positive (see the Bode plot in Figdje 1
This is true for any delay, capacity, and number of sources. O

C XCP robustness to High Variance in
the Round Trip Time

»
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Figure 16: XCP robustness to high RTT variance. Two XCP
flows each transferring a 10 Mbytes file over a shared 45 Mb/s
bottleneck. Although the first flow has an RTT of 20 ms and the
second flow has an RTT of 200 ms both flows converge to the
same throughput. Throughput is averaged over 200 ms inter-
vals.
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