
Open data collection for training intelligent software

in the Open Mind Initiative

David G. Stork
Ricoh Silicon Valley

2882 Sand Hill Road Suite 115
Menlo Park, CA 94025-7022 USA

stork@OpenMind.org∗

Abstract

The Open Mind Initiative is an internet based
collaborative framework for constructing intel-
ligent systems. Open Mind extends traditional
open source development methods by allowing
non-expert “netizens” to contribute informal
data by means of interactive queries presented
on web browsers. Since this data is used to
train classifiers or guide automatic inferencing
systems, it is important to accept data of high
quality and consistency and reject data of low
quality. We identify a number of forms of low-
quality data from unreliable contributors to a
specific Open Mind demonstration program,
Animals, as well as in a broad class of pat-
tern recognition projects. We tested several
software modules that automatically or semi-
automatically reduce the effects of poor data
in Animals. We also discuss a number of tech-
niques for ensuring data quality that can be
tailored to generic pattern recognition and ar-
tificial intelligence projects. These techniques
possess parameters that can be set to give the
optimal balance between data quality and data
quantity to give the fastest improvement of the
system.
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1 Introduction

The vast majority of intelligent systems are
built using models (expert systems, case based
reasoners, Bayes belief networks, neural net-
works, etc.) as well as domain specific data.
For some cases, this data must be provided
by experts, as in automated medical diagnosis
systems [12]. In many other cases, such data
can be collected from non-experts, for instance
some forms of speech data. The more high-
quality data that is used, the better the result-
ing system. For example, handwriting recog-
nition systems based on even simple models
such as the nearest-neighbor algorithm or de-
cision trees can perform with high accuracies if
they are trained with very large corpora [6, 2].
Likewise, the accuracy of acoustic speech rec-
ognizers improves with increasing size of the
training set [7].

The World Wide Web represents an enor-
mous passive source of data; it has been ex-
ploited in many data mining projects [5]. The
central hypothesis underlying the Open Mind
Initiative is that for the development of some
classes of intelligent software, data can be con-
tributed actively and willingly by a large num-
ber of non-expert netizens over the internet.
Thus Open Mind seeks to leverage the large
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number of netizens and reduced cost of data
collection afforded by the internet. Our con-
cern in this paper is a central problem in Open
Mind arising from the variation in netizen re-
liability: how to ensure that the unrejected
data has an acceptably small number of errors
and represents a consensus of the participating
netizen population.

2 Open Mind Initiative

In broad overview, the Open Mind Initiative is
an internet based collaborative framework for
developing intelligent software such as speech
and handwriting recognizers, common sense
reasoning systems, smart spam filters, and so
on [14, 15, 18]. The Initiative relies on three
general forms of contribution: 1) domain ex-
perts provide fundamental algorithms such as
learning algorithms for character recognition,
2) infrastructure/tool developers provide soft-
ware infrastructure for capturing raw data and
rewarding netizens, and 3) non-expert netizens
contribute raw data over the internet, for in-
stance character labels.1 The incentives for
netizens to contribute include public acknow-
ledgement on the Open Mind website, altruism
and inherent interest in artificial intelligence
and particular project domains, pleasure from
playing games (serving as interfaces), lotteries,
gifts and coupons donated by corporations,
and more [14]. Experts can propose changes to
the source code which, along with the data, are
made available through open source licenses.

The Initiative arose from a deep apprecia-
tion of the following facts and recent trends.
1) The increasing acceptance of open source
development methods and resulting software
such as Linux, Mozilla, emacs and Apache.
2) The refinement of highly developed tech-
niques in pattern recognition, machine learn-
ing, grammatical inference, data mining and

1www.OpenMind.org

closely related core disciplines [4]. 3) The re-
alization that many problems in pattern recog-
nition and intelligent systems require very
large data sets and that these can be pro-
vided by non-experts. 4) The increase in col-
laboration over the internet and the improve-
ment of tools facilitating such collaboration
among experts and non-experts alike. 5) The
growth in the participation of non-experts
(e.g., non-programmers) in group projects over
the internet such as the Search for Extra-
terrestrial Intelligence2 and Great Internet
Mersenne Prime Search.3 In other collabora-
tive projects, netizens contribute non-expert
or “informal” information, as in the Newhoo!
open web directory (Table 1).4

Open Source Open Mind

no netizens netizens crucial

expert knowledge informal knowledge
no machine learning machine learning
navigation of data
(e.g., Newhoo!)

single classifier/AI
system (e.g., OCR)

most work is directly
on the final software

most work is on data
collection/learning

≈ 105 Linux hackers ≈ 108 netizens
many functs. con-
tributed (e.g., drivers)

one functional goal
(e.g., OCR accuracy)

software licenses S/W & data licenses

Table 1: Comparison of traditional open
source and Open Mind approaches.

In contradistinction to traditional data min-
ing techniques [5], Open Mind affords interac-
tive learning, such as learning with queries in
which the most informative data is requested
from contributors. Such learning is generally
faster than non-interactive learning based on
randomly sampled data [1].

2setiathome.ssl.berkeley.edu
3www.mersenne.org
4www.dmoz.org
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Consider the collecting of training data for a
handwriting recognizer by means of interactive
learning. The classifier/training system iden-
tifies the region in pattern space where images
are ambiguous (e.g., the boundary separating
categories “l” from “1”), and asks contribu-
tors to provide labels of such patterns. In this
way interactive learning “focusses in” on diffi-
cult patterns, much as in the machine learning
technique of boosting [3]. Speeding such inter-
active learning can be recast as a problem in
decision theory in which each action (query)
has an expected cost/benefit, and the optimal
strategy is to present the query which, when
answered, is expected to lead to the greatest
improvement in the classifier’s accuracy [9, 17].
Below we shall present some techniques based
on this decision theoretic framework.

3 Open Mind projects

Three Open Mind projects are currently in de-
velopment. Open Mind speech recognition ad-
dresses speaker identification and the recog-
nition of isolated spoken Linux commands
[18]. Open Mind common sense builds com-
mon sense ontologies and reasoning mecha-
nisms; netizens contribute simple assertions
(e.g., “grass is green”), ontology data (“all
chairs are furniture”), and abstract inferencing
rules [13]. Open Mind handwriting addresses
the recognition of handwritten letters and En-
glish words [10].

4 Open Mind Animals

To explore the issue of ensuring data quality in
open data collection we implemented a simple
demonstration “20 questions” AI game, An-
imals [11, 16]. A binary tree data structure
based on animal attributes is grown during
sessions (games) as follows. The player thinks

of a target animal, which the system tries to
guess based on the player’s answers to a se-
quence of yes/no queries corresponding to a
path through the tree (Fig. 1).

Figure 1: Here the player’s target animal is
GORILLA but the system guesses instead HU-
MAN. Since this guess is incorrect, the player
is then asked to contribute a new question
that distinguishes her target animal from the
one guessed by the system, for instance “have
fur?”. This new question replaces the previous
leaf node and the tree is expanded, as shown.

The system guesses the target animal ac-
cording to the label at the leaf at the end of the
path. If this guess is correct, then the game
is over. If instead the guess is incorrect, then
the system asks the player for the identity of
the target animal and a single yes/no question
that distinguishes this animal from the animal
guessed by the system. In our Java implemen-
tation, answers to yes/no questions are entered

3



by clicking on one of two buttons and animal
names are entered in an HTML form via the
keyboard. The more netizens play the game,
the larger will be the resulting tree data struc-
ture.

The Basic Animals procedure is shown here.

Procedure: Basic Animals

1. Initialize X to be the root node.

2. If X is a leaf node, then skip to step 6.

3. Ask the question at X.

4. If the player answers “yes,” then assign
the “left” child node to be the new X;
otherwise assign the “right” child node
to be the new X.

5. Go to step 2.

6. Guess that the target animal is the one
listed at X.

7. If the player answers yes, then stop.

8. Ask player to give a question that dis-
tinguishes her target animal from the
one guessed by the system; expand the
tree using this information.

9. Stop or else restart the game by going
to step 1.

5 Ensuring data quality in

Open Mind Animals

The Basic Animals procedure above leads to
accurate trees if and only if the data con-
tributed by players is accurate. In the general
Open Mind approach there are many netizen
contributors, each having different expertise
and reliability. The overall goal is to encour-
age reliable contributors and exploit their data

while discouraging unreliable contributors and
eliminating their data. Thus we now consider
sources of data error and corresponding algo-
rithms, implemented as software modules, for
reducing the amount of faulty data accepted
by the system. It should be stressed that
the modules described here seek to prevent
faulty data from being accepted, as is particu-
larly appropriate when growing a hierarchical
tree data structure. A number of traditional
techniques for ensuring database integrity and
accuracy can be used after the full tree has
been grown [8]. A more detailed discussion of
the implementation and analysis is provided
in [16].

invalid animal name A player might mis-
spell an animal she seeks to contribute.
Thus before an animal is added to the
tree, a module checks to see if it occurs
in a pre-compiled lexicon of valid animal
names.

incorrect item If a player feels an animal
guess provided by the system does not
correspond to her reply to one of the ques-
tions, she can, through a simple dialog in-
terface, bring this questionable leaf node
to the attention of the domain expert or
another player who independently checks
that animal. The questionable node is
locked and cannot be split until the veri-
fication is complete.

inconsistency/non-uniqueness Suppose a
player seeks to add an animal that is al-
ready assigned to a different leaf node.
This implies there must be a query at
an non-leaf node that was answered dif-
ferently by two players — i.e., an in-
consistency in the contributed data. To
eliminate such an inconsistency, a mod-
ule automatically presents to the current
player a warning message listing the query
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on the node on which the players dis-
agree. If the current player nevertheless
persists in submitting the animal, the an-
imal name is accepted but both (conflict-
ing) leaf nodes are locked until a domain
expert or third player arbitrates the dis-
agreement.

submission collisions In deployments ac-
cessible by large numbers of netizens such
as on the World Wide Web, it becomes
probable that two players will try to con-
tribute animals at a particular leaf node
simultaneously. To accommodate such
colliding submissions, a module allows the
first netizen to modify the leaf node but
locks that node from the second player for
30 seconds.

synonyms Two netizens may wish to use dif-
ferent names for the same animal (e.g.,
CHICKEN and HEN). A module allows
the second netizen to post such a synonym
for an animal already listed at a leaf node.

subset animal Suppose a player’s target ani-
mal is MANX and that the system guesses
CAT. Technically speaking, this answer is
correct. Nevertheless, we would like to
capture the information associated with
the subcategory MANX. A module allows
the player to enter a question that distin-
guishes her target animal, MANX, from
all other members of the large category,
CAT.

We implemented the Basic Animals proce-
dure and the modules just described in a cor-
porate research intranet of 22 users, represent-
ing a roughly equal mix of Netscape Navigator
and Internet Explorer browsers. The modules
indeed prevented faulty and inconsistent data
from appearing in the tree database, as de-
scribed more fully in [16].

6 General techniques for

ensuring data quality

There are several additional techniques for in-
creasing the proportion of high-quality data
contributed to general artificial intelligence
and pattern recognition systems through Open
Mind.

on-line tutorials and tests One method is
to require each netizen to read an on-line
tutorial, and to pass an on-line test be-
fore he or she can contribute data. Not
only would such a tutorial improve the
general quality of the information pro-
vided, the results of the test would indi-
cate the contributor’s reliability or level of
expertise. Such test results could there-
fore control the level of difficulty of prob-
lems posed to each contributor, and could
be used for arbitrating disagreements be-
tween contributors of differing reliabili-
ties.

data voting In data voting, some number k
of independently polled contributors must
agree on an answer (e.g., the label of a
handwritten character) before that data
is accepted by the learning system. A
large k leads to the acceptance of small,
highly reliable data sets; a small k leads to
the acceptance of large, less reliable data
sets. In this way, the value of k, set by
the designer of the learning system, trades
data quality for data quantity. The value
k∗ which leads to the optimal improve-
ment of the learning system depends on
the reliabilities of the contributor popu-
lation, the difficulty of the task and the
current state of the system. In general,
the higher the average reliability of the
population, the lower the k∗. If a highly
unreliable or saboteur player is always no-
tified that her data is rejected because it

5



differs markedly from the consensus, per-
haps that player may abstain from further
participation.

catch trials A class of problems centers on
estimating the reliability of the individ-
ual contributors during training. The re-
liability of a contributor can be estimated
by intermittently presenting simple prob-
lems having unambiguous answers known
by the system. Consider collecting labels
for a handwritten OCR system to distin-
guish “4”s from “9”s. Suppose that with
frequency f , a perfectly clear and unam-
biguous “4” is presented as a query to the
contributor. (Such an unambiguous pat-
tern could be selected automatically by
the classification system itself or from a
set pre-compiled by domain experts.) If
the contributor gives an incorrect reply to
this pattern, the contributor is judged un-
reliable, and her previous (cached) data is
rejected. A high frequency f of catch tri-
als gives an accurate estimate of the reli-
ability of the contributor but reduces the
amount of data on informative patterns.
Just as in data voting, the value f∗ which
leads to the optimal improvement of the
system depends on the spectrum of relia-
bilities of the contributor population, the
difficulty of the task and the current state
of the system.

searching for boundaries
Some simple non-parametric classification
techniques, such as the nearest-neighbor
algorithm, do not seek to model the cat-
egory distributions but instead find cate-
gory boundaries directly [4]. Thus, rather
than collecting a random sample of pat-
terns in two categories, such approaches
seek the set of maximally ambiguous pat-
terns, i.e., ones that are in those cate-
gories “equally.” One popular method for
finding a boundary is to iteratively search

along the line in feature space connect-
ing two patterns known to be in differ-
ent categories. For a given total num-
ber of queries to the contributor, a fine
search leads to an accurate estimation of
a small number of boundary points while
a coarse search gives a poor estimate of a
large number of boundary points. There
is an optimal search rate that leads to the
fastest improvement in the overall classi-
fier accuracy; this search rate depends on
the spectrum of reliabilities of the contrib-
utor population, the difficulty of the task
and the current state of the system.

7 Future directions

We seem to be moving into an era where
increasing the amount of data, in conjunc-
tion with traditional but slow improvements
in domain-specific models, offers the greatest
hope of progress for the development of many
artificial intelligence and pattern recognition
systems. A number of trends, particularly the
expansion of the internet and participation of
non-experts in web projects, imply that the
general area of open data aquisition will be
increasingly important in the development of
these systems. Indeed, for problems such as
general common sense reasoning, it is hard
to imagine a cost effective alternative to the
Open Mind approach. These trends highlight
the need for further research in algorithms for
filtering during open data acquisition. They
also bode well for opportunities for additional
projects in the Open Mind framework.
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