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SUMMARY The rosette-scanning infrared seeker (RSIS) is
a tracker that a single infrared detector scans the total field of
view (TFOV) in a rosette pattern, and then produces 2D image
about a target. Since the detected image has various shapes in
accordance with the target position in the TFOV, it is difficult
to determine a precise target position from the obtained image.
In order to track this type of target, therefore, we propose an
efficient tracking method using the K-means algorithm (KMA).
The KMA, which classifies image clusters and calculates their
centers, is used to cope with an countermeasure (CM) such as an
IR flare. To evaluate the performance of the RSIS using the KMA
dynamically, we simulate the RSIS in the various conditions, and
discuss the tracking results.
key words: Rosette scan, seeker, counter-countermeasure,
countermeasure, K-means algorithm

1. Introduction

The rosette-scanning infrared seeker (RSIS), mounted
on the thermal tracking missile, is a tracker that a single
infrared detector scans the total field of view (TFOV) in
a rosette pattern. The rosette pattern can be achieved
by means of the two counter-rotating optical elements.
Since the size of the instantaneous field of view (IFOV)
is much smaller than that of the TFOV, the RSIS is
less sensitive to the background noises than the reti-
cle seekers [1]–[9]. If the RSIS has no infrared counter-
countermeasure (IRCCM) against the countermeasure
(CM) of the target such as a flare, however, it fails to
track the target.

S.G. Jahng et al [10], [11] simulated the target
tracking of the RSIS by using the moment technique.
This method is to take an average of the target po-
sitions for a scan frame time. However, because this
method can not distinguish the target from the flare,
a presence of the flare makes it impossible to achieve a
precise target tracking. W. Haifeng et al [12] proposed
the tracking method using the projection technique to
eliminate the effects of the CM. Although the RSIS de-
tects the same target in size, it produces clusters of the
various shapes according to the target positions in the
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TFOV. Moreover, the scan velocity of the rosette pat-
tern is not constant, which is fast at the center of the
petal and slow at the tip. This scan velocity makes the
interval between sample points unequal. For these rea-
sons, the peak of the projected image may appear at
the different position from the center of the target. In
this case, therefore, the RSIS fails to track the target.

In this paper, we propose a new tracking method
using the K-means algorithm (KMA) [13], [14]. When-
ever the IR detector of the RSIS passes over the target
and the flare, it produces the pulses, which are elements
of the clustered image sets in the spatial coordinate. By
using the KMA, elements of the detected image sets
can be classified into two clusters: the target and the
flare, and then a center of each cluster can be com-
puted. Therefore, if the RSIS tracks only the target
cluster center, then it eliminates the effects of the CM
easily. When the target ejects two flares at the same
time, however, the RSIS using the KMA fails to track
the target because the KMA deals with the fixed num-
ber of clusters. In order to distinguish the target from
two or more flares, we will present a tracking method
using the ISODATA algorithm in the future work. To
evaluate the tracking performance of the RSIS using the
KMA, we simulate the RSIS in the various situations.

2. General Properties of the RSIS

The rosette pattern of the RSIS can be achieved by
means of the two counter-rotating optical elements such
as prisms, tilted mirrors, or off-centered lenses [1]–[3].
Figure 1 shows the scheme of the typical RSIS using
wedge prisms with apex angle φ1 and φ2, respectively.
A prism of apex angle φ deviates a ray through a de-
viation angle δ as shown in Fig. 2. The deviation angle
can be determined by using Snell’s law of refraction as
follow:

δ ∼= (η − 1)φ, (1)

where η is a refractive index. The deviation angle is
also the radius of the TFOV.

The rotating elements spin at frequencies f1 and
f2, the values of which determine the scan pattern pa-
rameters such as the number of petals and the petal
width. The loci of the rosette pattern at any time t, in
cartesian coordinate, can be represented by
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x(t) =
δ

2
· (cos 2πf1t + cos 2πf2t), (2)

y(t) =
δ

2
· (sin 2πf1t − sin 2πf2t).

If f2/f1 is a rational number, then the pattern is
closed, and f1 and f2 have a greatest common divisor f ,
such that N1 = f1/f and N2 = f2/f are both positive
integers. Moreover, N1 and N2 are the smallest integers
satisfying

Fig. 1 Scheme of the RSIS.

Fig. 2 Scheme of the wedge prism.

(a) (b)

Fig. 3 Rosette patterns: (a) N1 = 12, N2 = 7,∆N = 5 (b) N1 = 23, N2 = 10,∆N = 13.

N2

N1
=

f2

f1
. (3)

The rosette period, T , is 1/f = N1/f1 = N2/f2.
The number of petals in the pattern is N = N1 + N2.
The size of the IFOV should be minimized to lessen
interfering background signals and detector noise, but
be large enough to provide full scan coverage (FSC).
In order to design a small IFOV that achieves FSC, we
apply the method of Ref. [15]. The size of the IFOV
is defined as a distance between two points that are
selected among the intersections between any petal and
its neighbors. Therefore, the size of the IFOV (ω) can
be represented as

ω = δ cos(π/∆N )
√
2− 2 cos(2π/N), (4)

where ∆N = N1 − N2 and ∆N ≥ 3. Figure 3 shows
examples of the closed rosette pattern.

3. The Proposed Tracking Algorithm

The target signal detected by the IR sensor is a pulse
sequence. This signal goes to the threshold circuit for
separating the target and the background. If the in-
tensity of the input signal is larger than the thresh-
old level, then the output from the threshold circuit
is normalized to one; otherwise, zero. The position of
the detected signal at any sample time is calculated by
Eq. (2), then stored to memory. The contents of the
memory are elements of the clusters to form the 2D
binary images as shown in Fig. 4 (a). Since these im-
ages appear in various shapes according to their po-
sitions in the TFOV, it is impossible to distinguish
the target from the flare. Figure 4 (b) shows the pro-
jected image using the projection technique proposed
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(a)

(b)

Fig. 4 (a) The detected images according to the various posi-
tions of the circular inputs: the radii of the circular inputs are
all 0.0136 and their center positions are a=(0.4, 0.4), b=(0, 0),
c=(0.11, −0.4), and d=(−0.4, −0.4), respectively. (b) The pro-
jected image of a cluster with respect to each axis.

by W. Haifeng et al. The center position of the orig-
inal input image is (x, y) = (0.11,−0.4). The peak
value of the projected image is maximized where the
samples are vertically distributed with respect to each
axis. Unlike the original input center, the projected
image of Fig. 4 (b) has the peak value at the position
of (x, y) = (0.015,−0.375). Since the projection tech-
nique uses the peak value to track the target, there-
fore, the RSIS can fail to track the target. Since the
KMA computes the mean position of samples in a clus-
ter regardless of sample distributions, however, the cal-
culated center of a cluster shown in Fig. 4 (b) becomes
(x, y) = (0.103,−0.394), which is similar to the original
input one.

By using the KMA, we can classify elements of
the images into clusters, and then compute each cluster
center. Therefore, the RSIS can track only the target
cluster center without the effects of the flare. The KMA

is based on the minimization of a performance index
that is defined as the sum of the squared distances from
all points in a cluster domain to the cluster center. This
procedure consists of the following steps [13], [14].

Step 1 Select K initial cluster centersCj(1), · · · ,Ck(1).
The subscript K stands for the cluster number.
The initial cluster centers are usually selected as
the first K elements of the given image set.

Step 2 At the nth iterative step distribute the ele-
ments {x} among the K cluster domains, using the
following relation,

x ∈ Sj(n), if ‖x− Cj(n)‖ < ‖x− Ci(n)‖, (5)

for all i = 1, 2, · · ·, K, i 	= j, where Sj(n) denotes
the set of elements whose cluster center is Cj(n).

Step 3 From the results of Step 2, compute the new
cluster centers Cj(n+1), j = 1, 2, · · ·, K, such that
the sum of the squared distances from all points in
Sj(n) to the new cluster center is minimized. The
Cj(n + 1) which minimizes a performance index
is simply the mean of Sj(n). Therefore, the new
cluster center is given by

Cj(n + 1) =
1

Nj

∑

x∈Sj(n)

x, j = 1, 2, · · · ,K, (6)

where Nj is the number of elements in Sj(n).
Step 4 If Cj(n + 1) = Cj(n) for j = 1, 2, · · ·, K, then

the algorithm has converged and the procedure is
terminated. Otherwise go to Step 2.

In general, the generated clusterings depend upon
the choice of the initial cluster centers and the number
of the specified cluster centers. If the CM does not op-
erate, then only the target exists in the TFOV. So, K
is 1 and the initial cluster center is the first elements
of the target image set. If the CM operates, then the
intensity of the flare is two to five times larger than
that of the target during a flare function time [1], [2].
Therefore, the RSIS can recognize when the flare is ig-
nited. In this case, K is 2 and the initial cluster centers
are the first elements of the flare and the target image
sets, respectively. Since the intensity of all elements are
reduced to that of the target if the flare disappears out
of the TFOV, K is 1 and the initial cluster center is the
first elements of the target image set.

4. The Simulation Results

To evaluate the tracking method using the KMA dy-
namically, we simulate the RSIS using Matlab-simulink
with the following assumptions: 1) both the target and
the flare have circular shapes, which their diameters are
0.1 and 0.02, respectively, 2) their irradiances are uni-
form in the IFOV, and 3) atmosphere does not scatter
and attenuate their irradiant energies.

Figure 5 shows a block diagram of the simulation.
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Fig. 5 Block diagram of the simulation.

Fig. 6 Trajectories of the target and the flare.

The thermal signals radiated from the target and the
flare are delivered to the IR sensor through two counter-
rotating prisms. The output signal from the IR sensor
is transferred to the threshold circuit eliminating the
background noises. In the signal processor block, sig-
nals from the threshold circuit are classified into clus-
ters, then each cluster center is computed by using the
KMA. When the flare exists in the TFOV, the signal
processor block can distinguish the target from the flare
using the following data: the previous trajectory of the
target and the sample numbers of the clusters. Since
the motion of the target can not be abruptly changed,
its next position is estimated using the previous tra-
jectory and then the cluster nearest to the estimated
position is selected as the target. Moreover, the tar-
get cluster has the larger samples than the flare cluster
does since the size of the target is bigger than that of
the flare. Using the obtained data, therefore, the signal
processor block can discriminate the target from the
flare easily. Only the cluster center recognized as a tar-
get is transferred to the tracking motor block, and then
the RSIS can track the target without the effects of the
CM.

The target and the flare move along the ramp tra-
jectories as shown in Fig. 6. The target moves at a
velocity of 1 scale a second (s/sec) in the x and y direc-
tions, respectively. Both the flare A and B are ejected
in FT at 0.3 s later after target tracking starts, and then
fall at a velocity of 0.1 s/sec in the −y direction. The

(a)

(b)

Fig. 7 Tracking performances without the CM operation: (a)
for the various initial positions of the target; (b) for the various
number of petals.

x axial velocities of the flare A and B are −0.1 s/sec
and 0.1 s/sec, respectively. They are ignited at IFA and
IFB , respectively, which are at 0.1 scale apart from FT .

At first, we simulate the RSIS for the various ini-
tial positions of the target and for the various petal
numbers of the rosette pattern without the CM oper-
ation as shown in Fig. 7. The tracking error shown in
Fig. 7 is a squared distance between the center points
of the target and the TFOV. Since the DC motor has a
characteristic of a Type-1 system, its response for lin-
early moving input converges to a constant steady-state
error. Figure 7 (a) illustrates that the tracking errors
for the various initial positions of the targets converge
to a constant steady-state error. As the number of the
petals increases, the RSIS has the good resolutions for
images and the tracking performance. Therefore, as
shown in Fig. 7 (b), the tracking error of the RSIS with
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(a)

(b)

Fig. 8 Tracking performances of the RSIS with the CM
operation: (a) the case of flare A; (b) the case of flare B.

N = 49 approaches closer to a zero steady-state error
than that of any other. Figure 8 shows the tracking
performances in the presence of the flare on the TFOV.
The flares, ejected into the TFOV, move along the tra-
jectories of the flare A and B as shown in Fig. 6, re-
spectively. If the RSIS has no efficient IRCCM against
the CM, then its tracking error increases and it fails to
track the target as the dotted lines of Fig. 8. The solid
lines illustrate the tracking errors of the RSIS using the
KMA as the IRCCM. In this case, the tracking errors
converge to constant steady-state errors by eliminating
the effects of the flare efficiently.

In both of the cases N = 18 and 29 (solid lines each
marked by crosses and triangles shown in Fig. 8), their
steady-state errors converge close to zero after the flare
is ejected. If two clusters are apart from each other
as shown in Fig. 9 (a), then their calculated centers are

(a)

(b)

Fig. 9 The computed centers by the KMA for relative dis-
tances between two targets: (a) the targets at a long distance;
(b) the targets within a short distance.

similar to those of the original inputs. On the other
hand, if a distance between two clusters is too close
todiscriminate one from another, then the KMA re-
sults in estranging from each cluster center as shown
in Fig. 9 (b). Therefore, the tracking error at the be-
ginning of the flare ignition decreases, and then con-
verges close to zero steady-state error. As the number
of petals of the rosette pattern increases, the RSIS has
the good resolutions for images in the TFOV. In this
case, if two clusters do not coincide, then the KMA can
classify them into the different clusters. Therefore, in
the case of N = 49 (solid lines marked by rectangles
shown in Fig. 8), the tracking errors result in converg-
ing to a constant steady-state error regardless of the
presence of the flare.

When the target ejects two flares at the same time,
the RSIS fails to track the target as shown in Fig. 10.
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Fig. 10 Tracking performances of the RSIS in the presence of
two flares.

Since the KMA deals with the fixed number of clusters,
the K should be specified before the proposed IRCCM
begins. In this paper, if the flare operates in the TFOV,
then the K is set to 2; otherwise, K is set to 1. If two
flares operate, then three clusters including the target
exist inthe TFOV. In this case, since the K is 2, the
KMA recognizes two flare clusters as one flare, then
miscalculates the cluster centers. Therefore, the RSIS
fails to track the target. In order to eliminate the ef-
fects of two or more flares, we will study on a tracking
method using the ISODATA algorithm [13], [14]. Un-
like the KMA, the ISODATA algorithm does not deal
with the fixed number of clusters but rather it deals
with K clusters where K is allowed to range over the
desired number of the clusters. It discards clusters with
too few elements. Clusters are merged if the number
of clusters grows too large or if clusters are too close
together. A cluster is split if the number of clusters
is too few or if the cluster contains very dissimilar el-
ements. We expect that the ISODATA algorithm is a
useful method to reduce the effects of the CMs with
two or more flares.

5. Conclusion

In this paper, we have proposed a new IRCCM using
the KMA to eliminate the effects of the IR flare. In or-
der to examine the performance of the proposed track-
ing algorithm dynamically, we have simulated the RSIS
using Matlab-simulink in the various cases. The simu-
lation results showed that the RSIS achieved a precise
target tracking regardless of the flare. However, we
have known that the IRCCM using the KMA was sus-
ceptible to the number of the IR flares. In order to
resolve this problem, future work will include a study
on the ISODATA algorithm.
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