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1. IntroductionThere are many deep reasons why the Mathematical Analysis of the Navier-Stokes equa-tions �ts in the theory of Dynamical Systems.At the level of �rst principles the Navier-Stokes equations can be deduced from theBoltzmann equation which is obtained from a Hamiltonian system describing the evolutionof molecules of gaz. To do so, one takes in account the magnitude of N the Avogadronumber of the order of 1024 and considers the Boltzmann-Grad limit N !1.On the other hand, uids described by the incompressible Navier Stokes may exhibitvery complicated chaotic or self organized structures when the Reynolds number turnsout to be very large. Commonly these situations are called \turbulent" and the presentchallenge is the construction of equations that will be used to compute the evolution ofsome type of averaged quantities.Therefore the Navier Stokes equations appear to be one of the main pieces of asequence of equations: Hamiltonian system of particles+Boltzmann equation+Navier Stokes equations+Models of turbulenceeach of them being deduced from the previous one by some averaging process where thenotion of irreversibility is embedded.Irreversibility at the level of the Boltzmann equation and its relation with the irre-versibility at the level of the compressible Euler equation, the compressible or incompress-ible Navier Stokes equations, are by now well understood and will be recalled in section3.3; the solutions are related to the notion of semiow and global attractors which can beextended from �nite to in�nite dimensional systems.It is more di�cult to understand how the Boltzmann equation can be obtainedas the limit of the genuinely reversible system, which describes the ow at the level ofmolecular dynamics. As will be shown, this can be done by some averaging process wherethe self interaction of the molecules and therefore the non linearity of the problem playsa crucial role so that the limit is in agreement with the appearance of irreversibility. Thiswill be explained in section 3.2. 2



Much more di�cult and unsolved questions arise when the macroscopic uid be-comes turbulent and when some type of averaging is necessary for quantitative or quali-tative results. In spite of being the very end of the hierarchy, this step shares in commonsome points with the previous one.It is an averaging process and the \turbulent model" starts to be e�cient when theoriginal Navier Stokes are outside the reach of direct numerical simulations.In this averaging appears a problem of moments and of closure and the search forsomething that would play the role of the thermodynamical equilibrium.However this is not easy for the following reason.There is up to now no well de�ned notion of equilibrium and relaxation to thisequilibrium with something that would play the role of the entropy.The parameters that would lead to turbulent phenomena are not so clearly identi�edas in the previous step of the hierarchy. In some sense they are less universal and morelocal. In this process the dynamical point of view is also essential:The introduction of randomness requires the construction of a \canonical measure"on the set of solutions. This leads to the adaptation of the Birkho� ergodic theorem tothe Navier Stokes equations. The structure of the turbulent spectra which would play therole of the thermodynamical equilibrium has been the object of phenomenological studiesinitiated by Kolmogorov and Kraichnan (for the two dimensional ow) and it is only tothe best of our knowledge, in the frame of statistical semiows de�ned on a periodic boxthat some \spin-o�s" of this theory can be proven in full rigor. The structure of theturbulent spectra also leads to the notion of degrees of freedom and exponential decayafter the Kolmogorov or Kraichan cut-o� wave number. Here also some counterpart ofthese notions can be proven in full rigor provided the global attractors or exponentialattractors of the semiow are introduced.Eventually (this is the last chapter of this presentation) at very large scales oneobserves coherent structures (the classical examples are the Jupiter red spot or the anti-cyclone of the A�cores). These structures are generated through turbulent processes butplay the role of metastable thermodynamical equilibriums. Up to now there has been nodynamical derivation for their appearance and stability; however, some notions of entropyand \negative temperature" inherited from statistical mechanics are used and motivatedby comparison with the evolution of point vortices which are a \canonical Hamiltonian"system.As a consequence this contribution is organized as follow. In chapter 2 the basicmathematical properties of the Navier Stokes equations are presented. Relations betweencompressible and incompressible equations are given and the emphasis is put on the �nitetime stability (which very often in its mathematical formulation concerns the regularityand uniqueness of solutions).One should keep in mind that local results for smooth solution go back to Lichten-stein (1927). The fact that these results cannot always be global in time is well understood3



on the example of the appearance of singularities (in particular shock waves) for the com-pressible Euler equation. On the other hand:i) The existence of a global in time weak solution for the 3 dimensional Navier Stokesequation has been proven by Leray. His notion of weak solution (1934) preceded both theintroduction of the Sobolev spaces (Sobolev 1936) and the distributions (Schwartz 1944).However, in spite of several interesting improvements, the question of the existence of aglobal in time smooth solution remains essentially open. An interesting instability resultof Lions and DiPerna described in section 2.4 may give some clues to the reason why theregularity of the solution of the Navier Stokes equation is \hard" to prove.ii) For the compressible Euler equation the only convenient global solution is theweak solution. Here also one should keep in mind that the only available result goes backto J. Glimm (1965) and that it has never been improved.The existing and non existing results for these macroscopic equations which are atthe center of the hierarchy give some indication on what could be proven above and below.Chapter 3 is concerned with the hierarchy from the Hamiltonian system of particlesto the macroscopic equation with an essential intermediate step of the introduction ofthe Boltzmann equation. First it is shown how to derive the Boltzmann equation from aHamiltonian system of particles using the BBGKY hierarchy. It is important to observein this section how the fact that the initial problem is non linear is in agreement with theappearance of an irreversible process with a nontrivial entropy from a reversible process.Then, following Hilbert, Chapman, Enskog and a series of more recent contributions, therelations between kinetic and macroscopic equations are explained. It is important tonotice that most of the rigorous results are the counterpart of the classical results of theprevious section for the Navier Stokes equation.Chapter 4 is a short introduction to turbulence. To introduce the Reynolds stresstensor a classical model of turbulence (the k; � model ) is presented. Through the study ofthe Reynold stress tensor, with the use of the Wigner transform, a local notion of turbulentspectra appears. The necessity of introducing some randomness is compared with the useof defect measures.In chapter 5 connection is made with dynamical systems to prove some of the basicproperties of turbulent spectra. For sake of simplicity (many results of this section havebeen adapted to other con�gurations) one considers a ow in a periodic box with sometime independent low frequency external force.First the classical phenomenological derivation of the Kolmogorov and Kraichnaninertial range and dissipative wave numbers is given. Then the global attractor and somerigorous properties for the invariant measure are given and counterparts (in this setting) ofthe phenomenological results are proven{some in full rigor, others with natural hypotheses.The comparison of the evolution of the ow with the solution of a �nite dimensionaldynamical system has led many authors to the introduction of the notion of \inertialmanifold." This notion, which works well for a series of equations (for instance Kuramoto-Sivashinsky) as discussed in section 5.5, does not seem e�ective for the Navier-Stokesequation due to intermittency in turbulence. This section is concluded with a description4



of a more robust and exible object: the exponential attractor, which with some gen-eralization of the Man�e projection theorem yields equivalent �nite-dimensional \inertial"dynamical systems.The last chapter concludes the description of the hierarchy by the introduction ofobjects which in some sense are even more coarser than the coherent structures. A shortstate of the art in conjunction with the dynamical system of interacting particles is given.As a large part of the material of this contribution is classical it is useful to concludethe introduction with some references:The up to date but classical theory on Navier Stokes equation can be found in thebooks of P. Constantin and C. Foias, \Navier-Stokes Equations" and the book of P.L.Lions, \Mathematics Topics in Fluid Mechanics, Volume 1, incompressible models."The presentation of the � � k model of Launder and Spalding follows the book ofMohammadi and Pironneau Analysis of the K-Epsilon Turbulence Model. Of course thisis not the only (or the always more relevant) model. Besides the ideas given here manyother approaches have been tried including the use of renormalization group (cf. Orzagand Yakhot [YO]). However the k � � model seemed well adapted to the introduction ofthe problematic of turbulence.The authors found in the technical report of Besnard, Harlow and Rauenzahn, Spec-tral Transport Model for Turbulence [BHRZ] the use of the Wigner transform for the anal-ysis of the local turbulent spectra. In spite of the fact that this is a very natural approachit does not seem to have appeared anywhere else.Section 5 borrowsmany ideas and most of the presentation to the review article of C.FoiasWhat do the Navier -Stokes equations tells us about turbulence [Fo]. Eventually basicideas and a systematic presentation on the notion of attractors and of inertial manifoldsare an essential part of the books by A.V. Babin and M.I. Vishik, Attractors of Evolu-tion Equations, and by Temam on In�nite Dimensional Dynamical System in Mechanicsand Physics [BV4]. The notion of the exponential attractor itself appears in the morerecent book by Eden, Foias et al., Exponential attractor for dissipative evolution equations[EFNT].Up to now very few mathematical books have considered the question of coherentstructure; however, most of the material of chapter 6 can be found in Chorin, Vorticity andTurbulence [Cho] or in Marchioro and Pulvirenti, Mathematical theory of incompressiblenon viscous uids[MaPu].In 87 and 99 years passed away to Scientists whose contributions, as we try toexplain, were corner stones for the present theory: Jean Leray and Andrei NikolaevichKolmogorov. We think that their pictures should be present in this review article onNavier-Stokes equations.Acknowledgements First the authors wish to thank profusely Professor CiprianFoias for his encouragments and suggestions. Furthermore, as said above, part of thispresentation owes much to his review article "What do the Navier-Stokes equations tell usabout turbulence". 5



Several sections of this presentation result joint work or long discussion with friendsand colleagues. For instance the chapter 3 is an upshot of a long term project of C. Bardoswith Francois Golse and Dave Levermore, results on rotating uids are in the core of aproject of B. Nicolaenko with Anatoli Babin and Alex Mahalov. The chapter on coherentstructures in this presentation follows discussions with Marie Farge who introduced theseconcepts in our community. Finally we ow to Uriel Frisch a general approach on turbulence.It is a pleasure for us to thank all of them.
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2. Euler and Navier Stokes Equations: scaling parameters, regularity andstability results, theorems and counterexamples2.1. IntroductionThe macroscopic description of the uid is the cornerstone of the analysis of the hierar-chy. It is at this level that the Reynolds number and Mach number are the most easilyde�ned. Relations between compressible and incompressible equations are a clue to theunderstanding of the di�erent types of limits of the kinetic equation as described in thenext chapter. The present chapter is organized as follows. In the second section as anintroduction, the relation between compressible and incompressible equations is derivedat a formal level. Rigorous proof of convergence can be found in Klainerman and Majda[KM] or in Benabdallah-Lagha [Ben]. The next section is devoted to the entropy which isused to show that the compressible Euler equation is an hyperbolic system, to prove someresults of uniqueness and �nite speed of propagation. These properties will be used in thenext section where physical su�cient conditions for loss of regularity are given.The Section 2.4 is devoted to the incompressible Euler equation in 2 and 3 spacevariables. In 2 space variables the conservation of the vorticity along the trajectories of theow is a precious information which gives in particular global (in time) regularity results.Nevertheless the question of the large time stability (in higher norms) remains open andthis is in full agreement with the ideas exposed in the chapter 6.In 3 space variables, the local in time existence of a smooth solution can be obtainedby an adaptation to pseudodi�erential operators of the Cauchy-Kowalevski theorem andby now it is a very classical result. On the other hand the existence of a solution in thelarge and the possible loss of regularity remains a completely open problem. The di�cultyof this problem can be illustrated by a very explicit example of instability due to P.L.Lions and R. DiPerna which is given.This example is also used to illustrate the di�culty of analyzing the regularity ofthe weak solution of the 3 dimensional incompressible Navier-Stokes equations which isconsidered in the Section 2.5, where some conditional results are given. For the authors,at present, the most striking one is the contribution of Constantin and Fe�erman [CF].They have shown that loss of regularity (or stability) is induced by strong oscillations inthe direction of the vorticity.This result should be combined with the a complementary point of view containedin a series of papers by Babin, Mahalov and Nicolaenko, motivated by the rotating Eulerand Navier-Stokes equations in the atmosphere. These authors have studied the e�ect ofthe presence of a large Coriolis term (or large rotation frequency). They have shown thathigh-frequency oscillations induced by this term do stabilize the three dimensional Euleror Navier Stokes equation [BMN1-3]. Of course in this situation the Coriolis force is anexternal force. However it may appear that large vorticity could play the same role and inthe end lead to regularity results for the classical Navier Stokes equations.8



2.2. Compressible and incompressible equationsAt the macroscopic level, the most universal equations of uid dynamics are the compress-ible Navier Stokes equations. They involve, as unknowns, �; u; � and p the density thevelocity, the temperature and the pressure.In this contribution emphasis is put on the notion of hierachy of equations thereforethe state law which gives the pressure in term of temperature and density will be theMariotte law for the perfect gases: p = R�� :R is the gas constant and � its molecular weight.As it will be shown in the section 3.3 the evolution equation for a perfect gas arederived from the Boltzmann equation when the Knudsen number goes to zero. With aconvenient scaling this limit produces the following equations:@t�� +rx�(��u�) = 0 ; (2:2:1)���@t + u� �rx�u� +rxp� = �rx�[��(u�)] ; p� = ���� ; (2:2:2)32���@t + u� �rx��� + ����rx�u� = � 12��(u�) :�(u�) + �rx�[�rx��] : (2:2:3)The numbers �� and �� are the viscosity and thermal di�usivity they are proportional to� the Knudsen number which is the ratio between the mean free path (the mean distancetravelled by a molecule of uid between two successive collisions and the characteristicsize of the domain where the interaction takes place). Observe that the ratio between theviscosity and the thermal di�usivity is an � independent number. In fact it is one of thecharacteristic number of the uid and it is called the Prandtl number; �(u) denotes thestrain-rate tensor given by �ij(u) = (uixj + ujxi)� 23rx�u �ij : (2:2:4)In a compressible uid one also introduces the Mach numberMa which is the ratio of thebulk velocity to the sound speed and the Reynolds number Re which is a dimensionlessreciprocal viscosity �� of the uid. These numbers in consistency with the derivation ofthe above equations from the Boltzmann equations (cf. section 3.3 and [LL]) are relatedby the formula � = MaRe : (2:2:5)When the Reynolds number goes to in�nity the equations (2.2.1)...(2.2.3) reduce to thecompressible Euler equations @t�+rx�(�u) = 0 ; (2:2:6)��@t + u�rx�u+rx(��) = 0 ; (2:2:7)32��@t + u�rx�� + ��rx�u = 0 : (2:2:8)9



On the other hand the incompressible Navier Stokes equation can also be deducedfrom the above equations when the Mach number goes to zero. More precisely, consider inthree space variables, for time of the order of (�)�1 the solutions of the equations (2.2.1),(2.2.2), (2.2.3).Assume that the velocity, the uctuation of density and temperature are also of theorder of �, introduce the change of functions:�� = �0 + �~��(�t; x) ; u� = �~u�(�t; x) ; �� = �0 + �~��(�t; x) ; (2:2:9)and observe that if these functions converge (for � ! 0) in a convenient topology theirlimit satisfy the following system of equations@t~u+ ~u�rx~u+rxp = ��~u ; rx�~u = 0 ; (2:2:10)rx(�0~�+ �0~�) = 0 ; (2:2:11)52 (@t ~� + ~u�rx~�) = ���~� ; (2:2:12)where (2.2.10) is a standard version of the incompressible Navier Stokes equation, (2.2.11)is the Boussinesq relation between the uctuations of density and temperature and (2.2.12)is the equation for the temperature. For � = 0 the system becomes the incompressibleEuler equation.Most of the above equations are non linear and this is one of the main reasons whyanalytical solutions almost never exist. Therefore the analysis relies on estimates usuallycalled a priori estimates and the connection between the di�erent type of equations alsoexplain if these estimates are di�cult to obtain for some equation (E) it will also be di�cultto obtain for any other family (E�) which in some sense converge to (E) ��independentestimates of the same type.2.3. Entropy and the stability of the compressible Euler equationsObserve any smooth solution of (2.2.6), (2.2.7) and (2.2.8) satis�es the entropy relation@t�S +rx�(u�S) = 0 with �S = � log � 23� (2:3:1)Since S is a convex function of the principal variables�; �u; �( juj22 + 32�)one can show that the corresponding linearized system is hyperbolic. As a consequenceone obtains the existence and stability of smooth solutions of the system (2.2.6), (2.2.7)and (2.2.8) for smooth initial data. One can also in the same situation prove the �nitespeed of propagation of localized perturbations of the constant state, and (cf. Sideris [S])10



the appearance after a �nite time of singularities. This correspond in particular to thegeneration of shock waves. In the presence of such singularities the relation (2.3.1) is nomore valid and both on physical and mathematical ground it has to be replaced by therelation: @t�S +rx�(u�S) � 0 (2:3:2)which describes the decay of entropy (observe that the mathematical and physical entropyare of opposed sign, this is due to the fact that mathematicians do prefer to considerconvex functions). The entropy decay can also be used to prove a stability result betweenregular solutions and weak solutions which satisfy (2.3.2) (cf. Dafermos [Da]).However from the mathematical point of view the situation is far from being sat-isfactory. The existence for all time of weak solutions has only been proved in one spacevariable by Glimm [G] in 1965 and in spite of tremendous e�orts involving the best mathe-maticians of our generation the problem remains widely open. No progress has been madeconcerning the existence of global in time weak solution of the genuine compressible Eulerequation since the work of Glimm. Furthermore one of the basic tools of this approach, inone space dimension, is the introduction of the space of functions with bounded variation.This approach seems quite natural to deal with shocks. Unfortunately it has been provenby Rauch [Ra], that no estimate of this type would be valid in higher dimension.2.4. Stability and instability of the incompressible Euler equationIn the previous section it has been shown that the incompressible Navier Stokes or Euler(� = 0) equations (equation (2.2.10) above) are the incompressible limit of the correspond-ing compressible equations. The necessity to have at our disposal viscosity independentresults lead to the consideration of the incompressible Euler equation which in 2 and 3space variables is @tu+ u � rxu = �rxp; rx�u = 0 (2:4:1)with, if a boundary is present, an \impermeability boundary condition"u � ~n = 0on the boundary of the domain (~n is the outward normal to the boundary). However forsake of simplicity some of the present analysis is done for domains with no boundary (allspace or space periodic solutions).The relation rx �u = 0 can be viewed as a constraint and p the pressure is in thispoint of view the Lagrange multiplier of this constraint.With the introduction of the vorticity (or r�u) ! = r�u the above equation canalso be written @t! + u � rx! � ! � rxu = 0rx�u = 0; curl u = !; u:~n = 0 on @
 : (2:4:2)11



The second line of (2.4.2) de�nes a �1 order pseudo-di�erential operator ! 7!K(!) = u. This observation has important consequences both at the level of abstractgeometry and analysis:\i)" The expression fu; !g = u � rx! � ! � rxuhas the formal properties of a Poisson bracket and the Euler equation can be writtenin the form: _! = �fu; !g :Therefore it may have in some sense an hamiltonian structure.In fact it is natural, and this will be used in others subsections, to introduce thetrajectories of the particles of the ow (or the Lagrangian coordinates) de�ned by therelation: _x(t;X) = u(t; x(t;X)); x(0) = X :The mapping Gt : X 7! x(t;X)is a volume preserving (use the relationrx�u = 0 and u�~n = 0 on the boundary) isomorphismof the domain of de�nition 
 of the uid.On the other hand one can de�ne in terms of energy the Riemannian distancebetween the identity and any volume preserving GT isomorphism of 
 according to theformula: EG = minZ
Z T0 j _G(t;X)j2dXdt (2:4:3)with G(t; :) ranging over the C1 volume preserving transformation of 
 with the initialand �nal conditions: G(0;X) = X; G(T;X) = GT (X) :A standard variational computation shows that if (X; t) 7! G(t;X) is an extremal for theaction given by (2.4.3) then u(t; x) = _G(t;G�1(t; x))is a solution of the Euler equation. Systematic extensions of this point of view can befound in Abraham Marsden and Arnold Khesin ([AM], [AK]) and are used to characterizethe stability of some stationary solutions.\ii)" It is easy to see that, in d-dimension, for initial data in a enough regular Sobolevspace (for instanceHs(Rd) with s > d2+1) the problem (2.4.1) has a unique solutioncontinuously de�ned in the same space for a �nite time interval (0; T ) withT � C 1ku(:; 0)kHs(Rd) :Results of this type were already obtained by Lichtenstein in 1925 [Lic] (in a lesselaborate language). 12



However the problem of the existence of a solution in the large is still widely openand there is no, at variance with the compressible case, a proof of the appearance ofsingularity or a good physical reason for such an event.When the space dimension is equal to 2 the term !�rxu disappears from the equation(2.4.1). In fact ! = curlu remains perpendicular to the plane where the uid evolves. Theequation (2.4.1) becomes: @t!(x; t) + u � rx!(x; t) = 0 (2:4:4)and ! is conserved along the trajectories of the particles of the uid:_x = u(x(t); t)and remains bounded in L1 for all time. This is enough to prove the existence of a weaksolution (cf. Yudovich [Y]). However the proof of the uniqueness in a convenient class isslightly more elaborated (cf. also [Y]) and to prove the persistence of the regularity of thesolution with smooth initial data one has to face the following problem: The estimate! = r� u 2 L1 (2:4:5)which comes from (2.4.4) is simply not enough to imply thatrxu 2 L1 (2:4:5)and (2.4.5) seems compulsory for any boot-strap argument for the proof of the regularity.However a more precise use of (2.4.4) gives according to Wolibner [Wo] a regularity resultas follows:Theorem 2.1 Consider the solution of the 2d incompressible Euler equation in a boundeddomain 
 of diameter L with an \impermeability boundary condition". Assume that theinitial vorticity is in the H�older space C0;�(
). Then one has the following uniform (intime) estimate: kr� u(:; t)kC0;�(t) � Ckr� u(:; 0)kC0;� (2:4:6)with �(t) = � expf�Ctkr� u(:; 0)kL1(
)g.Proof Observe that the Green function of the Laplace operator with Dirichlet boundarycondition is of the following formG(x; z) = � 12� log jx � zj + (x; z) (2:4:7)with (x; y) being a smooth function and thatu(x; t) = Z
r�G(x; z)r� u(z; t)dz : (2:4:8)>From (2.4.7) and (2.4.8) one deduces the estimate:jrxu(x)�rxu(y)j � Cjr� ujL1(
)jx� yj log � jx� yjD � (2:4:9)13



with D denoting the diameter of 
: Since the vorticity is constant along the trajectoriesof the ow one can use in the relation (2.4.9) the estimatejr� u(:; t)jL1 = jr� u(:; 0)jL1 (2:4:10)and for the H�older norm of the curl, the estimate:jr � u(x(t); t) �r� u(y(t); t)jjx(t) � y(t)j�(t)= jr� u(x(0); t) �r� u(y(0); t)jjx(0) � y(0)j� � jx(0) � y(0)j�jx(t) � y(t)j�(t)� (2:4:11)where x(t) and y(t) denotes Lagrangian coordinates as introduced above. With�(t) = jx(t) � y(t)j ;uses the estimate (2.4.9), (2.4.10) and by comparison with the solution of the di�erentialequation _�(t)D = �C�(t)D log(�(t)D ) (2:4:12)obtains:� jx(0) � y(0)jD �e�Ctjr�ujL1(
) � jx(t) � y(t)jD � � jx(0) � y(0)jD �eCtjr�ujL1(
) : (2:4:13)Since D is the diameter of the domain 
 where the particles live one hasjx(0) � y(0)jD < 1and therefore the �rst term of (2.4.13) goes very rapidly to 1 and the last one very rapidlyto zero when t!1. Eventually one deduces form (2.4.13) that:jx(0) � y(0)j�jx(t) � y(t)j�(t) � D���(t) (2:4:14)which gives (2.4.6) and by classical H�older estimates for elliptic operators:jrxujL1(
) � C eCtjr�ujL1(
)� jr� u(:; t)jC(�e�Ctjr�ujL1(
) ) � jr� u(:; 0)jC� : (2:4:15)Now this relation can be used to prove that for any �nite time the solution remains in thesame regularity class as the initial data.Remark 2.2 The estimates (2.4.15) do not prevent the measure of the regularity todeteriorate very rapidly for t!1 even according to the rateju(t)jC1+� � eeCt :14



Such a behavior is not incompatible with the following facts:i) An example due to Bahouri and Chemin [BaCh] of a ow with an initial vorticityin L1 (but not in an H�older class) shows that (2.4.14) is optimal.ii) The singular behavior (for t ! 1) of the H�older norm of the curl implies thatdue to the corresponding loss of compactness the omega limit set of the family r�u(x; t)which exist for the weak�L1 topology may not be approached in the strong Lp norm.Such an observation would be consistent with the appearance of some coherent structuresas described in the chapter 6.As said above in three space variable the problem is locally in time well posed inHs(R3) for s > 3 (or in C1;�). In fact it seems much more \physical" to believe thateventually the loss of regularity would be governed by the \sup norm" of the vorticity. Itturns out that such a result is true and has been proven by Beale, Kato and Majda [BKM]with an extension of the method of the proof of the Theorem 2.1 For sake of simplicitythe proof is done for periodic solutions de�ned in the \at torus" R3nZ3, extension tobounded domain or to the whole space are just technical.Theorem 2.3 (Beale, Kato, Majda): Let u 2 C0([0; T [;H3(R3nZ3)) be a solution of thethree dimensional incompressible Euler equation. Suppose that there exists a time T� suchthat the solution cannot be continued up to T = T� and assume that T� is the �rst suchtime. Then one has for !(x; t) = r� u(x; t),Z T�0 k!(t)kL1 dt =1 ; (2:4:16)and in particular lim supt"T� k!(t)kL1 =1: (2:4:17)Proof Start from the standard estimates in H3(R3nZ3)12 ddtkuk2H3 � CkrxukL1kuk2H3 : (2:4:18)Then as in the proof of the Theorem 2.1 introduce the Green function G(x; y) of theLaplacian, de�ned on the function with mean value zero and observe that one has:u(x; t) = ZR3nZ3 r�G(x; y)!(y; t) dy : (2:4:19)Furthermore for x 6= y G(x; y) is very smooth (analytic) and for x near y one has :G(x; y) = 14� 1jx� yj + (x; y) (2:4:20)with (x; y) smooth. As a consequence one can prove the following estimate:krxukL1 � C log(1 + kukH3)k!kL1 : (2:4:21)15



Therefore one deduces from (2.4.18) and (2.4.21) and for kuk2H3 > 1 an estimate of thefollowing type: @tkuk2H3 � Ck!(t)k1kuk2H3 log kuk2H3 (2:4:22)which gives by integration:ku(t)kH3 � �ku(t0)kH3�eCR tt0 k!(s)kL1 ds : (2:4:23)and proves the theorem.Eventually the fact that existence of a regular solution is a di�cult problem isillustrated by the followingTheorem 2.4. (P.-L. Lions and R. DiPerna):i) For each 1 < p <1 , t > 0 and each � > 0; � > 0 there exists a smooth periodicsolution of the 3d periodic incompressible Euler equation@tu+ u � rxu = �rxp; rx�u = 0 (2:4:24)which satis�es the estimates:ku(0)kW1;p � � and 1� � ku(t)kW1;p : (2:4:25)ii) There exist solutions of the periodic 3d incompressible Euler equation with avorticity linearly increasing in time, according to the formula:kr� u(t)kL1 � tkr� u(0)k2L1 : (2:4:26)iii) There exists no continuous smooth function, �(t; s) independent of the Reynoldsnumber � such that one has for smooth solution of the 3 space periodic Navier Stokesequation the estimate: ku(t)kW1;p � �(t; ku(0)kW1;p ) : (2:4:27)Proof Let u01(x2) be a x2 dependent smooth periodic function and similarly letu03(x1; x2) be a (x1; x2) dependent smooth periodic function. ThenU(x1; x2; x3) = (u1(x1; x2; x3); u2(x1; x2; x3); u3(x1; x2; x3))= (u01(x2); 0; u03(x1 � tu01(x2); x2)) (2:4:28)is a periodic smooth solution of the 3 dimensional Euler equation with constant pressure.Now introduce � 2 [0; 1] such that� 6= 12 ; 1 � 11� � ; 1 � p < 23(1� �) : (2:4:29)Pick two �-dependent families: 16



u0;�1 (x2) uniformly smooth away from zero and behaving near 0 like (�2+x22)�=2 andu0;�3 (x1; x2) uniformly smooth away 0 behaving near 0 like (�+x21+x22)��1=2. Consider thecorresponding solution of the Euler equation constructed according to the recipes (2.4.28)U�(x1; x2; x3) = (u�1(x1; x2; x3); u�2(x1; x2; x3); u�3(x1; x2; x3)) : (2:4:30)Explicit computation show that on one hand U(0) is uniformly bounded in W 1;p and thaton the other hand, for any t 2 R; t 6= 0 and uniformly for � small enough one has:ZR3=Z3 j@x2u�3(t)jp dx1 dx2 dx3 =ZR2=Z2 jt@x1u0;�3 (x1 � tu0;�1 (x2); x2)(u0;�1 0(x2) � @x2u0;�3 (x1 � tu0;�1 (x2); x2)jp dx1 dx2� Ctp ZR3=Z3 j@x1u0;�3 (x1; x2)(u0;�1 0(x2))jp dx1 dx2� Ctp Zjxj�� jx1jp(�2 + jxj2)( 32��)p jx2jp(�2 + x22)(1��2 )p dx1 dx2 : (2:4:31)Now when � goes to zero the right hand side of (2.4.32) behaves like the integralZ �0 1r3(1��)p r drand therefore goes to in�nity for p � 23 1(1��) .The same method can be used to prove the item ii) with � �xed and t going toin�nity. Finally if a function �(t; s) independent of the viscosity would satisfy (2.4.27)then letting the Reynolds number go to in�nity in the Navier Stokes equation one wouldcontradict the item i) and the proof is complete.The item iii) gives some evidence to the di�culty of proving the existence of smoothsolutions for the 3d Navier Stokes equation and could introduce the next section.2.5. Existence and regularity results for the 3d Navier Stokes equation. Theweak solution of J. LerayIn this section it is assumed that the viscosity is non zero (�nite Reynolds number) andtherefore the equations of the motion in R3 are@tu+ u � rxu� ��xu = �rxp; rx�u = 0 (2:5:1)Assuming that the solution is smooth and multiplying (2.5.1) by u one obtains the localbalance of energy (@t + u � rx � ��x)12 juj2 + �jrxuj2 +rx�(pu) = 0 (2:5:2)17



which by integration from 0 to t and over R3 produces the a-priori estimate.12 ZR3 ju(x; t)j2 dx+ � Z t0 kuk2H1(R3)(s) ds = 12 ZR3 ju(x; 0)j2 dx : (2:5:3)The presence of the term � Z t0 ku(s)k2H1(R3)(s) dsplus some weak time regularity ensure enough compactness property to prove, with initialdata u0(x) 2 L2(R2); rx�u0 = 0;the existence of a weak solutionu(:; t) 2 Cw(R+;L2(R3)) \ L2(R+;H1(R3)); rx�u = 0 : (2:5:4)In (2.5.4), Cw(R+;L2(R3)) denotes the space of function de�ned in R+ with value inL2(R3)) and continuous with respect to the L2 weak topology. This is the basic result ofLeray (1934). However, as known, even for smooth initial data it has not been possibleto prove that the solution will be smooth for all time. Furthermore the class of solutionsconstructed by Leray is not regular enough to a�ord a proof of uniqueness (in the sameclass); also it is not regular enough to show that it satis�es the conservation of energy(2.5.3), a fortiori it is not known if it satis�es the local balance of energy (2.5.2).The following comments are usually made:1) The instability theorem of P.L. Lions and R. DiPerna proven above shows thatuniform estimates (with respect to �) are not available and suggests that the dependenceof the regularity with respect to the viscosity may be di�cult to control.2) Some simple regularity results can easily be obtained, for instance:i) If the initial data belongs to the space Hk(R3) with k > 5=2 then the solution issmooth during a �nite time ]0; T [ with T independent of �.ii) If at the time t1 the weak solution (which belongs to C0(R+;L2(R3)) ) is in H1then it is smooth on a interval t1; T� , with T� > t1 > 0 depending on � and on the normof u(t1) in the space H1 .iii) The conjunction of the point ii) with the fact that u is in L2(R+t ;H1(R3))implies that the solution will become eventually smooth for t large enough (how large, upto now, is an open problem).This also implies that the set of points where the weak solution may be singular issmall. In fact this idea already was present in the original work of Leray and was re�ned byseveral authors. On its present form this re�nement culminate with the work of Ca�arelli,Kohn and Nirenberg [CaKNi] where it is shown that if singularities exists for the Leraysolution they should be contained in a set of Hausdor� measure smaller or equal to 1 inR3 � R+t . Later on Sohr and von Wahl [SW] proved for the pressure associated to theLeray solution, the estimate: p 2 L 53 (
�]0; T [)18



which allowed Fanghua Lin [Lin] to produce a simpler proof of the result of [CaKni].3) With the item ii) the smoothness is realized if one shows that the weak solutionis bounded in L1(R+t ;H1(R3)) :Observe that with the divergence free condition one hasZR3 jrxu(x)j2 dx = ZR3 jr� uj2 dx : (2:5:5)The right hand side of (2.5.5) is usually called the enstrophy and from the Navier Stokesequation one deduces for ! = r� u the equation:@t! + u � rx! � ! � rxu� ��x! = 0 : (2:5:6)The energy estimates implies the estimate:� Z T0 ZR3 j(! � rxu)(x; t)j dx dt � Cju0(x)j2L2(R3) : (2:5:7)Introduce the direction � of the vorticity de�ned by�(x; t) = !(x; t)j!(x; t)j if !(x; t) 6= 0 ;�(x; t) = 0 if !(x; t) = 0 : (2:5:8)Multiplying the equation (2.5.6) by �(x; t) one obtains (formal computation is done �rstthen a rigorous proof can be obtained by a regularization process):(@t + u � rx � ��x)j!j+ �j!j�3jrx�j2+Xikl (!2i �kl � !k!l)@i!k@i!l � j! � rxuj : (2:5:9)In agreement with the convexity of the function ! 7! j!j the last term of the left hand sideof (2.5.9) is non negative and with the energy estimate this give the bound:Z j!(x; t)j dx � C ZR3fju0(x)j2 + j!0(x)jg dx : (2:5:11)Observe that among the quantities which have been shown to be uniformly bounded aresupt>0 ZR3 jr � u(x; t)j dx and Z 10 (ZR3 jr� u(x; t)j2 dx) dtwhile the typical one which is missing for global regularity issupt>0 ZR3 jr� u(x; t)j2 dx � C :19



The gap is not that big but seems very di�cult to �ll.4) It was already observed in by Serrin [Se] and by Kaniel and Shinbrot [KS] thatin dimension 3 the supplementary hypothesis:u(x; t) 2 Ls(0; T ; (Lr(
))3); 2s + 3r � 1; r > 3was su�cient to ensure the persistence of regularity and the uniqueness. The marginalcase is s = 2 and r =1, result which has been recently improved by Kozono and Taniuchi[KT]. Introducing the space BMO (cf. [St]) which contains L1 they have shown, in thespirit of the Beale Kato Majda theorem (theorem 2.4) that the conditionZ T0 jju(:; t)jj2BMOdt <1was enough to ensure the persistence of regularity up to the time T .In the same spirit it should also be observed that another su�cient condition for theuniqueness and regularity have been obtained for solutions with value in L3(R3). Sincethe transformation: (u(x; t); p(x; t)) 7! (�u(�x; �2t); �2p(�x; �t))preserves both the solution of the Navier Stokes equation and the norm of u inL1(0;1; L3(R3) this space seems to play a crucial role for the analysis of the problem.Such point of view introduced by Kato and Ponce [KP] and Weissler [We] involved severalcontributions from Calderon [Cal], Cannone [Can] and culminated with the work of G.Furioli, G. Lemarri�e et E. Terraneo [FLT]. Once again the gap between uniform bound inL3 and L2 seems small.Eventually the derivation of the relation (2.3.10) let appears some relation betweenthe regularity of the solution and the regularity of the direction of the vorticity and in fact,more precisely, one has:Theorem 2.5. (Constantin and Fe�erman):i) For any Leray solution of the 3d Navier Stokes equation one has:Z T0 dtZf(x;t);j!(x;t)j>
gjrx�(x; t)j2 dx dt � C�
 ZR3fju0(x)j2 + jr � u0(x)jg dx : (2:3:11)ii) Assume that the direction of the vorticity of the weak solution u is uniformlylipschitz with respect to x when the modulus of this vorticity is large; this means thatthere exist two positive �nite constants C and � such that one has8(x; y; t) 2 (R3)2 �R+t fj!(x; t)j > 
 and j!(y; t)j > 
g)j sin�(x; y; t)j � jx � yj� (2:5:12)20



with �(x; y; t) denoting the angle of the two vectors !(x; t) and !(y; t). Then the vorticity,if bounded for t = 0 in L2(R3) remains bounded in the same space for t � 0 and thereforethe solution is \regular".Remark 2.6. The signi�cance of the relation (2.5.11) is: in regions of high vorticity thedirection of the vorticity is regular in an averaged sense but uniformly with respect to theinitial data and with a 1� dependence with respect to the viscosity.The signi�cance of the assertion ii) is that singularities (or loss of control of theregularity) to appear need both large (in modulus) vorticity and large oscillations of thedirection of this vorticity.Proof As above the proof is made with a-priori estimates which are later used forrigorous proof with the introduction of some regularization process. Here the emphasis isput on the a-priori estimates.First, observe that the relation (2.5.11) is just a direct consequence of the estimate(2.5.10). Second, to make the proof simpler and to focus on the key point it is assumedthat the estimate (2.5.12) is valid not only at points (x; y) where the vorticity is greaterthan 
 but everywhere. Releasing this is hypothesis implies the introduction of termswhich are quadratic with respect to the ! instead of being cubic and which can be easilyhandled.Therefore one writes for the formal estimate:@t ZR3 j!(x; t)j2 + � ZR3 jrx!(x; t)j2 dx � ZR3 j(!rxu; !)j dx : (2:5:13)The last term of the right hand side is cubic with respect to !. In fact it involves thestrain matrix: S(x; t) = f 12 (rxu+ (rxu)�)g(x; t) = S(!)(x; t)where appears the direction �(x; t) = !(x; t)j!(x; t)jof the vorticity. Withŷ = yjyj and M(ŷ; !) = 12 [ŷ 
 (ŷ � !) + (ŷ � !)
 ŷ]one has S(x; t) = 34� P.V.Z M(ŷ; !(x + y; t)) dyjyj3and j(!rxu; !)j = ��� 34� ZR3(ŷ; !(x; t))(ŷ ; !(x + y; t); !(x; t)) dy���= j!(x; t)j2 34� ��� ZR3 (ŷ; �(x; t))(ŷ ; !(x + y; t); �(x; t))��� dyjyj3 : (2:5:14)21



It is in this last term that the hypothesis is used becausej(ŷ; �(x; t))(ŷ ; !(x + y; t); �(x; t))j � j!(x + y; t)j sin(�(x + y; t); �(x; t))j � Cjyj (2:5:15)and therefore in the equation (2.5.14) the order of the singularity has been reduced. Thisequation becomes:j(!rxu!)j � Cj!(x; t)j2 ZR3 j!(x + y; t)j dyjyj2 = Cj!(x; t)j2I(x; t) (2:3:16)for which the following estimate can be easily obtained:kI(x; t)kL2 = h ZR3 dx�ZR3 j!(x+ = y; t)j dyjyj2 �2i12� C�k!(:; t)kL1�23 �k!(:; t)kL2� 13 : (2:5:17)With the Cauchy-Schwartz relation and the Gagliardo-Nirenberg inequality which ispresently used in the following form:�ZR3 j!(x)j4 dx�12 � C�ZR3 jrx!(x)j2 dx�34�ZR3 j!(x)j2 dx� 14one obtains :ZR3 j(!rxu!)j dx � C ZR3 j!(x; t)j2I(= x; t) dx� �ZR3 j!(x)j4 dx�12 kI(x; t)kL2� �ZR3 jrx!(x)j2 dx�34�ZR3 j!(x)j2 dx� 14 �k!(:; t)kL1� 23 �k!(:; t)kL2�13 : (2:5:18)Eventually the uniform estimate on the L1 of the curl is used (cf. (2.5.10)), giving:ZR3 j(!rxu!)j dx � �ZR3 jrx!(x)j2 dx�34 �ZR3 j!(x)j2 dx� 14 �k!(:; t)kL2� 13= C�ZR3 jrx!(x)j2 dx�34 �ZR3 j!(x)j2 dx� 52� �2 ZR3 jrx!(x)j2 dx +C��3�ZR3 j!(x; t)j2 dx�53 : (2:5:19)The term ZR3 jrx!(x)j2 dx22



is in the equation (2.5.13) balanced by the viscosity and therefore one obtains for theenstrophy the relation:12 ddt ZR3 j!(x; t)j2 dx+ 12 ZR3 jrx!(x; t)j2 dx� C�ZR3 j!(x; t)j2 dx��ZR3 j!(x; t)j2 dx� 23 : (2:5:20)Since one hasZ T0 �ZR3 j!(x; t)j2 dx� 23 dt � T 13�Z T0 ZR3 j!(x; t)j2 dx dt�23 (2:5:21)one concludes the proof with the estimate of energy and the Gronwall lemma.Remark 2.7 In fact the uniform lipschitz condition can be relaxed what really matter isan estimate of the type j(ŷ; !(x + y; t); �(x; t))j � Cj!(x+ y; t)jjyj (2:5:22)which is much weaker (valid for two vectors of opposite direction).The above results should be compared with the analysis done by Babin Mahalovand Nicolaenko [BMN1,2] who, motivated by the geophysical applications, consider theNavier Stokes equation with a large Coriolis force:@tu+ u � rxu+ 2
0e3 � u� ��xu+rxp = F;rx�u = 0 (2:5:23)In (2.3.23) e3 is the vertical unit vector and 
0 is the frequency of the background rotationwhich introduces a Coriolis force which is assumed to be large compared to the otherparameters of the ow. A detailed analysis is done in the case of a periodic domain orstress-free boundary conditions.In fact the linearized version of the equation (2.5.23) was studied (cf Arnold andKhezin [AK]) by Sobolev who started from an analysis done by Poincar�e and who appliedit to the description of the behaviour of fuel tanks of rotating projectiles. The work ofSobolev was done in Kazan around 1942 and by that time classi�ed. It was declassi�edin [Sob]. In the extension of this analysis to the genuine non linear equation (2.5.23)Babin Mahalov and Nicolaenko used a sharp Fourier analysis involving small denominatorsand a Diophantine condition on the incommensurability of the condition on the domaingeometrical parameters.It is shown in [BMN1], [BMN2] and [BMN3] that the solutions of the 3-D Euler orNavier Stokes equation of uniformly rotating uids can be decomposed into the sum ofthe following terms : a solution of the 2-D Euler (or Navier Stokes) system with verticallyaveraged initial data, a vector �eld explicitly expressed in terms of phase and a smallremainder term. In the course of the proof [BMN1] [BMN2] have obtained the followingstability-regularity results: 23



i) Whatever the size of the smooth initial data the life span of the correspondingregular solution of the Euler equation is ensured to go to in�nity when 
0 goes to in�nity.ii) For non zero but �xed viscosity �, whatever the size of the smooth initial data, thecorresponding classical Leray solution of the 3-D Navier-Stokes system becomes smooth(for T̂ � t <1) for 
0 large enough. This is true for all domain geometrical parameters.Speci�cally:Theorem 2.8. Let � > 0, � > 1=2, kU(0)k� �M� andsupT Z T+1T kFk2��1dt �M2F� 8T: (2:5:24)Let 
0 � 
�0 (M�;MF� ; �). Then solutions of rotating Navier-Stokes equations for anyperiodic domain parameters are regular for all t andku(t)k� �M 0� 8t � 0: (2:5:25)Theorem 2.9. Let � > 0 and conditions of Theorem 2:6 hold. Let ku(0)k0 � M0,T̂ = ku(0)k20=�. Then, for every �xed 
0 � 
00 with 
00 = 
00(MF� ) and for any weaksolution u(t) of rotating Navier-Stokes equations which is de�ned on [0; T̂ ] and satis�esthe classical energy inequality on [0; T̂ ], the following is true: u(t) can be extended to0 < t < +1 and it is regular for T̂ � t < +1; it belongs to H1 and ku(t)k1 � C1(MF1; �)for every t � T̂ .In particular, Theorem 2.8 relies on the global regularity of a \2-1/2 dimensional"limit nonlinear Navier-Stokes equation as 
0 !1, [BMN2].These results are not conditional, in contrast to the work of Constantine et al.,with the following remark. In the rotating equation (2.5.23) when the vorticity 
0 islarge, but bounded, the highly oscillatory (in time) solution is regular. One can showthat (2.5.23) is equivalent to a Navier-Stokes equation without Coriolis term, with a basesteady ow (�
0y;+
0x; 0) of vorticity 2
0e3, plus spatially periodic perturbations ofvorticity !1. Then if j!1j is not too large with respect to j
0j, with j
0j � 1, one proves[BMN2] that the corresponding Navier-Stokes system stays smooth for all times (!1 is nota small perturbation). Note that the perturbed !1-ow is genuinely 3 dimensional. Thetechnique of bootstrapping regularity of solutions of 3-dimensional Navier-Stokes equationsby perturbation from limit equations has been done in various contexts: thin domains[RS], helical ows [MLT?]. In these previous works, limit equations are 2-D Navier-Stokesequations for which global regularity is well known. In [BMN2], for the �rst time, thelimit equations are genuinely 3-dimensional, but with restricted wave-number interactionsin B(u; u) (\2-1/2 dimensional"). Their global existence is nontrivial and requires dyadicdecomposition methods and Littlewood-Paley theory [St].Similar results for more general Boussinesq equations of geophysics can be found in[BMN4-8]. 24



3. Hierarchy of Equations3.1. IntroductionAs said in the general introduction one shows that, with the Boltzmann equation, theNavier-Stokes and Euler equations can be derived from a genuine Hamiltonian system ofN interacting particles.This Hamiltonian system is the beginning of the hierarchy. The end of the hierarchyis the introduction of turbulent models which are in some cases constructed with a statisticdescription of the uid. In this case some basic properties of dynamical systems like theergodic hypothesis are involved and some \magic" numbers like the Kolmogorov exponentappears.Eventually one should observe that the di�erent steps of the hierarchy share incommon several features like the evolution of the notion of entropy and the recurrent useof moments or averages.3.2 The Boltzmann-Grad LimitThe purpose of this section is to provide a rapid overview of the derivation of the Boltzmannequation from molecular dynamics.The points that should be emphasized are the following:i) In this problem there are two natural parameters N the number of particles and� the radius of these particles. N is a very large number and � (expressed in commonunits, such as centimeters) is very small; Consider a rare�ed gas in a box whose volume is1cm3 at room temperature and atmospheric pressure. Then N ' 1020, � = 10�8cm andN�2 = 1m2 is a sizable quantity. Therefore it is natural to consider situations wherelimN!1; �!0N�2is strictly positive and �nite. This gives the mean free path and the Knudsen number.ii) The transition from a reversible problem to a irreversible problem is made by anaveraging process which takes in account the self interaction of the particles of the media.The direction of the time appears because one obtains an equation for averagedquantities at time t > 0 only keeping information on averaged quantities at time t = 0.The same construction should be possible for negative time but would lead to a Boltzmannequation with negative term that would therefore increase the mathematical entropy.iii) On one hand the nonlinearity helps because at variance with di�usion approx-imation of reversible linear systems (as presented in Chapter 2) the entropy at the levelof the Boltzmann equation (a quantity which naturally decays) is the limit of a quantitywhich, due to the non linearity, is not conserved by the molecular dynamics. Thereforethis does not contradict strong convergence results.iv) On the other hand non-linearity creates also a limitation on the obtaining ofrigorous results based on strong convergence because such results would be, when thekinetic limit is involved, in contradiction with the instabilities of the compressible andincompressible Euler equations described in the previous section25



At present there are two types of rigorous results. Both involve regular quantitiesand therefore they should be kept away from the limits leading to singular solutions of thecompressible Euler equation and there are two ways to do so.The �rst one (Lanford [La]) is to start from very regular initial data and provethe results for a very small time that would avoid the time where the compressible Eulerequation may present singularities. The second one is to consider a dilute gas (Illner andPulvirenti [IP]) in an in�nite media which will never behave like the solution of the com-pressible Euler equation and therefore global-in-time convergence proof can be obtainedin this case. However since this regime does not lead to the Fluid dynamics equations itshould not be considered as a pertinent step for our hierarchy.Below only a formal proof is given following the Section 2.2 of Cercignani, Illnerand Pulvirenti [CIP]. The convergence proofs quoted above can also be found in this book.In any case for the derivation it is both natural and compulsory to invoke the BBGKYhierarchy named after Bogoliubov, Born, Green, Kirkwood and Yvon. This point of viewwas discovered by Yvon in 1935 and rediscovered independently eleven years later byKirkwood, Born and Green on one side and by Bogoliubov on the other. It is in theconstruction of the BBGKY hierarchy that the Boltzmann entropy (which as explainedin the previous section is simply related to the macroscopic entropy) appears as a limitprocess which is not in contradiction to the derivation of a reversible system from anirreversible one.The starting point is the consideration of a family of N particles of radius � whichevolve freely in the whole space and interact through elastic collisions.More precisely if two particles with incoming velocity (�; ��) and centers x andx� collide (i.e. jx � x�j = �) then the outgoing velocities (�0; �0�) compatible with theconservation of mass momentum and energy are given (in term of the incoming velocities)by the formula: �0 = � � ![! � (� � ��)]with ! = x � x�jx � x�j ;�0� = �� + ![! � (� � ��)] : (3:2:1)For obvious reason the above problem is called the hard sphere model. Other models arebased on mass points interacting with central forces. However in this case the BoltzmannGrad limit is more di�cult to obtain and to the best of our knowledge it is up to now onlydone with the introduction of a ad hoc cutt o� (cf [Ce] page 59).N is the Avogrado number and it is of the order of 1024 and � is of the order of10�8 meters while N�2 is of the order of 1 square meter. This means that the Boltzmannequation should be derived from the molecular dynamics by letting N go to in�nity, � tozero and letting N�2 go to a positive �nite constant which is the inverse of the Knudsennumber.It is convenient to denote byzs = fz1; z2; :::; zsg = f(x1; �1); (x2; �2); :::; (xs; �s)g 2 (R3 �R3)s ;26



the variables of the s dimensional phase space and by P s(z1; z2; :::; zs) the probability ofhaving jointly the s particles at the point fx1; x2; :::; xsg with velocity f�1; �2; :::; �sg.It is assumed that these functions are symmetric with respect to their arguments(observe that if such a property is true at some time it is conserved for all time by thecollision rule given by (3.2.1) ) and are equal to zero on one hand for s > N and on theother hand forz =2 �s; �s = fzs such that 81 � i; j � s; (xi 6= xj ) jxi � xj j > �g : (3:2:2)The meaning of equation (3.2.2) is that it is assumed that the particles do not penetrateone into the others. Furthermore one hasP s(zs) = Z(R3�R3)N�s PN(z1; z2; :::; zs; zs+1; :::; zN ) Y(s+1)�j�N dzj : (3:2:3)Since the particles evolve freely in �N one has@tPN(x; v; t) + NX1 �i@xiPN(x; v; t) = 0 : (3:2:4)This equation has to be accompanied by suitable initial and boundary conditions.To take into account the fact that the shocks between the particles are elastic it isassumed that the distribution PN is invariant under the transformation induced by suchshocks, i.e., PN (z) = PN (z0) for any pair (z; z0) de�ned by the following relations:i) There exists a pair (i; j); i 6= j such that jxi � xj j = � (i.e., z 2 @�N).ii) z0 is given in terms of z by the formulaz0 = fz1; z2; :::; (xi; �i � !ij(!ij � Vij); :::; (xi; �j + !ij(!ij � Vij); :::; zNg ;Vij = �i � �j; !ij = xi � xjjxi � xj j ; (3:2:5)which is simply the translation at the level of probability distribution of the formula (3.2.1).For the initial data it is assumed that PN (z1; z2; :::; zN ; 0) is a probability densitywhich is invariant under any permutations of the variables zi. Even better it is assumedthat this probability is factorized:PN (z1; z2; :::; zN ; 0) = Y1�j�N f(zj ); f(zj ) � 0; ZR3�R3 f(z)dz = 1: (3:2:6)Following [CIP] the equation (3.2.4) is integrated over �N with respect to the variableszj ; (s + 1) � j � N ;27



and one obtains:@tP s + Z sXi=1 �i@xiPN Y(s+1)�j�N dzj + Z NXk=(s+1) �k@xkPN Y(s+1)�j�N dzj = 0 : (3:2:7)Since the boundary of the integration domain is characterized by the relation jxi�xj j = �it depends (even for i � s) upon xi. Therefore one obtains for the second term of the lefthand side of (3.2.7)Z �i@xiPN Y(s+1)�j�N dzj = �i@xiP s � NXk=s+1Z P (s+1)�i � !ikd�ikd�k (3:2:8)with !ik denoting the outer normal to the sphere of radius � and center xk and d�ik beingthe surface element on the same sphere. The second integral term of (3.2.8) is easier tocompute because it involves the integration of a derivative taken with respect to one ofthe integration variables. One obtains:Z �k@xkPN Y(s+1)�j�N dzj = sXi=1 Z P (s+1)�k � !ik d�ik d�k+ NXi=s+1;i6=kZ P (s+2)�k � !ik d�ik d�k dxi d�i : (3:2:9)Therefore with (3.2.8) and (3.2.9) the following relation is deduced from (3.2.7):@tP s+ sXi=1 �i@xiP s = sXi=1 NXk=s+1Z P (s+1)Vik � !ikd�ikd�k+12 NXi=s+1;i6=kZ P (s+2)Vki � !ikd�ikd�k dxid�i dxi : (3:2:10)In the above equation Vik = �i � �k is the relative velocity of the ith particle with respectto kth particle. The relations !ik = �!ki have been used to replace �k � !ik by 12Vik � !ikObserve that with the boundary condition PN (z) = PN (z0) with z0 given by (3.1.4), thelast term of the right hand side of (3.2.10) is identically zero.Observe also that the �rst integral in the right hand side of (3.2.10) is the same nomatter what the value of the dummy index k is. This index can be abolished; x�; �� iswritten in place of xk; �k and (3.2.10) is transformed into:@tP s + sXi=1 �i@xiP s = (N � s) sXi=1 Z P (s+1)Vi:!i d�i d�� : (3:1:11)28



In (3.2.11) the arguments of P (s+1) are (z1; z2; :::; zs; z� = (x�; ��)) while Vi and ni arede�ned by the relation: Vi = �i � ��;!i = xi � x�� (3:2:12) :We separate the contribution of the two hemispheres Si+ and Si� respectively de�ned byVi � !i > 0 and Vi � !i < 0. In addition we remark the relation d�i = �2d!i where d!i isthe surface element on the unit sphere described by !i and eventually we obtain@tP s + sXi=1 �i@xiP s = (N � s)�2 sXi=1 � ZR3 ZS+ P (s+1)0jVi:!ij d!i d���ZR3 ZS� P (s+1)jVi:!ij d!i d��� (3:2:13)where P (s+1)0 means that in P (s+1) the argument �i and �� are replaced by the followingones: �0i = �i � !i(!i � Vi) ;�0� = �� + !i(!i � Vi) : (3:2:14)At this point a choice in the direction of the time has been made because the velocitiesafter the shock have been express in term of the velocities before the shock. The aboveintegrals can be changed into an a single integral by changing !i into �!i in the secondintegral. The index i in !i can be dropped provided the argument x� in the second integralof the ith term is replaced by x� = xi � !�while x� is replaced by xi + !� in the �rst integral. These computation leads to a systemof N equations for N unknown P s:@tP sN+ sXi=1 �i@xiP sN = (N�s)�2 sXi=1 ZR�S2 �P (s+1)N 0jVi:!ij�P (s+1)N jVi:!ij�d!id�� (3:2:15)which is called the BBGKY hierarchy.The Boltzmann limit is obtained by letting N go to in�nity and � to zero with thecondition: limN�2 = ��1and the initial data:PN = Y1�j�N f(zj ); f(zj ) � 0; Z f(zj )dzj = 1 : (3:2:16)If we assume (this is one of the main object of the contributions of Landord and Illner andPulvirenti) that the convergence (for s �xed and N going to in�nity)limN!1P sN = P s29



holds for any s in a convenient topology, we can deduce from (3.2.15) an in�nite set ofequations (for 1 � s <1)@tP s + sXi=1 �i@xiP s = 1� sXi=1 ZR3�S2 �P (s+1)N 0jVi:!ij � P (s+1)N jVi:!ij�d!id�� (3:2:17)which is called the Boltzmann hierarchy.This derivation is completed by the three following statements." i)" Introduce the Boltzmann equation for hard spheres which will also be consideredin the next section: @tF + v �rxF = 1� C(F ) ; (3:2:18)F (0; x; v) = F in(x; v) � 0 ; (3:2:19)where the collision operator C(F ) is quadratic and given (with an abuse of language)by C(F ) = C(F;F ) = ZZ (F 01F 0 � F1F ) j(v1 � v) � !j d! dv1 : (3:2:20)with the F , F1, F 0 and F 01 appearing in the integrand understood to mean F (t; x; �)evaluated at the velocities v, v1, v0 and v01 respectively, where the primed velocitiesare de�ned by v0 = v + ! ! �(v1 � v) ; v01 = v1 � ! ! �(v1 � v) ; (3:2:21)for any given (v; v1; !) 2 RD�RD�SD�1. Use the fact that for smooth initial dataclose to an absolute Maxwellian (�� and �� are constant)M = ��(2���) 32 exp(� 12 jvj2=��) : (3:2:22)the Boltzmann equation (3.2.18) has a unique smooth solution (de�ned at leastduring a �nite time)." ii)" For smooth initial data the Boltzmann hierarchy has a unique solution (de�nedat least for a small time)." iii)" If F (z; t) = F (x; �; t) is the corresponding solution of the Boltzmann equationthen the unique solution of the Boltzmann hierarchy with initial data given byP s(z1; z2; z3; :::zs) = Y1�i�s f(zi) (3:2:23)is given by the same factorization:P s(z1; z2; z3; :::zs; t) = Y1�i�s f(zi; t) : (3:2:24)30



The item i) is now classical in theory of Boltzmann equation (Ukai [U] or Nishidaand Imai [NI]).The item ii) has been solved by Lanford and Illner and Pulvirenti under weakerhypothesis than the one needed to prove the convergence of the P sN . The item iii) isobtained by direct inspection.As a consequence under convenient hypothesis the function P sN (z1; :::; zn; t) convergeto a function P s(z1; :::; zn; t) = Y1�i�s f(zi; t)with f(z; t) solution of the Boltzmann equation. This implies in particular that the functionP 1(z; t) converges to the solution of the Boltzmann equation and that the P sN factorize atthe limit. Such a property is called propagation of chaos.It is important to notice that the above convergence does not contradict the ap-pearance of the decay of entropy for solution of the Boltzmann equation. On one hand itshould be observed that for any solution of the Liouville equation and for any function Fone has ddt�Z(R3�R3)N F (PN (z1; z2; :::zN ; t)) Y1�i�N dzi� = 0 : (3:2:25)On the other hand (this is just obtained by Fubini Theorem and change of variables) forany solution of the Boltzmann equation one hasddt�Z(R3�R3) f log f(z; t)dz� � 0 (3:2:26)with a strict inequality whenever f is not an absolute maxwellian.Eventually with (3.2.25) one hasZ(R3�R3) f(z; t) log f(z; t)dz � Z(R3�R3) f(z; 0) log f(z; 0)dz= 1N Z Z(R3�R3)N (PN (z1; z2; :::zN ; 0)) log(PN (z1; z2; :::zN ; 0)) Y1�i�N dzi= 1N Z Z(R3�R3)N (PN (z1; z2; :::zN ; t)) log(PN (z1; z2; :::zN ; t)) Y1�i�N dzi : (3:2:27)However, ZR3�R3 f(z; t) log f(z; t) dzis not the limit ofHN (PN )(t) = 1N Z Z(R3�R3)N (PN (z1; :::; zN ; t)) log(PN (z1; :::; zN ; t)) Y1�i�N dzi31



but of H1(P 1)(t) = Z Z(R3�R3)N (P 1N (z; t)) log(P 1N (z; t))dz :And according to the Proposition 3.1 (below) one has H1(P 1)(t) � HN (PN )(t) with strictinequality unless P 1(t) is factorized. Therefore the strong convergence of P 1(t) does notcontradict the decay of entropy of the solution of the Boltzmann equation. In fact oneobserves also that the factorization property given for PN at time t = 0 is immediatelylost for t > 0 but is recovered for the limit of P sN (t) (s, t > 0 �xed and N going to in�nity).Proposition 3.1 Suppose that PN is a symmetric probability density on the phase spaceand that P s are the s particles distribution function associated with PN . ThenH1(P 1) � HN (PN )with equality if and only if PN (z) = NYi=1P 1(zi)for almost all z.Proof Note that for x; y � 0 one has (with the right hand side equal to zero for y = 0and to �1 for y > 0 and x = 0): x � y � y log xy :Therefore one has0 = �� NYi=1P 1(zi)�� PN(z)�dz � Z PN (z) log �QNi=1 P 1(zi)PN (z) � dz (3:2:28)and this relation is equivalent to the relation:Z PN(z) log PN (z) dz � N:H1(P 1)with equality only when the middle term of (3.2.28) is zero, i.e_, when factorization occurs.Remark 3.2 Rigorous proofs contain many more ingredients however two points shouldbe stressed.1) Since the Boltzmann equation is quadratic it involves only binary collision there-fore an important step is to prove that other events can be excluded and this is a directconsequence of the following theorem (cf. [CIP], page 65): \The set of points that are ledinto a multiple collision under forward or backward evolution of the dynamical system andthe set of points such that where there is a cluster of collision instants under forward andbackward evolution are of measure zero in the phase space."32



2) The solution of the BBGKY hierarchy can be written in an integrated form (orweak form) leading �rst to a formal series expansion:P sN(z)(zs ; t) = 1Xn=0Z t0 dt1 Z t10 dt2:::Z tn�10 dtnS�(t� t1)Q�s+1S�(t1 � t2):::Q�s+nS�(tn)P s+nN (zs; 0) (3:2:29)with P sN = 0 for s > N , with S� and Q�s+1 operators describing the advection and thecollisions. It is in the uniform estimate of the right hand side of (3.2.29) that the hypothesison the data or on the small time intervals of validity does appear.3.3 The Fluid dynamics limitsContinuing the hierarchy we return to the equation (3.2.18):@tF� + v �rxF� = 1�C(F�) : (3:3:1)whith C(F ) denoting the collision operator given by (3.2.20) and� = limN!1;�!0N�2 :The equation (3.3.1) (cf [Go] for details in the following discussion) shows that1� ZZ F1 j(v1 � v) � !j d! dv1is homogenous to a frequency. If the variation of F in t and in x are not too fast, thisfrequency is the reciprocal of the averaged time between two successive collisions undergoneby the same typical particle under the distribution F moving with speed v.However this frequency depends on the particle distribution itself, which makes itdi�cult to use this expression as a tool to discriminate between various qualitative behaviorof this particle distribution. Rather, pick an averaged macroscopic density �� an averagedtemperature �� and choose a macroscopic lenght scale �� (for instance the size of thedomain where the ow takes place or the average size of @xF=F at t = 0. Then rewritethe equation (3.3.1) for the dimensionless number densityF̂ = � 32��� Fin term of the dimensionless time, space and velocity variable:t̂ = tp���� ; x̂�� ; v̂ = vp��33



and obtain: @t̂F̂ + v̂rx̂F̂ = 1KnC(F̂ ) : ^(3:3:1)where Kn the (dimensionless) Knudsen number is the ratio of the collision mean free timeto the macroscopic time scale.All hydrodynamic limits of the Boltzmann equation consist in considering this di-mensionless form and in discussing the limit as Kn (and possibly other parameters) tendto 0. Physically, this means that a great number of collision take place in the gas per unitof (macroscopic) observation time.Observe that this is not in contradiction with the usual phrase about the Boltzmannequation which applies to gases in a state of low density because one has:Kn ' N�2��The analysis done below applies also to other collision operators which are intro-duced either for physical or numerical reason. Therefore it is interesting to select the basicproperties of the operator which are used at di�erent steps:i) conservation properties and an entropy relation that implies that the equilibriaare Maxwellian distributions for the zero-th order limit;ii) the derivative of C(F ) satis�es a formal Fredholm alternative with a kernel relatedto the conservation properties of (i).Properties (i) are su�cient to derive the compressible Euler equations from equation(3.2.1) (Theorem 3.3). The compressible Euler equations also arise as the leading orderdynamics from a systematic expansion of F in �.Properties (ii) are used to obtain the Navier-Stokes equations; they depend on a moredetailed knowledge of the collision operator. The compressible Navier-Stokes equationsarise as corrections to those of Euler at the next order in the Chapman-Enskog expansion.This expansion shows that in a compressible gaz the Knudsen and Reynold number areof the same order. To recover directly from the Boltzmann equation the incompressibleNavier- Stokes equation one also introduces the Mach numberMa which is the ratio of thebulk velocity to the sound speed and the Reynolds number Re which is a dimensionlessreciprocal viscosity of the uid. These numbers (cf. [LL]) satisfy the relation� = MaRe : (3:3:2)Therefore when � goes to zero, to obtain a uid dynamical limit with a �nite Reynoldsnumber, the Mach number must vanish too.The compressible Euler limitThe integral of any scalar or vector valued function f(v) with respect to the variable v isdenoted by hfi; hfi = ZR3 f(v) dv : (3:3:3)34



Use of Fubini theorem and change of variable to show that the operator C satis�esthe conservation propertieshC(F )i = 0 ; hvC(F )i = 0 ; hjvj2C(F )i = 0 : (3:3:4)which are the simple translation at the level of the function F of the corresponding prop-erties for the system of particles of the previous section. As a consequence one has thefollowing conservation laws: @thF i +rx�hvF i = 0 ;@thvF i+rx�hv 
 v F i = 0 ; (3:3:5)@th12 jvj2F i+rx�hv 12 jvj2F i = 0 :Similarly it has been observed in the previous section that hC(F ) logF i is non-positive,this implies the local entropy inequality@thF logF i+rx�hvF logF i = hC(F ) logF i � 0 : (3:3:6)A more detailed analysis shows thathC(F ) logF i = 0 (3:3:7)implies that F is a Maxwellian:F = �(2��)3=2 exp�� 12 jv � uj2� � : (3:2:8)The parameters �, u and � introduced at the right side of (3.3.8) are related to theuid dynamics moments giving the mass, momentum and energy densities:hF i = � ; hvF i = �u ; h 12 jvj2F i = �( 12 juj2 + 32�) :They are called respectively the (mass) density, velocity and temperature of the uid. Inthe compressible Euler limit these variables are shown to satisfy the system of compressibleEuler equations (3.3.11 below).The main obstruction to proving the validity of this uid dynamical limit is thefact that, as said in the section (2.4), the solutions of the compressible Euler equationsgenerally become singular after a �nite time. Therefore any global (in time) convergenceproof cannot rely on uniform regularity estimates. A reasonable assumption would be thatthe limiting distribution exists and that the relevant moments converge pointwise.Theorem 3.3 Let F�(t; x; v) be a sequence of nonnegative solutions of the equation@tF� + v �rxF� = 1�C(F�) ; (3:3:9)35



such that as � goes to zero, F� converges almost everywhere to a nonnegative function F .Moreover, assume that the momentshF�i ; hvF�i ; hv 
 v F�i ; hvjvj2F�i ;converge in the sense of distributions to the corresponding momentshF i ; hvF i ; hv 
 v F i ; hvjvj2F i ;the entropy densities and uxes converge in the sense of distributions according tolim�!0hF� logF�i = hF logF i ; lim�!0hvF� logF�i = hvF logF i ;while the entropy dissipation rates satisfylim sup�!0 hC(F�) logF�i � hC(F ) logF i :Then the limit F (t; x; v) is a Maxwellian distribution,F (t; x; v) = �(t; x)(2��(t; x))3=2 exp��12 jv � u(t; x)j2�(t; x) � ; (3:3:10)where the functions �, u and � solve the compressible Euler equations,@t�+rx�(�u) = 0 ;@t(�u) +rx�(�u
 u) +rx(��) = 0 ; (3:3:11)@t(�(12 juj2 + 32�)) +rx�(�u( 12 juj2 + 52�)) = 0and satisfy the entropy inequality,@t�� log ��2=3� ��+rx���u log��2=3� �� � 0 : (3:3:12)Proof Multiplying (3.3.9) by �(1 + logF�) and integrating over v gives the entropyrelation ��@thF� logF�i +rx�hvF� logF�i� = hC(F�) log F�i : (3:3:13)Letting � go to zero in (3.3.13) and using the convergence assumptions of the theoremregarding the entropic quantities shows that the limiting distribution F must satisfy0 � lim sup�!0 hC(F�) logF�i � hC(F ) logF i : (3:2:14)But the entropy dissipation rate of C(F ) is non-positive by assumption, so (3.3.14) implieshC(F ) logF i = 0. The characterization of equilibria (3.3.8) then gives that for almost36



every (t; x) the distribution F is a solution of the equation C(F ) = 0 and is a Maxwelliandistribution with the form (3.3.10).The system of local conservation laws@thF�i +rx�hvF�i = 0 ;@thvF�i+rx�hv 
 v F�i = 0 ;@th12 jvj2F�i+rx�hv 12 jvj2F�i = 0 ; (3:3:15)is not closed. Each of these equations for the determination of the time derivative of amoment involves the knowledge of a higher order moment. However, if the convergenceassumptions of the theorem regarding these moments are used, one can pass to the limit of� going to zero and replace F� by F , as given by (3.3.10), in these equations. A system of�ve equations for the �ve unknowns f�; u1; u2; u3; �g is obtained which is the compressibleEuler system (3.3.11).Finally, utilizing the entropy dissipation propertyhC(F�) log F�i � 0 ; (3:3:16)equation (3.3.9) leads to the inequality@thF� logF�i+rx�hvF� logF�i � 0 : (3:3:17)Once again using the convergence hypothesis of the theorem regarding the entropy densitiesand uxes along with the form of F given by (3.3.10), this inequality gives the classicalentropy inequality (3.3.12).The compressible Navier-Stokes limitIn the derivation of the compressible Euler limit the main ingredient turned out tobe the identi�cation of the equilibrium points of the collision operator. Such points, asobserved, are the maxwellian:M(�;u;�) = �(2��)3=2 exp��12 jv � uj2� � : (3:3:18)As said above the Navier Stokes equation is derived as an higher order approximation,either as it is done in the present section as a second order approximation for the solutionof the Boltzmann equation or as it will be done in the next section for uctuations near anabsolute maxwellian. Therefore the properties of the Frechet derivative (involved in higherorder expansion) appear in the present section. Denote by M the absolute maxwellian� = 1; u = 0 � = 0) and consider perturbations of the form:F =M(1 + f)37



with f in the Hilbert space L2M de�ned by the scalar product(f jg)M = hfgiM = Z f(v)g(v)M(v) dv : (3:3:19)The linear and quadratic operators L and Q are de�ned according to the formula:1MC(M(1 + f)) = 2MC(Mf;M) + 1MC(Mf;Mf) = Lf +Q(f; f) (3:3:20)Direct computation shows that L is given by the expression:Lf = ZZ M1(f 01 + f 0 � f1 + f) j(v1 � v) � !j d! dv1 : (3:3:21)It is a self adjoint Fredholm operator in the space L2M . Its kernel is the 5 dimensional spacespanned by the functions f1; v1; v2; v3; jvj2g . Furthermore it is a non positive operator.The vector or tensor valued functionsA(v) = ( 12 jvj2 � 52 )v ; B(v) = v 
 v � 13 jvj2I : (3:3:22)are orthogonal to the kernel of L; therefore the equationsL(A0) = A ; L(B0) = B ; (3:3:23)have unique solutions in Ker(L)?.The rotationally invariance of the collision operator implies that these solutions aregiven by the formula:A0(v) = ��(jvj)A(v) and B0(v) = ��(jvj)B(v) (3:3:24)with � and � denoting two positive functions (cf Chapman and Cowling [ChCo] for theirexplicit computation) and the formulas:�� = 110 h�(v)jB(v)j2i; �� = 13 h�(v)jA(v)j2i (3:3:25)de�ne two numbers which in some sense are the \universal" viscosity and heat conductivity.A function H�(t; x; v) is said to be an approximate solution of order p to the kineticequation (3.3.1) if @tH� + v �rxH� = 1� C(H�) +O(�p) ; (3:3:26)where O(�p) denotes a term bounded by �p in some convenient norm. An approximatesolution of order 2 will be constructed in the formH� =M�(1 + �g� + �2w�) ; (3:3:27)38



where (��; u�; ��) solve the compressible Navier-Stokes equations with dissipation of theorder � (denoted CNSE�): @t�� +rx�(��u�) = 0 ; (3:3:28)���@t + u� �rx�u� +rx(����)�rx �[��� 12� �(u�)] ; (3:3:29)32���@t + u��rx��� + ����rx�u� = � 12��� 12� �(u�) :�(u�) + �rx�[��� 12� rx��] : (3:3:30)The Chapman-Enskog derivation can be formulated according to the following the-orem.Theorem 3.4 Assume that (��; u�; ��) solve the CNSE�. Then there exist g� and w� inKer(L(��;u�;��))? such that H�, given by (3.3.27), is an approximate solution of order 2 toequation (3.3.1). Moreover, g� is given by the formulag� = � 12��1� �� 12� �(jV j)B(V ) :�(u�)� ��1� �� 12� �(jV j)A(V )�rx��p�� : (3:3:31)Proof. In the computation below the subscript � is omitted in the notation of the localmaxwellianM(��;u�;��), in the variable V and in the linearized collision operator L(��;u�;��).Setting the form (3.3.27) for an approximate solution of order two into (3.3.26)yields the formula (@t + v �rx)MM + � (@t + v �rx)(Mg)M= L(g) + ��L(w) + 12Q(g; g)� : (3:3:32)A direct derivation of (3.3.18) gives the formulas@uM = V 1p�M ; @�M = ( 12 jV j2 � 32 )1�M ;utilizing these shows that the contribution of the �rst term on the left side of (3.3.32) isgiven by the formula(@t + v �rx)MM = (@t + v �rx)�� + V � (@t + v �rx)up� + ( 12 jV j2 � 32 ) (@t + v �rx)�� : (3:3:33)The CNSE� are used to replace the time derivatives of the functions �, u and � by expres-sions involving only spatial derivatives. This introduces terms of order �, corresponding tothe right side of the equations (3.3.29) and (3.3.30), into (3.3.33):(@t + v �rx)MM = 12B(V ) :�(u) +A(V )�rx�p� + �R ; (3:3:34)39



with R = V � (rx�[���(u)])�p� + ( 13 jV j2 � 1) 12���(u) :�(u) +rx�[��rx�]�� : (3:3:35)>From (3.3.32) and (3.3.34) it follows that the term of order one with respect to � has tobe given by the formula (3.3.31). To complete the proof one must show the existence ofa function w that cancels the term of order one in (3.3.32). This amounts to proving theexistence of a solution to the equationL(w) = R+ (@t + v �rx)(Mg)M � 12Q(g; g) : (3:3:36)Such a solution exists if and only if the right side of (3.3.36) is orthogonal to the kernel ofL and this (details of the computation are omitted (cf [BGL1])) turns out to be realizedwhen (��; u�; ��) are solution of the CNSE�Remark 3.5 Analysis of the above computation shows that the existence of anexpansion of the form M�(1 + �g� + �2w�)for a solution of the Boltzmann equation with (��; u�; ��) solution of \some" compressibleNavier Stokes equation is possible if and only the viscosity � and the thermal di�usivity �are given by the formulas: � = ���� 12� ; and � = ���� 12� (3:3:37)>From the formula (3.3.37) one deduces two important facts. First the ratio of the viscosityand the thermal di�usivity is an \absolute" number (independent of the Knudsen numberand of the temperature) given by: Pr = ����and therefore de�ned by the collision operator. Second when the Knudsen number goes tozero the viscosity goes also to zero at the same rate. Therefore it does not seem possible toderive directly a Navier Stokes equation with a �nite Reynolds number from the Boltzmannequation. The way to do it is to consider that the Mach number is also of the order of �and then according to the relation � =Ma=Re one obtains at the limit the incompressibleNavier Stokes equation and this is the object of the next section:The incompressible Navier-Stokes limit>From formula � = Ma=Re, one deduces that in order to obtain a uid dynamics regime(corresponding to a vanishing Knudsen number) with a �nite Reynolds number, the Machnumber must vanish and to realize distributions with a small Mach number it is naturalto consider them as perturbations about a given absolute Maxwellian (constant in spaceand time). By the proper choice of Galilean frame and dimensional units this absoluteMaxwellian can be taken to have velocity equal to 0, and density and temperature equal40



to 1; it will be denoted by M . The initial data F�(0; x; v) is assumed to be close to Mwhere the order of the distance will be measured with the Knudsen number. Furthermore,if the ow is to be incompressible, the kinetic energy of the ow in the acoustics modesmust be smaller than that in the rotational modes. Since the acoustics modes vary ona faster time scale than rotational modes, they may be suppressed by assuming that theinitial data is consistent with motion on a slow time scale; this scale separation will alsobe measured with the Knudsen number. Thus, solutions F� to the equation� @tF� + v �rxF� = 1� C(F�) ; (3:3:38)are sought in the form F� =M(1 + �g�) : (3:3:39)and one has theTheorem 3.6. Let F�(t; x; v) be a sequence of nonnegative solutions to the scaled kineticequation (3.3.38) such that, when it is written according to formula (3.3.39), the sequenceg� converges in the sense of distributions and almost everywhere to a function g as � goesto zero. Furthermore, assume that the momentshg�iM ; hvg�iM ; hv 
 vg�iM ; hvjvj2g�iM ;hL�1(A(v)) 
 vg�iM ; hL�1(A(v))Q(g� ; g�)iM ;hL�1(B(v)) 
 vg�iM ; hL�1(B(v))Q(g� ; g�)iMconverge in D0(R+t �R3x) to the corresponding momentshgiM ; hvgiM ; hv 
 vgiM ; hvjvj2giM ;hL�1(A(v)) 
 vgiM ; hL�1(A(v))Q(g; g)iM ;hL�1(B(v)) 
 vgiM ; hL�1(B(v))Q(g; g)iM ;Then the limiting g has the formg = �+ v �u+ ( 12 jvj2 � 32)� ; (3:3:40)where the velocity u is divergence free and the density and temperature uctuations, �and �, satisfy the Boussinesq relationrx�u = 0 ; rx(�+ �) = 0 : (3:3:41)Moreover, the functions �, u and � are weak solutions of the equations@tu+ u�rxu+rxp = ���u; 52�@t� + u�rx�� = ���� ; (3:3:42)with �� , �� given by (3.3.25) and p denoting the pressure which as usual in theincompressible case is the Lagrange multiplier of the constrain rx�u = 0.41



Proof of Theorem 3.6 Setting (3.3.39) into (3.3.38) gives� @tg� + v �rxg� = 1� L(g�) + 12Q(g�; g�) : (3:3:43)Multiplying this by �, letting � go to zero, and using the moment convergence assumption,yields the relation L(g) = 0 : (3:3:44)This implies that g belongs to the kernel of L and thus can be written according to theformula (3.3.40).The derivation of (3.3.41) starts from the equations for conservation of mass andmomentum associated with (3.3.43):� @thg�iM +rx�hvg�iM = 0 ; (3:3:45)� @thvg�iM +rx�hv 
 vg�iM = 0 : (3:3:46)Letting � go to zero above (understanding the limit to be in the sense of distributions)gives the relations rx�hvgiM = 0 ; rx�hv 
 vgiM = 0 :When g is replaced by the right side of (3.3.40) these become (3.3.41).The limiting momentum equation is obtained from@thvg�iM + 1�rx�hv 
 vg�iM = 0 (3:3:46)by �rst separating the ux tensor into its tracefree and diagonal parts:@thvg�iM + 1�rx�h(v 
 v � 13 jvj2I)g�iM + 1�rxh13 jvj2g�iM = 0 : (3:3:47)This is best thought of as being in the form@thvg�iM + 1�rx�hB(v)g�iM +rxp� = 0 ; (3:3:48)where the pressure is given by p� = ��1h13 jvj2g�iM . In the same spirit, the limiting tem-perature equation is obtained by combining the density and energy equations for (3.3.38)as @th(12 jvj2 � 52 )g�iM + 1�rx�hA(v)g�iM = 0 : (3:3:49)Utilization of the moment convergence assumption and the limiting form of g given by(3.3.40) provides the evaluation of the distribution limitslim�!0 @thvg�iM = @thvgiM = @tu ;lim�!0@th(12 jvj2 � 52 )g�iM = @th(12 jvj2 � 52 )giM = 52@t� : (3:3:50)42



As is classical (since the contribution of Leray) in most treatments of the incompressibleNavier-Stokes equations, the pressure term that appears on the right side of (3.3.48) willbe eliminated upon integrating the equation against a divergence free test function.To complete the proof of the Theorem 3.6, the limits of the moments ��1hB(v)g�iMin (3.3.48) and ��1 = hA(v)g�iM in (3.3.49) have to be estimated. Start from the identities(recall that L is self-adjoint)hA(v)g�iM = hL�1(A(v))L(g�)iM ; hB(v)g�iM = hL�1(B(v))L(g�)iM ;and eliminate L(g�) using equation (3.3.43),� @tg� + v �rxg� = 1� L(g�) + 12Q(g�; g�) :The convergence assumptions of the theorem then imply that the limiting moments maybe evaluated by lim�!0 1� hA(v)g�iM = lim�!0 �rx�hv 
 L�1(A(v)) g�iM� lim�!0 12hL�1(A(v))Q(g� ; q�)iM ;lim�!0 1� hB(v)g�iM = lim�!0rx�hv 
 L�1(B(v)) g�iM� lim�!0 12hL�1(B(v))Q(g� ; g�)iM ; (3:3:51)The limiting form (3.3.40) and the Boussinesq relation (3.3.41) imply thatrx�hv 
L�1(A(v)) giM = hL�1(A(v)) 
 v( 12 jvj2 � 52 )iM �rx�= �h�(jvj)A(v) 
A(v)iM �rx� : (3:3:52)This expression gives the thermal di�usion term appearing in the second equation of sys-tems (3.3.42). Even more directly, the limiting form (3.3.40) impliesrx�hv 
 L�1(B(v)) giM = hL�1(B(v)) 
 (v 
 v)iM :rxu= �h�(jvj)B(v) 
B(v)iM :rxu : (3:3:53)After applying a divergence, this expression gives the viscous term appearing in the �rstequation of systems (3.3.42).Next, consider the moments hL�1(A(v))Q(g; g)iM and hL�1(B(v))Q(g; g)iM ; thesemay be evaluated by using the fact that C(F ) vanishes for all Maxwellians . The �rst andsecond di�erentials of M(�;u;�) computed at the point (1; 0; 1) aredM =M �d�+ v �du+ ( 12 jvj2 � 32 )d�� ; (3:3:54)d2M =M �d�+ v �du+ ( 12 jvj2 � 32 )d��2+M �d2�+ v �d2u+ ( 12 jvj2 � 32 )d2�� : (3:3:55)43



Comparison of (3.3.54) with the limiting form (3.3.40) shows that a correct choice ofparametrization leads to dM = Mg and d2M = Mg2. Twice deriving the formula thatstates Maxwellians are equilibria for the collision operator then gives0 = d2C(M) = D2C(M) : (dM _ dM) +DC(M)�d2M= D2C(M) : (Mg _Mg) +DC(M)�(Mg2) : (3:3:56)Applying the de�nitions of L and Q, this becomes simplyQ(g; g) = �L(g2) : (3:3:57)Using relation (3.3.57) and the self-adjointness of L, the desired moments are found to be12 hL�1(A(v))Q(g; g)iM = � 12 hL�1(A(v))L(g2)iM = � 12 hA(v) g2iM = � 52u � ; (3:3:58)12 hL�1(B(v))Q(g; g)iM = � 12hL�1(B(v))L(g2)iM = � 12 hB(v) g2iM = �B(u) : (3:3:59)Formula (3.3.58) gives the term u�rx� while (3.3.59) gives the term u�rxu. The proof ofTheorem 3.6 is now complete.Remark 3.7Any proof concerning the uid dynamical limit for a kinetic model will, as a by-product, give an existence proof for the corresponding macroscopic equation. However,up to now no new result has been obtained by this type of method. Uniform regularityestimates would likely be needed for obtaining the limit of the nonlinear term. Theseestimates, if they exist, must be sharp because, as explained in the previous chapter, thesolutions of the compressible nonlinear Euler equations become singular after a �nite timeand the solutions of the incompressible Euler equation (if not singular) may exhibit seriousinstabilities.In agreement with these observations and in the absence of boundary layers (fullspace or periodic domain), the following theorems are proved and were quoted in theprevious chapter:i) Existence and uniqueness of the solution to the compressible, or incompressibleNavier Stokes equation, for a �nite time that depends on the size of the initial data,provided this initial data is smooth enough (say in Hs with s > 3=2). This time ofexistence is in both cases independent of � and when � goes to zero the solutions convergerespectively to the solution of the compressible Euler equations or to the solution of theincompressible Navier Stokes equation.ii) Global (in time) existence of a smooth solution to the compressible or the incom-pressible Navier Stokes equations provided the initial data is small in a convenient normenough with respect to the viscosity.These points have their counterparts at the level of the Boltzmann equation and atthe level of the macroscopic limit of the corresponding solutions:i) Existence and uniqueness (under stringent regularity assumptions) during a �nitetime independent of the Knudsen number, was proved by Nishida [N] (cf. also Caisch44



[Ca1]). When the Knudsen number goes to zero this solution converges to a local thermo-dynamics equilibrium solution governed by the compressible Euler equations.ii) Existence of a global in time smooth solution of the Boltzmann equation providedthe uctuation (with respect to an absolute maxwellian) of the initial data is small enoughcompared to the inverse of the Knudsen number.The above consideration can be adapted to the rescaled equations�@tF� + v �rxF� = 1� CB (F�) (3:3:60)with initial data of the form F� =M(1 + �rg�) : (3:3:61)It is easy to adapt the result of Nishida and to prove that with an initial data which isa smooth uctuation of an absolute Maxwellian there will exist a �nite time say, T = T �such that on the interval (0; T �) the statement of Theorem 3.6 (which corresponds to r = 1in (3.3.61)) can be rigorously proven, furthermore in this case if g� is small enough at t = 0the above results holds for T � =1 (cf [BU]). Similarly for r > 1 it is possible to show (cf.Bellouquid [Be]) that the solution of the Boltzmann equation will be smooth for all timeand will converge to the solution of the Stokes equation.Using a method with many similarities to Leray's, R. DiPerna and P.-L. Lions [dPL1]have proved the global existence of a weak solution to a class of normalized Boltzmannequations, their so-called renormalized solution. This solution exists without assumptionsconcerning the size of the initial data with respect to the Knudsen number.In this case it is natural to conjecture that the DiPerna-Lions renormalized solutionsof the Boltzmann equation converge (for all time and with no restriction on the size of theinitial data) to a Leray solution of the incompressible Navier-Stokes equations. However, nocomplete proof is available and some partial results may be found in [BGL3] and [BGL4](inparticular for the Stokes limit with r > 1) in (3.3.61).4. Turbulence and turbulence modelling4.1 Introduction and the example of the k � � modelPhenomena described by the Navier Stokes equation, may become, in particular forvery large Reynolds numbers extremely complicated (as said in the introduction the world\turbulence" which is never completely de�ned is used in these situations). In the meantime the persistence of the divergence free condition and the fact that the energy remainsbounded implies that it is the vorticity which becomes in some places very important bothin size and in variation of its direction. This gives to the trajectories of the uid someimportant averaging e�ects which correspond in the case of �nite dimensional system to a45



complex system ( notes, written by Leonardo da Vinci, quoted by several authors seem toindicate that he had already an intuition of this complexity.)Therefore a �rst natural approach is the assumption that what we observe can bedescribed by a statistical turbulence. Namely it is assume that the velocity of the uid isa random variable given by the formula:u(x; t; !) = U(x; t) + ~u(x; t; !) (4:4:1)with ~u(x; t; !) denoting a random variable of mean value zero and that it is only theknowledge of the averaged value that will be important for applications. Equation for thisaveraged value would be some super Navier Stokes equation and would play for the NavierStokes equation the role played by the Navier Stokes equation itself for the Boltzmannequation or by the Boltzmann equation for the equation of a system of N molecules.A theoretical reason for the study of such equation would be the idea that seriousmathematical progress is obtained �rst in coarser descriptions, because this level containsas a limit the more detailed one; for instance no progress on the proof of the regularityof the 3d Navier-Stokes equations was ever derived from the mathematical analysis ofthe Boltzmann equation and at variance the results on the Boltzmann equation can beviewed as adaptation (even if some of them are highly non trivial) of known results onthe Navier-Stokes equations. Therefore one may think that progress in the understandingof turbulence may be a compulsory step in solving the classical open problems for the 3dNavier-Stokes equations like the existence of smooth solution in the large.Inserting the right hand side of (4.4.1) in the Navier and denoting by h:i the averagewith respect to the random variable ! gives the equation:@tU + U � rxU � ��U + UrxU +rxh~u
 ~ui = �rxP ; (4:1:2)which contains a \closure" problem because h~u 
 ~ui which is called the Reynolds stresstensor is not expressed in term of U .However by a change in the pressure the Reynolds stress tensor can be always chosento be traceless and therefore if one assumesi) That this stress tensor depends only on rxUandii) That the mapping rxU 7! h~u 
 ~ui is invariant under galilean transformations(isotropy assumption) one �nds out that this Reynolds tensor is indeed proportional torxU +t rxU i.e. h~u
 ~ui = �T (x; t)(rxU +t rxU) (4:1:3)The scalar �(x; t) depends on the time and the position and is hopefully positive. Thiscorrespond to the introduction of a turbulent viscosity. In spite of the absence of completerigorous derivation some rule are used for practical computations. The most commonone being probably the k � � model introduced by Landauer and Spalding in 1972 [LS]and widely used in numerical simulations. The basic idea is that the turbulent di�usiondepends only on the uctuation of energy (at variance with other part of the subject and46



other section of this monograph here the turbulent energy is denoted k and not e) and theuctuation of enstrophy k = 12 hj~uj2i; � = �2 hjrx~uj2ithen a dimension analysis gives for �T (x; t) an expression of the form�T = c� k2� :To determine the functions k and � one introduces an equation for ~u by subtracting theequation (4.1.2) from the basic Navier Stokes equation with solution U + ~u this gives theequations: @t~u+ ~u � rxU + (U + ~u)rx~u� ��~u�rxR = �rx~p ; (4:1:4)and for ! = r� u@t~!+~u�rx(r�U)+(U+~u)rx~!��(r�U+~!)rx~u� ~!rxU���~u = �r�rxR ; (4:1:5)The equation (4.1.4) is multiplied by ~u and the equation (4.1.5) is multiplied by ~!. Basicassumptions (with up to now no rigorous justi�cations ) are made concerning the approx-imation of the terms @th i + h(U + ~u)rx iby terms of the form @th i + Urxh i � �T�h iaccording to the convection of a passive scalar by a random �eld. Eventually an ergodicityhypothesis is used to replace random averages by spatial averages when needed and thefollowing system is obtained.@tU +UrxU +rxP � ��xU �rx�c� [k2� (rxU +t rxU)]� = 0 ;@tk +Urxk � c�k22� jrxU + (rxU)tj2 �rx�[c� k2� rxk] + � = 0 ;@t�+ Urx�� c1k2 jrxU + (rxU)tj2 �rx�[c3k2� rx�] + c2 �2k = 0 : (4:1:6)with ci denoting several positive constants which are determined either by experiment orby phenomenological considerations.It is known that there exist some cases where the above derivation is not valid (inparticular near the walls). Even if the most convenient hypothesis are assumed, manyimportant gaps remains in the proof of the validity of the k � � model.i) It is assumed that the velocity of the uid is a random variable u(x; t; !). Thisseems reasonable keeping in mind a generalization of the Birkho� ergodic theorem to theNavier Stokes ow. However this ergodic theorem (to be stated) requires the existence ofa nontrivial invariant probabilistic measure and the de�nition of such a measure is (for47



many reasons) a widely open problem, some partial results having been obtained by Foias[F1-2] Foias and Prodi [FP] and by Fursikov, Vishik et al. cf [VF1-3] and [EF] ). Some ofthese results will appear in the next chapter.ii) There is no universal parameter like the Knudsen number or the Mach number,and since macroscopic phenomena are involved the Reynolds number which would be thebest candidate to measure the relaxation to turbulence is a local quantity. In fact it is theuid self interaction which is responsible of the relaxation to \turbulence".iii) There no evident rigorous formulation that would play the role of the thermo-dynamical equilibrium and no trend to relaxation like the decay of entropy at the level ofthe Boltzman equation.4.2 Wigner Transform and Defect measures for the Reynolds tensorSince there is no complete mathematical theory that even in some particular caseswould produce an expression for the turbulent Reynolds tensor. Several ideas may be used;many of them do have in common the introduction of the two points spatial or temporalcorrelation function:h~u(x + r2 ; t)
 ~u(x � r2 ; t)i or h~u(x; t + s2) 
 ~u(x; t � s2)isuch quantities are the object of many experimental measurements which do involve Fouriertransform, which for instance in the spatial con�guration is:hR̂(x; k; t)i = ZR3 e�r�kh~u(x + r2 ; t) 
 ~u(x � r2 ; t)i dr (4:2:1)With the inverse Fourier transform one deduces the relation:h~u(x; t) 
 ~u(x; t)i = � 12��3 ZR3hR̂(x; k; t)i dk : (4:2:2)In fact the two above formulas turn out to be the Wigner transform and its recip-rocal. Along this line it is important to keep in mind the fact that the Wigner transformprovides (for the energy) some type of local high frequency expansion.The tensor valued function R̂(x; k; t), or its average plays for the Navier Stokesequation the role assumed by the thermal equilibrium (Maxwellian for instance) at otherlevel of the hierarchy.Since it involves only the uctuation one may assume that it is invariant underGalilean transformation and this would lead for instance in 3 dimensions, to the formula:R̂(x; k; t) = E(jkj; x; t)4�jkj2 (I � k 
 kjkj2 ) (4:2:3)where E(jkj; x; t) is a scalar function called the energy spectra of turbulence.48



Of course with the assumptions that R(x; k; t) is invariant under Galilean transfor-mations and depends only onk = 12hj~uj2i; � = �2 hjrx~u+rx~uT j2iand on the tensor (rxU +t rxU)one recovers the formula: R(x; t) ' k2� (rxU +t rxU) (4:2:4)In spite of its long history, the statistical approach does not seem to be compulsoryto introduce turbulent e�ect and it is important to observe that all the issues raisedfor statistic family of solutions do have their counterpart when one considers the familyof defect measure of a sequence un of deterministic solutions of Euler or Navier-Stokesequations which are uniformly bounded in energysupt>0;nZ
 jun(x; t)j2 dx � C <1 (4:2:5)and which do not uniformly satisfy other \regularity" estimates. More precisely only theenergy estimate12 Z
 jun(x; t)j2 dx+ �n Z t0 Z
 krxun(x; s)k2 dx ds � 12 Z
 ju(x; 0)j2 dx (4:2:6)remains valid and it is assumed that the viscosity �n is either zero or goes to zero. In thiscase, modulo the extraction of a subsequence, un converges \weakly" to a function U(x; t)which satis�es also the estimate (4.2.5). However due to the likely lack of compactness itmay happen that limn!1un(x; t) 
 un(x; t) 6= U(x; t) 
 U(x; t) (4:2:7)and the di�erenceR(x; t) = limn!1un(x; t) 
 un(x; t) � U(x; t) 
 U(x; t)= limn!1(un(x; t) �U(x; t)) 
 (un(x; t) � U(x; t)) (4:2:8)is a measure valued positive tensor which is zero only in case of strong convergence. It iscalled the defect measure and has been introduced for related purpose by several authors(cf for instance [G] and [Tar]). The limit U(x; t) is the solution of the \turbulent" equation:@tU + U � rxU +rxR+rxP = 0; rx�U = 0 : (4:2:9)with R being like in the random case the Reynolds stress tensor.This tensor may be present: 49



When un(x; t) is a sequence of Leray solutions of the Navier-Stokes equations in R3with the same given regular initial data and a sequence of viscosities �n which goes to zerowith n. Because in this situation the global existence of a smooth solutions of the Eulerequations remains an open problem.It is almost surely present in the following situations:" i)" When un(x; t) is a sequence of solutions of the Euler equations (or of the Navier-Stokes equations with viscosity going to zero) with initial data un(0; t) uniformlybounded in L2 but not in a more regular space (for instance when the initial dataexhibit large oscillations)." ii)" When both large time behavior and zero viscosity limit are simultaneouslyconsidered." iii)" Even for �nite time, for the solutions un(x; t) of the Navier-Stokes equationsin a bounded domain 
 when the viscosity �n goes to zero and when a viscousboundary condition un(x; t) = 0 for x 2 @
 (4:2:10)is prescribed. It this situation a boundary layer appears near the boundary butdue to the non linearity of the problem this boundary layer (at variance with whathappens for linear problems) may propagate inside the domain. It has been recentlyproven by Asano and Caisch and Sammartino (cf. [CS]) that such a phenomena isnot present, but only for small time and analytic initial data.Assuming that in all of the above cases the weak limit U(x; t) of the sequence un(x; t)is a smooth function, the following \conjectures", which are the deterministic counterpartof the \folklore" of statistical turbulence, should be studied.One introduces the sequence of functions~un = un � Uwhich converges weakly to zero and which plays the role of the uctuation and its WignertransformR̂n(x; k; t) = ZR3 e�r�k((~un(x + r2 ; t) 
 ((~un(x � r2 ; t)) dr; R̂(x; k; t) = limn!1 R̂n(x; k; t) :(4:2:10)which is the analogous of (4.2.1).The local turbulent energy and turbulent enstrophy could be de�ned ase = 12 limn!1 jun � U j2; � = 12 limn!1 �jr� (un �U)j2It this context exactly as in the case of the random solution one may assume (andmay in the future in some case prove) a galilean invariance hypothesis which gives:R̂(x; k; t) = E(jkj; x; t)4�jkj2 (I � k 
 kjkj2 ) (4:2:11)50



leading as above to the introduction of the turbulence spectrum. Furthermore the galileaninvariance implies that the Reynolds tensor itself can be as above written asR(x; t) = ��T (x; t)(rxU +t rxU)The next step in this analysis should be to prove that the scalar �T (x; t) is non negative.This does not result from the positivity of the defect measure R itself. Explicit modelof this weak convergence can be constructed for the dispersive limit of the KdV equationor for the non linear Schrodinger equation and show that the appearance of analogousphenomena (positive di�usion) are possible but not systematic.4.3 The Kolmogorov Kraichnan TheoryAnother approach to the closure problem is the direct analysis of the turbulencespectra E(x; t; k) introduced above under the galilean invariance hypothesis. This programwas initiated by Kolmogorov in 1941 and stimulated many further researches.With the following assumption:There exists a region (called the \inertial range" 0 � k1 � jkj � k1 where E(jkj; x; t)depends only on jkj and on � = ddt hj~u(x; t)j2ia dimensional analysis gives the formulaE(k) = C(x; t)� 23 jkj� 53 (4:3:1)with C(x; t) a dimensional number.This is the famous Kolmogorov law. It is independent of the equation of motion;no mechanical explanation for its validity in three dimension has yet been o�ered here. Itis well veri�ed both by physical and numerical experiments. (quoted from Chorin [Cho]page 52)) and furthermore it will lead to an analysis of the degree of freedom of the uid.In fact the intrinsic nature of the turbulent spectra should be present in the casewhere the action of the macroscopic part of the uid U on the stress tensor h~u 
 ~ui isreplaced by the action of an external force f on random uctuations of mean value zero.It turns out that in this con�guration, with a uid evolving in a D = 2 or D = 3 periodicdomain the analysis is both relevant and simpler. For formal and rigorous results it will usethe dynamical aspect of the Navier Stokes ow and this is the object of the next chapter.
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5 Invariant measures, Attractors, and evaluation of the number of degree offreedom of the ow5.1 Introduction and formal derivationsIn this section the solutions of the Navier Stokes equations in a bounded domainwith a time independent forcing term are considered. This forcing term can be eitherdistributed in the domain or located on the boundary. However, for sake of simplicity,only the case of an internal force acting on a uid de�ned in a periodic domain
 = [0; L]Dis described. Therefore, the equations are@tu+ u � rxu� ��u+rxp = f;rx�u = 0 ; u(x; 0) = u0 : (5:1:1)Using the Galilean invariance one can assume without loss of generality thatZ
 f(x)dx = 0 ; and Z
 u(x)dx = 0 : (5:1:2)The phase space H is de�ned as the L2-completion of smooth periodic divergence freefunctions satisfying (5.1.2) and P denotes the orthogonal projection of (L2([0; L])D)D)onto H (Leray Projection). The following standard notations are used:Au = ��u; B(u; v) = P [(u � rxv)] ;(u; v) = 1Ld Z[0;L]d u(x) � v(x)dx ; ((u; v)) = 1Ld Z[0;L]d rxu(x) : rxv(x)dx ;juj = (u; u) 12 ; jjujj = ((u; v)) 12 : (5:1:3)The operator A is selfadjoint positive and the domain of A 12 coincides with the spaceV = H \ H1(
)d; jjujj2 = jA 12 uj2 : The quantities 12 juj2 and jjujj2 represent the kineticenergy and the enstrophy per unit mass of the ow described by u. Eventually the followingidentities are recalled:(B(u; v); v) = 0; if D = 2; 3 ;(B(u; u); Av) + (B(u; v) +B(v; u); Au) = 0 if D = 2 : (5:1:4)Ignoring in the present section the di�culties related to our incomplete knowledge of theregularity and uniqueness of the solutions of the Navier Stokes equation and making theconvenient regularity hypothesis, one describes the solutions of (5.1.1) with the introduc-tion of a non linear semiow u(t; x) = S(t)u0(x) (5:1:5)52



and de�nes the global attractor A as follows: the global attractor A for the semiowfS(t)gt�0 is a compact set in the space H, A � H such thatS(t)A = A 8t � 0 (5:1:6)and A attracts all bounded sets of H, i.e., for all B � H bounded, for all � > 0, there existsT1 = T1(�;B) such that, for t � T1(�;B), S(t)B is included in an �-neighborhood of A.When the viscosity is large enough (small Reynolds numbers) A is reduced to theunique solution of the time independent equationu � rxu� ��u+rxp = f; rx�u = 0 : (5:1:7)However, as is the case in �nite dimensional models (like the Lorentz attractor [Lo]),which is constructed as the simplest Galerkin approximation of the Boussinesq equation),the structure of the complexity of A increases with the Reynolds number.The �rst steps in this process are described by adaptation to the Navier Stokesequation of the standard bifurcation theory and could be found for instance (with otherreferences in Chossat and Iooss [ChI]). Then the trend toward the complexity of the at-tractor should be understood by the introduction of a cascade of bifurcations. Howeverrigorous construction of bifurcations after the second order seem to be out of the scope ofour present knowledge and are in any case very di�erent from the analysis in a turbulentregime which is the goal of the present section.Observe that the complexity depends on the viscosity �, the size of the box Land the magnitude of the driving force f ; therefore, it should be described in terms ofa dimensional number depending on these three quantities. Such a number is called thegeneralized Grasho� number. In dimension 2 it is given by the formula:G = L3jf j�2 = L3�2 � Z
 jf(x)j2dx� (5:1:8)and in dimension 3 it is convenient to replace the above de�nition by the formula:G = L2jA� 12 f j�2 = L2�2 � Z
(���1f)(x) � f(x))dx� 12 : (5:1:9)For large Grasho� number the uid should become ergodic and de�ne an intrinsicprobability measure.More precisely, one assumes the following ergodicity hypothesis Herg:There exists a unique probability measure � on the phase space H invariant underthe action of the Navier Stokes semiow such that, for almost any initial data u0 2 H andany functional �(u) representing some physical quantity associated with the uid ow u,h�(u0)i = limT!1 � 1T Z T0 �(S(t)u0)dt� = ZH �(u0)d�(u0) : (5:1:10)53



Using the Fourier series representation:u(x) = Xk2ZD ak(u)e 2�L k�x (5:1:11)one can de�ne, for any 0 < �1 < �2; u�1;�2u�1;�2(x) = X�1�j�j<�2 ak(u)e 2�L k�x (5:1:12)and assume Herg-is (ergodicity and isotropy hypothesis) the existence of a positive func-tion E(�)(� 0) such that one has:limT!1 1T Z T0 j(S(t)u0�1;�2)j2dt = ZH ju0�1;�2)j2d�(u0) = Z �2�1 E(�)d�: (5:1:13)As in the previous chapter, the function E(�) is called the energy spectrum of the turbulentow produced by f . It gives an intrinsic (if not rigorous, see below) de�nition of an objectwhich adapts to the present context the de�nition given in (4.2.3). The fact that Fourierseries representation is used instead of Fourier transform creates no problem, and the factthat the function E can be de�ned in term of the modulus of the wave number correspondsto the isotropy hypothesis made in section (4.2). Therefore, the question raised there canbe addressed in the present context and leads to formal and in some cases rigorous results.Observe that one has immediately:limT!1 1T Z T0 jj(S(t)u0�1;�2)jj2dt = ZH jju0�1;�2)jj2d�(u0) = Z �2�1 �2E(�)d� (5:1:14)and limT!1 1T Z T0 j(AS(t)u0�1;�2)j2dt = ZH jAu0�1;�2)j2d�(u0) = Z �2�1 �4E(�)d� (5:1:15)5.2 Kolmogorov and Kraichnan inertial range.This section is devoted to the construction of the inertial range. The argument isinspired by the classical ideas of Kolmogorov and Kraichnan and we follow the expositiondone in [Fo]. It is assumed that f = f0;�0 where �0 is of the order of 2�=L (the lowestwave number).For �1 and �2 given, the following notations are used:v< = u0;�1 v = u�1;�2); v> = u�2;1 : (5:2:1)54



First the case D = 2 is considered; therefore, with (5.1.4) one deduces from the energybalance equation (for �1 > �0) the relation:12 ddt jjvjj2 = ��jAvj2�(B(v<; v<); Av) + ((B(v; v) + (B(v>; v) +B(v; v>)); Av<)+((B(v; v) + (B(v<; v) +B(v; v<)); Av>) � (B(v>; v>); Av) : (5:2:2)Taking the average in the sense of (5.1.10) one obtains:0 = ��hjAvj2i�h((B(v<; v<); Av)) + (B(v + v>; v + v>); Av<)i+h(B(v + v<; v + v<); Av>) � h(B(v> ; v>); A(v< + v))i : (5:2:3)Now assume that at these wave numbers � and 2� the enstrophy is in average carried onlyfrom low wave numbers to high wave numbers (Kraichnan's cascading scenario), then onehas h(B(v + v>; v + v>); Av<)i ' 0 and hh(B(v>; v>); A(v< + v))i ' 0 (5:2:4)so that �hjAvj2i ' �h((B(v<; v<); Av))i + h(B(v + v<; v + v<); Av>)i : (5:2:5)Thus, as long as �hjAvj2i = � Z 2�� �4E(�)d� ' ��5E(�) (5:2:6)is small compared to the two terms of the right hand side of (5.2.5), one hash((B(v< ; v<); Av))i ' h(B(v + v<; v + v<); Av>)i : (5:2:7)The left-hand side represents the mean enstrophy= mass passed per unit time from thecomponent with wave number less than � to wave numbers living in [2�; 4�). Let � denotethe constant dissipation of enstrophy resulting from Kraichnan scenario. Let also �1 bethe smallest wave number from which the Kraichnan scenario is valid. Then writing (5.2.6)for � = 2j�1; (j = 1; 2:::) and summing up, one obtains:�hjAu�1;1j2i ' �h((B(u0;�1 ; u0;�1); Au�1;2�1)i ' � (5:2:8)so with the assumptions that �1 ' �0 ' 2�=L; ; L >> 1;�hjAu�1;1j2i ' � Z 1�1 �4E(�)d� ' � Z 12�L �4E(�)d� = �hjAuj2i : (5:2:9)This last quantity is the dissipation (due to viscosity) of the enstrophy = mass per unittime of the whole uid ow. As long as��5E(�) << � ; (5:2:10)55



the component with wave number in [�; 2�) is just transferring enstrophy with the constantrate ' � from lower wave numbers to higher wave numbers.Following Kraichnan [KR1] and Frisch, Nelkin and Sulem [FNS] we inject into theabove formulas a phenomenological description of turbulence. To start, observe that thewave number � has the physical dimension of (length)�1 and the component with wavenumber � is considered to represent eddies of linear size about 1� . Thus, as a function of x,the component u�;2� is thought to represent the system of eddies of linear size 2 (1=2�; 1=�]:The transfer of enstrophy is considered to be produced by the breaking of the eddies intoeddies of linear size � 1=2�: This breaking is assumed to occur after the eddy travels adistance comparable to its linear size. Since the energy= mass of the eddies with linearsize 2 (1=2�; 1=�] is in average aboutZ 2�� E(�)d� ' �E(�) ; (5:2:11)the average velocity of those eddies is aboutV� ' (�E(�)) 12 : (5:2:12)Therefore the time necessary for the eddies to travel their linear size is aboutt� ' (1=�)=V� = 1=(�V�) ' 1=��32E(�) 12 � (5:2:13)On the other hand, the enstrophy = mass of the eddies with linear size 2 (1=2�; 1=�] isZ 2�� �2E(�)d� ' �3E(�) : (5:2:14)According to the breaking mechanism the mean dissipation of the enstrophy =mass perunit of time should thus be � ' �3E(�)t� ' �3��E(�)�32 (5:2:15)which gives E(�) ' � 23�3 : (5:2:16)According to the previous arguments, one expects (5.2.16) as long has � > �0 and (5.2.10)hold. Using (5.2.16) one �nds that (5.2.10) is equivalent to �2 << � 13 =�, that is:� << �� = � ��3 � 16 : (5:2:17)The equation (5.2.17) de�nes the Kraichnan dissipation wave number [Kr1]. For largerwave numbers the viscosity forces become dominant.56



In the three dimensional case,D = 3, the role played by the enstropy in the precedingargument is taken over by the energy. Consequently, one starts withZ 2�� �2E(�)d� ' �h(B(v<; v<); v)i + h(B(v< + v; v< + v); vv)i (5:2:18)and then writes:h(B(v< ; v<); v)i ' �h(B(v< + v; v< + v); vv)i =' � = �hjjujj2i (5:2:19)provided that ��3E(�) << � (5:2:20)Here � represents the mean dissipation of energy =mass per unit of time. The Kraichnanmechanism now leads to the estimate� ' �E(�)t� ' ��E(�)�32� ; (5:2:21)that is, E(�) ' �23�53 (5:2:22)for �� 43 �23 << �; (5:2:23)that is, � << �� = � ��3 �14 : (5:2:24)This number �� is called the Kolmogorov wave number . The spectra given by (5.2.23)and (5.2.16) are respectively the Kolmogorov spectrum for turbulence and the Kraichnanspectrum for 2D turbulence.The wave number where the mechanism described above holds (in or 2D is theinertial range of turbulence. The empirical evidence for the existence of the Kolmogorovinertial range of turbulence is much stronger than that for the existence of the Kraichnaninertial range of turbulence; this may be due to the fact that we have at our disposal moreexperiments in D = 3 than in D = 2. Furthermore both the phenomenological theory andthe rigorous mathematical analysis described below indicate for D = 2 the existence of alogarithmic correction.5.3. Kolmogorov -Kraichnan waves numbers and asymptotic Degrees of Free-dom In almost all cases the use of the primitive Navier Stokes equation for the compu-tation of a ow Direct Navier Stokes Simulation DNS introduces a discretization which57



involves a �nite number of degrees of freedom. Evaluation of the order of magnitude ofthis number is the �rst step of the computation. It turns out that there are several ap-proaches for this evaluation, some based on the heuristic argument as a continuation of theabove discussion and others based on some more mathematically tractable objects like thenotion of attractors. At the present, to the best of the knowledge of the writers, no formalmathematical derivation of the relation between the di�erent approaches exists; derivationsshould come from a better understanding of the ergodic aspect of the theory. Howeversurprisingly (or not surprisingly?) the di�erent approaches lead to very similar estimates.The heuristic approach is discussed below as a continuation of the previous section, andthe more mathematical approach will be one of the main the objects of section 5.4.The mean dissipation of energy =mass per unit of time which appears in the evalu-ation of the Kolmogorov scaling law and of the Kolmogorov dissipation wave number canbe evaluated with the following heuristic argument:If e = 12 Z 10 E(�)d� (5:3:1)is the average of the energy =mass in a turbulent uid ow with an average dissipationrate � = � Z 10 �2E(�)d�; (5:3:2)then t� = e=� should represent the characteristic time for the dissipation of energy and thecharacteristic mean velocity should be U = p2e. The corresponding length l = Ut� can beviewed as the average distance travelled by the turbulent eddies until they dissipate. So� ' U2t� = U3l : (5:3:3)This is the Kolmogorov estimate for energy dissipation in a turbulent uid ow. Since Uand L are the characteristic velocity and length for the ow one introduces the Reynoldsnumber Re = UL� (5:3:4)and obtains with (5.2.24), (5.3.3) and (5.3.4) the following formula for the Kolmogorovwave number: L�� ' �Re)34 : (5:3:5)Above it has been observed and used that in D = 2 the enstrophy dissipation� = hjAuj2i (5:3:6)has to be considered instead of the energy dissipation. However the same analysis leads inthis case to the same formula: L�� ' �Re)34 (5:3:7)58



The dissipation length is therefore given byl� = 1�� for D = 2l� = 1�� for D = 3 : (5:3:8)(cf. Foias [Fo]). Since structures of size less than l� (resp. l�) correspond to wave numberswhich are in the dissipative range, they are rapidly annihilated by viscous e�ects andtherefore are of no dynamical consequence. On the other hand, any eddy of size l� (respl�) will be tracked at some grid point. One expects that the degrees of freedom of a 2Dresp. 3D ow should be at most about�Ll� �2 = �L��)2 for D = 2�Ll� �3 = �L��)3 for D = 3 (5:3:9)or with (5.3.5) and (5.3.7) �Re)32 for D = 2 and �Re)94 for D = 3.Assuming that the non linear semiow has a compact global attractor A one coulduse the fractal dimension of this attractor as an alternate de�nition of the number offreedom of the turbulent ow. Recall that the fractal dimension of a compact subset A ofa Hilbert space H is de�ned by the formula:dM (A) = lim�!0+ sup logN�(A)log 1� (5:3:10)where, for � > 0, N� is the smallest number of balls of radii equal to � needed to coverA. The fractal dimension can be 1 even if its Hausdor� dimension is 0 (cf. [BEFN]).Moreover (cf. [EFNT, FO, BEFN]), if dM (A) < 1 there is a dense set of orthogonalprojections P (Ma~ne's projection) in H of rank � 2dM (A) + 1 with a H�older continuouspseudo inverse P�1 : A ! H; P � P�1 = IA : (5:3:11)Therefore, the fractal dimension is a better indicator than the Hausdor� dimension of thenumber of parameters necessary to describe a set as well as the dynamics it may carry.This observation is particularly important for the exponential attractor which is introducedin section 5.5.Furthermore it is appropriate to mention that exponential attractors are probablymore relevant than the global attractor A itself. These are outgrowths of A, still with frac-tal dimension but attracting all solutions at an exponential rate. Moreover, the estimatesfor their fractal dimension are as sharp as the one for dM (A).The notion of the number of determining nodes should be halfway between theconcept of degrees of freedom according to Landau and Livschitz and the dimension ofthe attractor. The points of a �xed �nite set F in the domain of the uid are called59



determining nodes whenever, for any two solutions u; v of the Navier Stokes equations, theconvergence on F implies the global convergence of these solutions, i.e.:limt!1(u(t; a) � v(t; a)) = 0 ( in RD)8a 2 F ) limt!1 ju(t; :)� v(t; :)jH = 0 (5:3:12)Eventually it is worth mentioning that a theorem of Takens [Ta] asserts that generi-cally one node should su�ce, but it is not known if the Navier Stoke is generic in the senseof Takens.For dimension of the attractor and for the number of determining modes, rigorousresults are available. They are not as precise for determining modes as for the dimensionof the attractor (cf. [JT] and [CDT]) but in any case they are more tractable than theheuristic estimates of Kolmogorov and Kraichnan.Finite fractal dimension for the attractor raises the following deeper questions, whichare partially answered in Section 5.5:(i) Can we imbed the attractor in a smooth �nite-dimensional manifold;(ii) Are the dynamics on the attractor equivalent to the dynamics of a �nite di�eren-tial dynamical system (also called \inertial dynamical system") on such a �nite-dimensional manifold.5.4 Mathematical tools for rigorous resultsIn this section the dynamical system point of view is systematically used to producesome estimates on the number of degrees of freedom. As said above the approach di�ersfrom the historical approach of Kolmogorov and Kraichnan but the results are in extremelygood agreement.At �rst glance a complete justi�cation of the above analysis should include at leasti) The use of regular semi owii) The existence and uniqueness of the probability measure � on the phase owsatisfying the hypothesis Herg (cf. formula (5.1.9)).However:i) As discussed at length in previous sections the existence of a \better" solutionthan the Leray weak solution is for D = 3 still an open problem.ii) Furthermore, nobody has ever come close in proving even for D = 2 the existenceof a probability measure � satisfying the hypothesis Herg and even more the hypothesisHerg-is.To partly overcome these di�culties one proceeds as follows:1) As usual, weak solutions of (5.1.1) are considered for D = 3. However, classicalenergy estimates show the existence of an absorbing ball B bounded in H such that forany solution u(t) of (5.1.1) there exist a t0 which depends on the solution such that:t > t0 ) u(t) 2 B: (5:4:1)60



All these solutions always converge in the weak topology ofH to a maximal weakly compactset A � B with the property that if u0 2 A then there exists a (weak) solution u de�nedfor �1 < t < 1 bounded in H such that u(0) = u0. By de�nition this set is the globalattractor of the weak semiow associated to the equation (5.1.1). It contains a dense open(for the weak topology of H) subsetAreg with the property that for u0 2 Areg the solutionu with this initial condition (at t = 0) is unique and analytic on a time interval 0 2 (t1; t2).In the case D = 2 B is a bounded subset of V and therefore is compact in H, A coincideswith Areg and is the usual global attractor of the dissipative evolution equation. Forprecise results in dimension 3 the extra hypothesis A � Areg or equivalently B � V willbe necessary.2)\Weak stationary statistical solutions of the Navier Stokes equation" are de�nedas probability measures � on H which satisfy the following relations:Z jjujj2�(du) <1; �(A) = 1 (5:4:2)and Z [�((u;�0(u)) + (B(u; u)� f;�0(u)]�(du) = 0 (5:4:3)for all test functionals � : H 7! R which are Gateaux di�erentiable in H at any pointu 2 V with derivative �0 bounded on subsets of V . In dimension 2 stationary statisticalsolutions coincide with probability (Borel) measures which are invariant for the non linearsemiow, i.e., Z �(S(t)u)d� = Z �(u)d�; 8t > 0 :Rigorous mathematical treatment of this notion appeared in Foias [Fo] and were developedby several authors; in particular it was shown �rst by Foias [F1] [F2] that such measuresare solutions of the Hopf equation. The latter was also studied by Fursikov Vishik [FV1-3]and Fursikov Ehmanuilov [FE]. Finally one observes that the support of the measure isthe global attractor A.3) Eventually the notion of a generalized limit is used and denoted LimT!1.With this notion the following result is a soft hybrid of both Birkho� ergodic theoremand Krylov-Bogoliubov theory:Theorem 5.1 For any (weak) solution u de�ned on (0;1) with initial data at t = 0,there exists a stationary statistical solution � such thatLimT!1 1T Z T0 �(u(t))dt = Z �(u)d�: (5:4:4)With this statement one can easily and rigorously prove still with energy estimates thefollowingTheorem 5.2 In dimension D = 2 the setRange(�) = fLimT!1 1T Z T0 �jAS(t)u0j2dt; u0 2 Hg (5:4:5)61



coincides with the set Z �jA(u)j2�(du)where � runs over all probability (Borel) measures invariant for the semiow S(t); t > 0.Since the driving force f is assumed to be localized to the low frequency modes, theonly quantities which characterize the ow are the size of the \box" L, the viscosity � andthe L2 norm of f , and this leads to the introduction of a dimensional number called thegeneralized Grasho� numbers constructed with these quantities:G = L2jf j�2 = L2�2 � Z[0;L]2 f(x) � f(x)dx� 12 for D = 2 ;G� = L2jA� 12 f j�2 = L2�2 � Z[0;L]2 (��)�1f(x) � f(x)dx� 12 for D = 3 (5:4:5)and rigorous estimates on1T Z T0 �jA(S(t)u0)�;1j2dt; for D = 2 and 1T Z T0 �jj(S(t)u0)�;1jj2dt for D = 3leads (cf. [FMT] to almost rigorous evaluation of Kraichnan and Kolmogorovwave numbersin term of the Grasho� number:C0G16L�1 ��� � C1G13L�1D = 2C0G14� L�1 ��� � C1G12� L�1D = 3: (5:4:6)In (5.4.6) C0 and C1 denote universal constants; for D = 2 the ergodicity hypothesisHergis assumed and in dimension D = 3 a regularity hypothesis is added.For a large enough wave number (after Kolmogorov or Kraichnan dissipation wavenumber) the dissipation e�ect dominates, and this should imply an exponential decay forthe turbulent spectra (of course with the assumptions that f = f0;�0 and that G >> �0L).Then hjju�;1jj2i for � >> �� and hju�;1j2i for � >> �� are very small due mainly tothe viscous dissipations, and these averages should behave like the Fourier components ofthe linear equation dudt + �Au = 0 for t > 0 (5:4:7)leading to an expression of the form:E(�) ' C1 exp�C2� ��� �2 for � >> �� for D = 2E(�) ' C1 exp�C2� ��� �2 for � >> �� for D = 3 : (5:4:8)62



Such results are not proven (and in some cases may be false) (cf. [SR] and [Ma]). Howeverit is important to notice that weaker (not too weak) forms of (5.4.8) can be obtained atleast for D = 2 with full mathematical rigor.Phenomenological analysis and numerical experiments lead to the idea that (5.4.8)should be replaced by estimates of the formE(�) ' C1E(��)(�=��)� exp��(� ��� � for � >> �� for D = 2E(�) ' C1E(��)(�=��)� exp��� ��� � for � >> �� for D = 3: (5:4:9)For the case D = 2 recall the \phenomenological relation" (cf. (5.2.16))E(�) ' � 23�3� = ���2:The proof of (5.4.9) with D = 2 is equivalent to the obtention of the estimate:Z jA�=2u�;1j2�(du) ' CG 23 (1+�) �2L2(1+�) e���LG� 13 : (5:4:10)The approach is based on Gevrey spaces (it follows [FT3] and it seems that the potentialof the method is not yet fully exploited). It starts from the relation:Z jA�=2u�;1j2�(du) � e�2�L� Z jA�2 e�LA 12 uj2�(du) with � > 0 : (5:4:11)A slight improvement of the proof in [Cha] leads to the estimate:jje 1G(log c0G+1) L2�A12 ujj2 � C1G2 �2L4 8u 2 A (5:4:12)under the assumption that C1G � 1 and G � L�0 : (5:4:13)By integrating (5.4.12) with respect to �, using (5.4.11) one obtains for � = 1Z jA 12u�;1j2�(du) � c0G2 �2L4 e� 1G(logG+d) L�� : (5:4:14)Observe that except for the constants (they should have a uniform dependence on theGrassho� number) an estimate of the type (5.4.9) for D = 2 has been proven.Eventually the weakest form of (5.4.9) is the analysis of the power spectrum of thevelocity at a given point, namely the expression:P (!) = limT!1 1T �� Z 20 e�i!t(S(t)u0)j(x0)dt��2; j = 1; 2; 3: (5:4:15)63



Once again, for D = 2, it can be rigorously proven that m(d!) = P (!)d! de�nes a positiveBorel measure on R such thatZ 1�1 e��0j!jm(d!) � CG2 �2L2 (log+CG+ 1)�0 = CL2� G�2(log+ cG+ 1)�1: (5:4:16)The Kraichan-Kolmogorov approach gave, in section (5.2), an estimate of the num-ber of degrees of freedom in terms of the Reynolds number as (Re) 32 for D = 2 and (Re) 94for D = 3. The dimension of the attractor gives an alternative way of measuring thenumber of degrees of freedom of the ow. Even if this approach is completely di�erent,what is striking is the fact that it leads to the same type of estimates if one observes thatthe Reynolds number which appears in this derivation is bounded by the Grasho� number:Re � CG 23 :First results for the attractor in dimension 2 were obtained by O. Ladyzhenskaia[LA1-4] and by Foias and Temam [FT2].More precisely, in dimension 2 the global attractor is perfectly de�ned (with noextra hypothesis), is compact in H and its fractal dimension can be estimated in terms ofthe Grasho� number according to the formula:dM (A) � c0G23 (log(c1G) + 1) 13 : (5:4:17)This estimate was obtained by [CFT2] in (1988). Observe that (5.4.17) di�ers from theKraichnan estimate by a logarithmic termwhich cannot be present when directly derived bythe arguments of section (5.3.). However, remarkably, in a follow up of [CFT], K. Okhitanihas shown [Ok] that a more careful analysis within Kraichnan heuristic framework doesyield the logarithmic corrective term. More recently, V.X. Liu [LI] presented a proof thatdM (A) � c1G23 with, for the driving force, a well chosen eigenvector of A.For D = 3 one assumes that the attractor A is a bounded subset of V (consequenceof conjectured but non proven regularity results).Then one de�nes the quantities:~� = supu02A � limT!1 � 1T Z T0 �L�3 Z
(rxu : rxu(x; t)) 54 dxdt� 45 � (5:4:18)and �~�� ~��3 � :64



With a slight improvement (made possible by [EFT]) of the result in [CFT] one shows,that dM (A) � c0�L��); (5:4:19)however with ~� larger than the one given by the Kolmogorov scaling law.The proofs of (5.4.17) or (5.4.19) use some of the basic tools of dynamical systemsextended to in�nite dimensional spaces, and therefore this justi�es that a short descriptionof the proof of (5.4.17) be given below.Sketch of proof of the estimate of the fractal dimension of the D = 2attractorInspired by methods of �nite dimensional dynamical systems, one �rst introducesthe derivative DS(t; u0) of the ow S(t) as the solution of the equation:@t�� ���+ �rx(S(t)u0) + (S(t)u0)rx�+rxp = 0; rx�� = 0;�(0; x) = � 2 H; (DS(t; u0)�) = �(t; x) : (5:4:20)The operator DS(t; u0) is compact in V and one can introduce the in�nite sequence�1(t; u0) � �2(t; u0):::: � �n(t; u0) � ::: � 0:of eigenvalues for the self adjoint positive operator (DS�(t; u0) � DS(t; u0)) 12 . ClassicalLyapunov numbers would be de�ned as:�n(u0) = limt!1f�n(t; u0)g 1t ; and �n(u0) = log �n(u0) (5:4:21)However such pointwise Lyapunov numbers may not exist (since we do not know theexistence of a canonical ergodic measure � on A), therefore one uses a topological versionof uniform (global) Lyapunov numbers introduced in [CF1] and expanded in [EFT]. Let:Pk(t; u0) = �1(t; u0)�2(t; u0) � � ��k(t; u0); (5:4:22)�k(t) = supfPk(t; u0) : u0 2 Ag; (5:4:23)because of the subexponential identity �k(t + s) � �k(t)�k(s), it can be shown that thefollowing limit exists: �k = limt!1(�k(t))1=t: (5:4:24)One can then de�ne recursively the uniform Lyapunov numbers �k, k = 1; 2; : : :;�1 = �1; �1�2 = �2; : : : ;�1 : : :�k = �k; : : : (5:4:25)and the uniform (global) Lyapunov exponents are de�ned by:�m = log�m; m � 1; (5:4:26)65



equivalently: �1 + �2 + � � �+ �k = limt!1 1t log�k(t): (5:4:27)These exponents converge to �1 as k !1. Then, with some further hypotheses on theuniform di�erentiability of S(t) with respect to u0 in A, one uses classical fractal geometryarguments ([CF], [DO], [EFT]) to cover A by iterations of increasingly re�ned families ofballs; each ball of radius � centered at some u0 is deformed by DS(t;u0) into an ellipsoidwhose principal axes are �1(t; u0)�; : : : ; �n(t; u0)�; : : :. The scaling laws of such coveringsyield estimates on the Hausdor� and Fractal dimensions of A according to:Theorem 5.3 ([CF1], [T], [EFT]) If for some n � 1�1 + �2 + ::::+ �n+1 < 0; (5:4:28)then �n+1 < 0; (�1 + �2 + ::::+ �n)j�n+1j < 1 (5:4:29)and i) The Hausdor� dimension of A is less than or equal ton+ (�1 + �2 + ::::+ �n)+j�n+1j : (5:4:30)ii) The fractal dimension of A is less than or equal tomax1�j�n �j + (�1 + �2 + ::::+ �j)+j��n+1j �; (5:4:31)where ��n+1 = lim supt!1 1t log � supu02A�n+1(t;u0)� : (5:4:32)Next introduce an m-dimensional volume element in V spanned by m independentelements �1; �2; :::; �m; denote Uj(t) = DS(t; u0)�j and observe that a variant of the classicalLiouville theorem gives:jU1(t) ^ ::: ^ Um(t)j^mV � j�1(t) ^ ::: ^ �m(t)j^mV exp � Z t0 Tr(DS(�; u0) �Qm(� ))d��(5:4:33)In (5.4.33) Qm(� )) denotes the projector on the space spanned by U1(� ); ::: ^ Um(� ). Forthe Lyapunov exponent describing the evolution of the \volume element" one shows therelation:�1 + �2+::::+ �m � qm =lim supt!1 supu02A sup�i2V;jj�jj�1;1�i�m �1t Z t0 Tr(DS(�; u0) �Qm(� ))d�� : (5:4:34)66



To estimate the quantity Z t0 Tr(DS(�; u0) �Qm(� ))d�one introduces an orthonormal (in V ) basis of Qm(� ))V , f�j(� )g and uses the relation:Tr(DS(�; u0) �Qm(� )) = X1�j�m(DS(�; u0)�j ; A�j) =X1�j�mf��jA�jj2 +B(�j ; �j); Au)g : (5:4:35)With the properties of the quadratic advection operator B in dimension 2 one has:X1�j�m(B(�j ; �j); Au) � j�j 12L1(
)j�j 12L2(
)j�ujL34 (
) (5:4:36)with �(x) = X1�j�m j�j(x)j2; �(x) = X1�j�m jr�j(x)j2 : (5:4:37)The proof is completed with the two following estimates:X1�j�m jA�j(x)j2 � C�1m2 (5:4:38)where �1 is the �rst non zero eigenvalue of Stokes operator A andj�jL1(
) � C�1 + log � 1�1 X1�j�m jA�j(x)j2� (5:4:39)which comes from the log-singularity of the Green function in two space variables and whichin a weaker form is due to Brezis and Gallouet [BG] (alternative proofs of (5.4.39) can befound in Lieb [Lie] and Constantin [Co]). This is the very estimate which is responsiblefor the log correction in (5.4.17)5.5 Exponential Attractors.As observed in the previous section, the viscous e�ects make the uid dependent ona �nite number of degrees of freedom and therefore there are good reasons to develop theanalogy with �nite dimensional dynamical systems and even to try to reduce the NavierStokes ow to a ow on a �nite dimensional manifold. According to this idea severalauthors ([FST], [CFT]) proposed the notion of inertial manifold closely related to theeigenmode decomposition of the linear operator A.67



Consider a semi ow S(t), in a Hilbert space H, generated by an evolution equationof the form ut + �A(u) +B(u) = F (5:5:1)where A is (as is the case for the Navier Stokes equation) a linear self adjoint operatorand B a lower order non linear operator. Introduce an orthogonal decomposition of theHilbert space H into the space spanned by the �rst N eigenvectors of A and its orthogonalcomplement. Denote by PN and QN the two corresponding projections and observe thatthe equation (5.5.1) is then decomposed into a system of two equations according to theformula: p = PNu; q =QNu;pt + �A(p) + PN (B(u)) =PNfqt + �A(q) +QN (B(u)) =QNf: (5:5:2)Then one says that the above spectral decomposition de�nes an inertial manifold M ifthere exists a Lipschitz map � : PNH ! QNH with the following properties:M = Graph (�) = f(p;�(p)); p 2 PNHg (5:5:3)S(t)M�M 8t > 0 (5:5:4)which attracts uniformly exponentially all solutions of the equation (5.5.1).The existence of the inertial manifold would imply not only that the dynamics are�nite dimensional but also that it is completely described by the evolution of the �rst Neigenmodes (in periodic con�guration of the �rst N Fourier modes).The existence of such an invariant manifold has been proved for several equationslike the Kuramoto-Sivashinsky [FNST], the Ginzburg Landau equations [CFT] or a hyper-dissipative version of the Navier Stokes equation (cf. [CF2] and [MP]). However, it hasnever been established for the genuine Navier Stokes equation even in two space variables(published claims are incorrect) and besides technical di�culties this fact can explained asfollows:A consequence of the existence of an inertial manifold is that the higher order modes(of order greater than N) are completely driven by the lower order modes; in the \folklore"of the �eld they are \slaved modes" and this property seems to be in contradiction withcurrent phenomenological theories of turbulent intermittencies.Recalling that such theories rely on averaged properties: spectral modes of arbitrar-ily large frequency and non small amplitude may appear intermittently in physical spacewith a small probability and such occurrence makes impossible a rigorous description ofthe dynamics of in�nite dimensional system by a N modes dynamical system.Therefore, Eden, Foias et al. [EFNT] have proposed a more physical and morerobust (under perturbations) notion which is the exponential attractor:De�nition 5.4 Let fS(t)gt�0 be a Lipschitz continuous semiow with a positivelyinvariant compact set X, X � H, S(t)X � X for every t � 0. A compact setM0 is called68



an exponential attractor for S(t) ifi) A = \t>0(S(t)X) �M0 ;ii) S(t)(M0) �M0 8t � 0 ;iii) M0 has �nite fractal dimension dF (M0)iv)dist (S(t)X0;M0) � Ce��t for convenient constants C and � : (5:5:5)Exponential attractors are fractal objects which not only contain the ultimate attractorsbut capture important slow scale transient dynamics. Clearly exponential attractors arenot unique; by de�nition any two exponential attractors are exponentially attracted toeach other. The major di�erence between exponential attractors and the global attractoris that the latter may only attract at an algebraically slow rate (there are examples to thate�ect, [Kos]). The major di�erence between inertial manifolds and exponential attractorsis that the latter do not assume any global slaving of small scales. As a consequence,the exponential attractors can deal with cases where an exponential convergence is notrestricted within a smooth manifold structure. As far as the theory goes, it might well bea fractal set. The physical relevance of exponential attractors for Navier-Stokes turbulenceis discussed in [EFNS].The existence of an exponential attractor, its dimension and the value of the con-stants C and � appearing in (5.5.5, (iv)) can be obtained by an iterative covering process(cf. [EFNT] ) from a dichotomy principle, called the squeezing property.Because of its importance, we recall its de�nition.De�nition 5.4 Discrete squeezing property (DSP). In the context of De�nition 5.1one will say that a semiow S(t) satis�es the weak discrete squeezing property if thereexists an orthogonal projection PN of rank N and a positive time t� such that the relationjPN (S(t�)u0 � PN (S(t�)v0j < jQN (S(t�)u0 �QN (S(t�)v0j (5:5:6)implies the relation j(S(t�)u0 � (S(t�)v0j < �ju0 � v0j with 0 � � < 1: (5:5:7)The condition (5.5.6) can be rephrased as \when the di�erence between two solutions ismainly concentrated in small scale modes" and the consequence (5.5.7) means that thedi�erence is contracted in time during some past (from t = 0 to t�). Strong versions of thesqueezing property go back to [FT1] and O. Ladyzhenska��a [La2].For the proof of the (DSP) property a convenient tool is the quantities:�(t; u; v) = jju(t)� v(t)jj2ju(t)� v(t)j2 = jjw(t)jj2jw(t)j2 (5:5:8)and �(t; u; v) = jA[u(t) � v(t)]j2jju(t)� v(t)jj2 = jA[w(t)]j2jjw(t)jj2 (5:5:9)69



de�ned for two solutions u(t); v(t) with w(t) = u(t) � v(t). Now, for the D = 2 NavierStokes equation, the squeezing property is deduced from the energy estimate:ddt jw(t)j2 + ��(t; u; v)jw(t)j2 � cG2�L2 jw(t)j2 (5:5:10)which leads to: jw(t�)j2 � exp[(�C�N + C1G2�L2 )t�]� jw(0)j2 : (5:5:11)The same estimates can also be obtained for the enstrophy.Exponential attractors constructed with the DSP have fractal dimensions higher (asa function of the Grasho� number) than the estimates of dF (A) for the global attractorwhich relies on Lyapunov number techniques. Eden et al. ([EFN] [EFNT]) give an al-ternative construction of exponential attractors based on the concept of outer Lyapunovexponents and outer Lyapunov dimension. The outer Lyapunov exponents are de�ned asin the beginning of Section 5.5, but with the \sup over u0 2 A" replaced by \sup overu0 2 X" in Eqn. (5.4.23) and (5.4.32), where X is the positively invariant compact setof the semiow S(t). The outer Lyapunov dimension d0L of M0 is given by a formulaidentical to (5.4.31), with the �i replaced by outer Lyapunov exponents. In principle,dF (A) � d0L(M0) ; (5:5:12)but in terms of the practical estimates which both use the trace operator formulas (5.4.34),the two dimensions above are indistinguishable. In that sense, such exponential attractorshave optimal outer Lyapunov dimension.Eventually one recovers also for the fractal dimension of the exponential attractor(which contains the global attractor) an estimate inG23 (logG + 1) 13 (5:5:13)in agreement with (5.4.17).Recently, Le Dung and Nicolaenko [LDN] have demonstrated that exponential at-tractors are objects as universal as global attractors for dissipative in�nite dimensionaldynamical systems: no squeezing properties, nor �ne structure of Lyapunov exponents arerequired. They extend the theory of exponential attractors from the Hilbert space settingto the Banach space setting. The only requirements are for the semiow to be C1 in someabsorbing ball and for the linearized semiow at every point inside the absorbing ball tosplit into the sum of a compact operator plus a contraction. In some sense, [LDN] estab-lish a global exponential dichotomy for in�nite-dimensional dissipative dynamical systems;however, the exponential attractor M0 is not in general a smooth manifold.Let E be a Banach space, U � E an open set and S : U ! E a C1 map. Weconsider the discrete dynamical system fSng1n=1 generated by S.We start with the assumption that there is a compact connected subset X � Uand S : X ! X and S possesses a universal (global) topological attractor A which is acompact, connected set given by A = 1\n=1Sn(X) : (5:5:14)70



We denote by L(E) the space of bounded linear maps from E into itself. For agiven positive real � we denote by L�(E) the set of maps L 2 L(E) such that L can bedecomposed as L = K +C with K compact and kCk < �. Here kCk denotes the norm ofthe operator C.The main result of [LDN] is the followingTheorem 5.5 If there exists � 2 (0; 1) such that DxS(x) 2 L�(E) for all x 2 X,then the discrete dynamical system fSng1n=1 possesses an exponential attractor.De�ne S as the map induced by Poincar�e sections of a Lipschitz continuous semiowS(t), t � 0, at the time t = T � for some T � > 0; that is, S := S(T �). We consider thediscrete semigroup fSngn�0 generated by S. Once the existence of exponential attractorsfor the discrete case is proved, the result for the continuous case follows in a standardmanner (e.g. see [EFNT]). We haveTheorem 5.6 Let X be an absorbing set for a continuous semiow S(t). Supposethat there is a T � > 0 such that S = S(T �) satis�es the condition of Theorem 5.4. Assumefurther that the map F (x; t) = S(t)x is Lipschitz from [0; t] � X into X for any T > 0.Then the ow fS(t)gt�0 admits an exponential attractor M.An immediate consequence of the above is the existence of exponential attractorsfor the fast-rotating 3D Navier Stokes equations (2.5.23) investigated in [BMN1], [BMN2].This is the only known rigorous result of its kind for genuinely 3-D Navier-Stokes-likeequations.In the absence of an inertial manifold one would like to address the following ques-tion: Is there a natural way of reconstructing the dynamical system without recourse tothe underlying equation?Once the existence of an exponential attractor of an in�nite dimensional dynamicalsystem is established, the next stage is to unravel the dynamics on this set. A natural wayis to show that the in�nite dimensional dynamical system is inertially equivalent to some�nite dimensional one:De�nition 5.7 [EFNT] [Chapter 10] Two dynamical systems are inertially equiv-alent if:i) they have a common exponential attractorii) the dynamics on that exponential attractor coincide.First, one can imbed the fractal exponential attractorM into an Euclidean manifoldwith a Ma~n�e Projection P which admits a continuous pseudo-inverse when restricted toPM; note that Ma~n�e's projections are dense:Theorem 5.8 (Modi�ed Ma~n�e's theorem, [BEFN]) Let H be a separable Hilbertspace, Y a fractal compact subset of H such that dF (Y ) = D. If P0 is an orthogonalprojection with rank ~N � [2D + 1], then for every � 2 (0; 1) there exists an orthogonalprojection P = P (�) such thatkP � P0k � � (Ker P ) \ Y = f0g : (5:5:15)71



The procedure of constructing a �nite dynamical system which is inertially equiva-lent to an in�nite dimensional one can be roughly described as follows ([EFNT, Chapter10]). First we start out with a dissipative dynamical system associated to a PDE writtenin the evolution form du=dt = F (u), u(0) = u0, and project the evolution equation onM via Ma~n�e's projection P onto a system of ODE's on an Euclidean space of dimension~N = [2D + 1]. On PM, this dynamical system is well de�ned by:dxdt = PFf(P jM)�1x(t)gx(0) = Pu(0) : (5:5:16)The next step is to extend that dynamical system to a generalized dynamical system de�nedeverywhere in R ~N . The solutions of the generalized system of ODE's so obtained may notbe unique and di�erentiable (for the de�nition and construction of such a generalizedsystem, see [EFNT, Chapter 10]. However, one can show that the solutions exist globallyin time and are attracted exponentially to PM. It is possible to show that the projectedsystem of ODE's generates a generalized dynamical system on the Euclidean space; thecontinuity points of that system form a dense G� subset of R ~N .The next step is to lift the generalized dynamical system back to the in�nite dimen-sional space by the lifting P�1. Unfortunately, without further properties on the inverseof the Ma~n�e projection, we cannot proceed with such a lifting to obtain a dynamicalsystem which admits the set M as an exponential attractor in a Banach space context.Remarkably, this is true in a Hilbert space.It was shown in [EFNT, Chapter 10] that this lifting is possible if a H�older-Ma~n�eprojection theorem can be established; that is, if one can show that there is a Ma~n�eprojection P whose inverse is H�older continuous on PM. Recently, in [FO] such a theoremis proven by Foias and Olsen for the case of in�nite dimensional Hilbert spaces. We remarkhere (see [EFNT, Appendix A]) that there are counterexamples where P�1 cannot beLipschitz so that the best result can only be where P�1 is H�older continuous.Theorem 1.1 in [FO] considers a real Hilbert spaceH andX � H such that dF (X) <m=2, where dF denotes the fractal dimension. Then for any orthogonal projection P ofrank m and � > 0 there is an orthogonal projection ~P such that kP � ~Pk < � and ~P jX hasH�older inverse.Combining the discussion in [CFNT, Chapter 10], [FO, Theorem 1.1] and Theorem5.4 [LDN], we can conclude thatTheorem 5.9 For a Hilbert space H, let the semiow S(t) satisfy the conditions ofTheorem 5:4 and M be an exponential attractor for S(t). Then S(t) admits an inertiallyequivalent generalized dynamical system in H of dimension [2dF (M) + 1].Here, [dF (M)] denotes the largest integer which is less than or equal to dF (M).There is reasonable hope to extend the above result to inertially equivalent dynamicalsystems which are locally of the Caratheodory-type on local pieces of smooth manifolds.72



6 Coherent Structures in two space variablesPhysical observations, illustrate by the �gure 1 and numerical simulations illustratedby the �gure 2 and studied for for instance in Farge et al [KF], [FCH], [FGMPW], [FSK]and Marcus [Mar], show the persistence in two spaces variables of coherent structures themost classical one being the Jupiter red spot (cf. Ingersol and Ingersol and Cuong [In],[InC]) or the anticyclone of the Acores. In both cases the problems are 3d but due to thesmallness of the thickness of the atmosphere they are mostly driven by two dimensionaldynamic as said in section 2.5 (cf equation (2.5.23) and related works [BMN1] for instance).The Jupiter Red Spotby courtesy of the Jet Propulsion Laboratory Pasadena
A Coherent structure generated by a numerical simulationby courtesy of Marie Farge and Nicholas Kevlahan
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These coherent structure present an alternative for what would the thermodynamicalequilibrium for turbulent ow.The mathematical construction of these structures relies up to now on the mini-mization of some type of entropy which would be related to conserved quantities unlessthe ow becomes turbulent. In this sense these structures are related to the theory of turbu-lence. However there are by themselves very regular. It is the transient regime and not thestructures themselves which is related to turbulence. Eventually question of a mathemat-ical relation between these objects and the one described in the previous sections (globalattractors, turbulent energy spectra etc..) seems to be completely open.Consider the solutions of the 2d Euler equations in an open set 
 with boundary@
 and impermeability boundary conditionu � ~n = 0 on @
 (6:1:1)with ~n denoting the outward normal. Of course the condition (6.1.1 ) is omitted whenthere is no boundary or in particular when 
 = R2 and in the periodic case 
 = R2nZ2.Finally for the sake of clarity 
 is assumed to be simply connected (even if some interestingexamples for the theory do appear in non simply connected domains like the annulus cf.[CLMP]).6.1 Stability of stationary solutionsThe geometry of 2 dimensional incompressible Euler equation is characterized bytwo following fact.i) As already said in section 2.3 the vorticity is conserved along the trajectories ofthe ow: @t! + urx! = 0 (6:1:2)and ii) With the divergence free condition and the impermeability boundary condition(when some boundary @
 is present) the existence of a scalar stream function 	 such thatone has u(x; t) = r?	(x; t) : (6:1:3)The current and vorticity corresponding to a vector �eld u will be denoted in this section	u and !u and if there is no risk of confusion the indices u will be omitted.The �rst consequence of (6.1.2) and (6.1.3) is that the stationary solutions are char-acterized by the fact that the gradient of their current and their vorticity are everywherecolinear and that gives (no proof is needed) the:Theorem 6.1 A divergence free vector �eld u�(x1; x2) is a stationary (time inde-pendent ) solution of the 2d Euler equation if and only if there exists a real (in generalmultivalued valued) function Gu� which relates the current 	� and the vorticity !� ac-cording to the formula: 	� = G(!�) = G(��x	�) : (6:1:3)74



Remark 6.2 The above theorem gives a criteria used in numerical codes or physicalexperiments to detect if a solution of the Euler equation comes close to a stationary state:The plot of the points 	(x; t);r� u(x; t) for t �xed and x 2 
 should form a graph.The second consequence of the Euler equation itself and of the relation (6.1.2) is theProposition 6.3 or any real valued function � the quantityH(u) = 12 Z
 ju(x; t)j2dx + Z
 �(r� u(x; t))dx (6:1:4)is conserved whenever u is a smooth solution of the Euler equation. In particular if u� isa stationary solution the quantity:H(u)�H(u�) = 12 Z
(ju(x; t)j2 � ju�(x)j2)dx + Z
 �((r� u(x; t)) � �(!�))dx (6:1:5)is also conserved.Remark 6.4 As shown by a basic example due to Sche�er [Sche] and Shnirelman[Shni] the conservation properties are not always true they require some regularity whichare in particular ensured when the vorticity belongs to L1(
). This will be assumed inall this section.The energy which appears in (6.1.4) is given in term of the vorticity by the formula:E = 12 Z
 ju(x; t)j2dx = 12 Z
((��)�1!(:; t))(x)!(:; t))dx (6:1:6)with (��)�1 denoting the inverse of the Laplacian with Dirichlet boundary condition, orin terms of Green function:�(��)�1!�(x) = Z
 V (x; y)!(y)dy : (6:1:7)Observe that one has:Z
 u�(x)(u(x; t) � u�(x)) = Z
r?x	�(x) � (r?x	�(x) �r?x	(x; t))dx= Z
G(!�)(! � !�)dx (6:1:8)Eventually with � in (6.1.5) such that�0(s) = �G(s) ; (6:1:9)H(u) �H(u�) = 12 Z
 ju(x; t)� u�(x)j2dx � Z
 �0(!�)(! � !�)dx+ Z
 �((!(x; t)) � �(!�))dx= 12 Z
 ju(x; t)� u�(x)j2dx + 12 Z
 �"(�(x; t))(! � !�)2dx (6:1:10)75



where �(x; t) is a real number which depends on the values of !(x; t) and of !�(x). Theright hand side of (6.1.9) plays the role of a Liapounov functional and one hasCorollary 6.5 Any stationary solution of the Euler equation is stable both for pos-itive and negative time for the H1(
) norm, under perturbations with uniformly boundedvorticity, if one of the two conditions are satis�ed:i) The function G0 with G appearing in (6.1.3) is strictly convex.ii) There exists a large enough constant C such that�G0(s) � C :Proof: The result is a consequence of the existence of two strictly positive constants� and � such that one has�(jju(t; :)� u�(:)jj2L2(
) + jj!(t; :)� !�(:)jj2L2(
)) � jH(u) �H(u�)j� �(jju(t; :)� u�(:)jj2L2(
) + jj!(t; :)� !�(:)jj2L2(
)) : (6:1:11)The existence of � is always ensured by the conservation of the L1 norm of the vorticity.The existence of � is trivial in the case i). In the second case consider the quantityH(u�)�H(u)and use the Poincar�e inequality to boundjju(t; :)� u�(:)jj2L2(
)by �12 Z
 �"(�(x; t))(! � !�)2dx :The above theorem due to Arnold extends a series of results on linear stabilityobtained already in the last century by Rayleigh and others. On the other hand it isimportant to observe that any stationary state which satis�es the hypothesis of the abovecorollary is stable in the H1(
) norm both in the future and in the past. This implies thatsuch a solution cannot be an attractor in the future for this norm; However this observationdoes not prevent the same solution to be an attractor in a weaker norm. And eventuallythe notion used in this chapter may di�er from the one introduced before. One couldtry to �nd a stationary (may be unstable) solution with the property that \most" (in aconvenient way) solutions would come very often in an arbitrarily small neighborhood ofthis solution. Therefore the criteria proposed here will di�er from the one given in previoussection:6.2 Criteria for attractorIn this section are described some classical criteria for the ! limit set of a familyof solution of the 2d Euler equation. First acting as mathematician we give the recipes76



and then try to justify them. As in the theory of turbulence the reader should keep inmind the fact there are no up to now dynamical proof of the validity of these recipes. Thearguments given are borrowed from other �elds of physics, mostly statistical mechanic.Considered here are families of solutions u� with initial data, current and vorticity:u0� ;	0� ; !0� and the limit points of the sequence !�(x; t), for t!1, and for !0� convergingto !0 in L1(
) weak� are analyzed.Observe thati) Weak� L1(
) convergence to a stationary state (u�; !�) satisfying the hypothesisof the corollary 6.4 does not contradict the fact that this stationary solution is stable bothin the past and in the future (the topologies are di�erent).ii) Even when the initial data converge in a very strong norm no uniform (withrespect to time) estimate are available (cf. remark 2.1 of section 2.4 )) the only thingwhich is sure is that the curl remains uniformly in time bounded in L1(
). Let�i ! 0 and ti !1such that u�(:; ti) converges to a stationary solution u� in Weak� L1(
) then the followingidentities are true (the index i being omitted in what follow):limZ
 jju�(x; ti)jj2dx = Z
 jju0(x)jj2dx (6:2:1)and limZ
 !��(x; t)dx = Z
 !0�(x)dx (6:2:2)(the sign � refers to the absolute value of the positive and negative part of the vorticity).On the other hand for a genuinely non linear function F , due to the lack of compactness,one may have: limZ
 F (!�(x; t))dx 6= Z
 F (!0(x))dx : (6:2:3)However for a convex function F the relationlimZ
 F (!�(x; t))dx � Z
 F (!0(x))dx (6:2:4)remains always valid. Therefore according to the intuition one should introduce the \en-tropy" and de�nes as a \good guess " the natural stationary solution as the one whichminimizes the quantity Z
 j(!�(x))j log(j(!�(x))jdxunder the constraints: Z
 jju�(x)jj2dx = Z
 jju0(x)jj2dx (6:2:5)and Z
 !��(x)dx = Z
 !0�(x)dx (6:2:6)�77



A simple variational computation which uses in particular the formula (6.1.6): shows thatany solution of this minimization problem should satisfy the equation:�� (x) = c+e�� � c�e� ;  = 0 on @
 (6:2:7)In (6.2.7) c� are the two Lagrange multipliers of the two constraints (6:2:6)� while � isthe Lagrange multiplier of the constraint (6:2:5). The above equation is called (accordingto the scientists who introduced it in the �eld) the Joyce Montgomery equation and it hasbeen widely studied (ref [JM]). In the special case where the vorticity is of constant signit is reduced to the so called mean �eld equation:�� = c exp(�� )R
 exp(�� )dx : (6:2:8)In the absence of dynamical proofs, numerical simulations and experiments have been doneproducing excellent agreement with the \attractor " computed with the above recipe.A more detailed construction has been proposed by Robert and Sommeria [Ro], [Ro-So], Miller et al [MiWeCr] and others (the initial idea probably going back to Linden-Bell[LiB]) with the purpose of preserving all conserved quantities of the formZ
 f(!�(x; t))dx 8fand therefore not to exclude in some cases strong convergence for ti !1.It is described below.The starting point is the introduction of a family of solutions with initial vorticity!0� uniformly bounded in L1(
):8x 2 
 �1 < �q � !0� (x) � q <1 (6:2:9)converging to !0 in weak� L1(
). Up to the extraction of a subsequence such convergenceis characterized by a Young measure d�(y)x and one has:weak� lim�!1f(!�(x)) = Z q�q f(y)d�(y)x (6:2:10)The strong convergence being characterized by the points where d�(y)x = �y(x). With(6.2.10) one can de�ned a measure of mass 1 with support on the interval ]�q; q[ accordingto the formula: Z f(y)d�0(y) = 1j
j Z
 dxZR f(y)d�(y)x (6:2:11)and introduce the \reference measure" measure d� = dx 
 d�0:Z
�R f(x; y)d�O = Z
 dxZ q�q f(x; y)d�0(y) (6:2:12)78



Now the recipe goes as follow:Among the measures which are absolutely continuous with respect to d�:d�(x; y) = �(x; y)d�select the one which minimize the so called Kullback entropy:K(d�) = Z
 dxZ q�q �(x; y) log(�(x; y))d�under the followings constraints:i) A consequence of the de�nition of � with Young measures:ZR �(x; y)d�(y)x = 1; dx � a.eZ
 �(x; y)dx = j
j; Z
 d�0dx � a.e : (6:2:13)ii) The conservation of real valued functions of the vorticity:8f; Z
ZR f(y)�(x; y)d� = ZR f(y)d�0(y) (6:2:14)iii) The constraint of conservation of energy:12 Z
((��)�1!)(x):!(x)dx = 12 Z
((��)�1!0)(x):!0(x)dxwith !(x) = Z q�q y�(x; y)d�(y)x (6:2:15)As in the Joyce Montgomery equation a variational computation is easily done and impliesthat the function �(x; y) is a solution of the following system:�(x; y) = e�(y)��y (x)RR e�(y)��y (x)d�(y)x�� (x) = RR ye�(y)��y (x)d�(y)xRR e�(y)��y (x)d�(y)x (6:2:16)In the above system the function �(y) is the multiplier of the constraints (6.2.14) whilethe number � is the Lagrange multiplier of the energy constraint (6.2.15). These equationsare called the Miller-Robert equations.The second equation of (6.2.16) has to be complemented by the boundary condition = 0 on @
 and then, since it is on the form�� = G( ) (6:2:17)79



it de�nes the current of a stationary state.Writing the second equation (6.2.16) in the formZ(x) = ZR e�(y)��y (x)d�(y)x�� (x) = �1� dd logZ (6:2:18)using classical rules of di�erentiation and Cauchy Schwartz estimates on e proves that for� > 0 the function G is strictly decreasing and strictly increasing for � < 0. Thereforefor � > 0 it satis�es the stability criteria of Arnold (Corollary 5.4) and it cannot be anattractor for strong norms. Such a contradiction may not be present when � is negativeand small. This same remark applies to the mean �elds equation and this emphasizesthe importance of the case � < 0 which (cf. below) can be interpreted in the frame ofstatistical physic as a negative temperature. As a conclusion the Miller Robert solution(which preserves all the conserved quantities) with � < 0 seems to be the best candidatefor a strong attractor. )Both the Joyce-Montgomery mean Field equation and the Miller-Robert equation(with the boundary condition  = 0 on @
 have been the object of intensive study (cf.[CLMP] and others..). As far as existence an uniqueness is involved the increasing mono-tonicity of the function G( ) simpli�es the analysis of the problem:�� = G( );  j@
 = 0 (6:2:19)One has the followingTheorem 6.6. For � > 0 both the mean �eld equation and the Miller Robertequation do have a unique solution.The proof of this theorem is by now classical one could look at the book [MaPu]or the papers [CLMP] and [Kie]for details and references. Cagliotti-Lions-Marchioro andPulvirenti and Kiessling have also studied with some details the case of � < 0 and foundmuch di�erent situations including existence and uniqueness in the case of the ball for� > �8�, non existence in star shaped domains for � small enough (with Pohozaev identity)6.3 Some heuristic justi�cation for the construction of the attractorsAs said above there is no up to now mechanical justi�cation of the introductionof the solutions de�ned by the equations of Joyce and Montgomery Miller Robert et al...The arguments given rely on the analysis of some special type of solution and some limitprocess. Along this line the construction of Miller and Robert can be related to a notionof \concentration" of stationary states and a construction starting with piecewise con-stant initial vorticity. At variance the initial construction for the mean �eld equation wasinitiated by Onsager with the introduction of point vortices and a limit process for thecorresponding Gibbs measure [On]. Once again in relation with dynamical systems and80



for a rapid introduction of the notion of negative temperature we shortly review Onsagerapproach and its further extensions.The �rst idea is the introduction of solutions of the two dimensional Euler equationas �nite sum of say N vortex points located at the points:xi(t) = (xi1(t); xi2 (t)):with intensity ~a(v)i.To do so the Green function of the Laplacian is decomposed into its smooth andsingular part according to the formula:V (x; y) = � 12� log jx � y] + ~(x; y) (6:3:1)and 12~(x; x) is denoted (x). Next one introduces the HamiltonianH(x1; x2; ::::; xN ) = � 14� NXij=1;i6=j aiajV (xi; xj) + NXi=1 ai(xi) (6:3:2)and the corresponding Hamiltonian system de�ned in 
Nai ddtxi1 = @xi2Hai ddtxi3 = �@xi1H (6:3:3)The main di�culty in the analysis of the above systems comes from the log singularity ofthe Hamiltonian, this is the reason why in the de�nition of this Hamiltonian the constrainti 6= j is prescribed and that for t = 0 all the xi are assumed to be di�erent. Then one canshow that (6.3.3) has a local in time solution which remains in 
. However this systemmay collapse in a �nite time if two points collides. But if all the intensities ai have thesame sign the conservation of the Hamiltonian implies global existence for the solution of(6.3.3). The connection of the above system with the solutions of the Euler is thereforenot easy to establish and it is illustrated at best by the following result due to Marchioroand Pulvirenti [MaPu] page 165 which is quoted with no proof.Theorem 6.7 Denote by ��(x) the characteristic function of the ball of center xand radius �, introduce N points xi 2 
, assume that � is small enough to ensure thatall the balls of radius � and center xi are small enough and contained in 
 and considerthe vorticity !�(x; t) of the uniquely de�ned solution of the Euler equation with initialvorticity !�(x; 0) = ��2 NXi=1 ai��(xi) (6:3:4)then as long (with respect to time t) as the system (6.3.2) does not develop collapses onehas, of course in the sense of distributions:lim�!0!�(x; t) = NXi=1 ai�(xi(t)) : (6:3:5)81



The justi�cation of the mean �eld equation which correspond to non negative vor-ticity is done with the introduction of the Gibbs measure associated to the Hamiltoniansystem (6.3.3) which is formally an invariant measure for the Euler equation.��;~�;N (dx1dx2:::dxN) = Z�;~�(N)�1e�~��2H(x1;x2;:::xN)dx1dx2:::dxN : (6:3:6)Since � is de�ned in term of the Hamiltonian H of the system it is invariant; Z�;~�(N)�1is a normalizing constant which is given by:Z�;~�(N)�1 = Z
N e�~��2H(x1;x2;:::xN)dx1dx2:::dxN : (6:3:7)and which has to be �nite. Indeed one has:Lemma 6.8 Z�;~�(N)�1 < 1 if and only if ~� 2 � � 8��2N ;1�. Moreover, in thisrange of \temperature," the following estimates hold:Z�;~�(N)�1 � C( ~�;N�; j
j)N (6:3:8)with C( ~�;N�; j
j)N a constant depending only on the product ~�; N� and on j
j.This lemma is quoted from [CLMP] (cf. also [Kie]) where the proof, obtained withstandard estimates, can be found.As in the derivation of the Boltzmann equation in section (3.2) the limit of��;~�;N (dx1dx2:::dxN)is considered when N !1 and �! 0 with the introduction of the \marginals:"��;~�;Nj (dx1dx2:::dxN) =dx1dx2:::dxj Z
N�j dxj+1dxj+2:::dxNZ�;~�(N)�1e�~��2H(x1;x2;:::xN) (6:3:9)and the relations ~� = �N; � (�xed) and � = 1N : (6:3:10)>From the above lemma one deduces (cf. also [CLMP] and [Kie] for proofs and details)the following:Theorem 5.9 Assume that 
 is a simply connected domain, let � 2 (�8�;1), andassume that the equation �� = e�� R
 e�� dx (6:3:11)has a unique solution (condition automatically ful�lled for � > 0) then in the sense ofmeasures one has lim~�=�N;�= 1N ;N!1��;~�;Nj (dx1dx2:::dxN) = jYi=1 (xi) : (6:3:12)82



Observe that as in the derivation of the Boltzmann equation a factorization process relatedto the minimization of some entropy appears in the proof.As a conclusion once again one should observe the following facts:i) The above derivation contains no mechanics.ii) On the other hand a justi�cation of the relevance of the equation (6.3.11) maycome from the following interpretation of the Theorem 5.9. (quoted from [MaPu] page 262\What is expected to happen is the following. The vortices are distributed accordingto the Gibbs distribution. When N is large they uctuate very little. With very largeprobability they arrange themselves to form the solution of the mean �eld equation."iii) As shown by Majda and Holen [MaHo] the two above constructions (OnsagerJoyce and Montgomery on one side and Miller Robert Sommeria on the other side) producethe same solution if and only if the density �(x; y) given by (6.2.16) is statistically sharpi.e. if one has: �(x; y)d�(y)x = �!(x) (6:3:13)with !(x) = �� (x) given by the second equation of (6.2.16).
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