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Abstract—Transmit antenna diversity has been exploited complex constellations, ST block coding with two transmit

recently to develop high-performance space-time coders and antennas is the only block coding that provides full diversity
simple maximum-likelihood decoders for transmissions over flat \\.ihout loss of transmission rate [16].

fading channels. Relying on block precoding, this paper develops p - .
generalized space—time coded multicarrier transceivers appro- ST codes were originally designed for slow flat fading

priate for wireless propagation over frequency-selective multipath channels. Applications of ST codes to dispersive channels
channels. Multicarrier precoding maps the frequency-selective were dealt with in [1], [5], and [6] for orthogonal frequency
channel into a set of flat fading subchannels, whereas space-timedivision multiplexing (OFDM) systems Channel knowledge
encoding/decoding facilitates equalization and achieves perfor- is assumed available at the receiver in [1] and is acquired
mance gains by exploiting the diversity available with multiple th h traini 51 (6], H it is | tant t K
transmit antennas. When channel state information is unknown at roug ralnlr_lg (51, [.]' OWG,Veﬂ itis |mpor ant 1o .remar
the receiver, it is acquired blindly based on a deterministic variant that ST decoding requires multichannel state information at the
of the constant-modulus algorithm that exploits the structure receiver. Thus, the achievable diversity gain comes at the price
of space—time block codes. To benchmark performance, the of proportional increase in the amount of training, which incurs
Cramér—Rao bound of channel estimates is also derived. Systemgffisiancy loss especially in a rapidly varying environment. This
performance is evaluated both analytically and with simulations. . . . . . . .
motivates looking for receivers with blind channel estimation

capabilities in the context of ST transmissions.

Toward this objective, we propose a novel ST-generalized
OFDM (ST-GOFDM) transceiver. We consider a system with
|. INTRODUCTION two transmit antennas and one receive antenna. Relying on

. : . bol blocking, the ST block codes of [2] are incorporated
N RECENT YEARS, space—time (ST) coding has galne%ym . .
much attention as an effective transmit diversity techniqd'é‘to a generalized OFDM (GOFDM,) transmitter [13], [14] to

Lo o hieve transmit diversity in frequency-selective propagation.
to combat fading in wireless communications (see e.g., [ C .
[12], and references therein). ST coding relies on multi-a Jifferent from ST-OFDM schemes in [1], [5], and [6] where

tennae transmissions that are combined with appropriate Sigp]%liformance suffers from cogsste?t fading Se_ll‘_feé:tgpcgkjﬂsef(: by
processing at the receiver to provide diversity gain. ST trell mmon (or near common) channels zeros, ST- oters

codes were first proposed in [17] to achieve maximum diversi%};g!gonil robt;stness ”‘Tough what \ivihte:jm rogt hoppmlg..tln
and coding gains. However, for a fixed number of transm Ition 1o performance improvement, the decoding simplicity

antennas, their decoding complexity at the receiver increa$k sthe ST bIocI.< c?des of [2] |s|t'ret£ar:nert]d n olur sBystemI, iyen
exponentially with the transmission rate. To reduce decodi €n communicating over muftipaih channels. by exploiting

complexity, orthogonal ST block codes with two transmi e special structure of ST block codes, we also develop a

antennas were first introduced in [2] and later generalized 8nd channel estimator based on a deterministic variant of

an arbitrary number of transmit antennas in [16]. An attractiv 1‘? cogs(tjag&r;odulus alg?r{[hm |(|CM.A) [|19]_i_ US I|ker519],ko ;Jhr
property of ST block codes is that maximum-likelihood (ML -code IS computationally simpie. 10 benchmark the

decoding can be performed using ofiilvear processing. For accuracy of our estimation alg,orithm, we also derive a clos.ed
g P g ofityear p g form expression for the Cramér—Rao bound (CRB), assuming

additive white Gaussian noise (AWGN) and modeling the
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veloped in Section IV and its CRB based performance in Seeceived block separately. Alternately, we could have achieved
tion V. Bit-error-rate (BER) performance is analyzed and exteiBI-free reception by inserting an-long cyclic prefix to each
sive simulations are presented in Section VI. Section VIl cotransmitted block (similar to OFDM [1], [5]), and discarding it
cludes this paper. at the receiver. Either way, after S/P conversion (not shown in

Notation:Column vectors (matrices) are denoted by boldfadég. 1), each pair of two consecutivé-long received blocks
lower (upper) case letters. The superscripts, *, and! stand  y(2n) andy(2n + 1), withy (n) := (y(nP), ..., y(nP + P —
for transpose, complex conjugate, complex conjugate transpd$g', is given by
and matrix pseudoinverse, respectivlly; « » denotes thé/ x
N matrix with all entries zero anEh; »s the M x M identity y(2n) =H,Cs(2n) + HoCs(2n + 1) + w(2n)
matrix. v(2n+1)=—H;Cs"(2n +1) + H2Cs"(2n)

+w(2n+1) 2
Il. SYSTEM MODELING
_ _ o _ where w(n) = (w(nP),...,w(nP + P — 1))T denotes
Consider a wireless communication system equipped wi GN. Based on the received data model (2), we will design

two transmit antennas and a smgle receive antenna. Figndyt oyr transceivers to achieve transmit diversity gain in
represents the discrete-time equivaldr@sebandmodel of frequency selective channels

our ST-GOFDM transceiver. Similar to conventional OFDM,
the information symbol sequence€n) is parsed in blocks

. I1l. TRANSCEIVERDESIGN
s(n) = (s(nK),...,s(nK + K — 1))T of size K x 1. Our

ST encoder maps every two consecutive symbol ble¢ks) ~ Starting from the received data model (2), we wish to de-
ands(2n + 1) to the following2K x 2 matrix: sign the precoding matri and the receiver matricé¢ and
{G}E | (see Fig. 1) to recover the information bloskn)
< s(2n)  —s*(2n+ 1)) — time (1) from y(n) with transmit diversity gain. We consider that the
s(2n 4+ 1) s*(2n) | space FIR channels are unknown to the transmitter which is always

the case when feedback channels are not used. The two chan-

whose columns are transmitted in successive time intervals : . s .
. . . €ls have to be estimated at the receiver, but only in this section,
with the upper and lower blocks in a given column senq

we will suppose that perfect channel state information (CSl) is

smultapeously through the first and secon(_:i transmit a”te”%%anabm at the receiver. A blind channel estimator will be de-
respectively. Note that witl = 1, no blocking takes place,

veloped in the next section.
and (1) the_n reduces to the orthogonal ST bloc_k cpdes W.'\{ﬁOrthogonal ST block codes with two transmit antennas were
two transmit antennas of [2]. However, as we will discuss i

n . . .
Section IIl, blacking is instrumental in developimmpleST possible to design for flat fading channels [2]. However, mul-

. ) . - ipath manifests itself in convolving ST-coded transmissions
coding/decoding algorithms for frequency selective channels, .
. 2 : . With FIR channels, and thereby destroys code orthogonality.
Prior to transmission, th& -long symbol block in each transmit

antenna branch is mapped ontddong block with P > K Without an orthogonal code structure, ST decoding becomes ex-

through a redundant precoder described by theftatl K ma- tremely complex. Observe though that channel convolution be-

trix C. The precode€ will convert frequency-selective fading comes multiplication in theés domain where the code orthogo-

n?lity can be retained. Our basic idea behind ST-GOFDM is to

channels to flat ones and will enable us to exploit the transmr'nplement ST coding/decoding in tt& domain by judicious

diversity built by the ST mapping in (1). After parallel-to-serla!jesign of the matrice€, V and {Gy }<_, . Unlike ST-OFDM

(P/S) conversion and modulation (not shown in Fig. 1), ths?chemes in [1] and [5] which rely on FFT/IFFT operations and

_transmltted_ SV”_‘bO'S. from théth transmit antenna propaga teachieve diversity gain at fixed points in the frequency domain,
in successive time intervalf through a frequency-selective

channel which is denoted b¥-sampled impulse res cmseST-GOFDM resorts toZ-transforms and offers some advan-
¥ P P P tages over ST-OFDM as we will discuss later. It will also be

. (h, (INT = '

yectorshz . (h”(O)Z""hZ(L)) ) b= 1,2._Each channels_s own that ST-OFDM is subsumed by ST-GOFDMiandV

impulse response includes transmit-receive (pulse shapuag chosen appropriatel

filters, multipath, and relative delay between the two antennas.De]cine theZ-transformy§Y(n~7) . EPfl (nP + p)z~P;

We will assume the following. o ot ) _;f H_ p=0 Y Lo Pl )

al) The two frequency-selective channels are finite in{i(#) = Ep,fflc’“(p +1)z . i(2) = 2alohi(D)z

pulse response (FIR) and an upper boundn their Wéﬂ; z) :2 ;pTO w(gZPt + p)fz -_'t-et uts_foctus %’: the block
orders is assumed available; i.é;(l) = 0, VI ¢ ¥(2n)in(2)first, and2-transform its entries to obtain

[0, L], ¢ = 1,2. Thus, each channel in Fig. 1 can be K
described by & x P Toeplitz convolution matrix;, Y(2n;2) = Z[Hl(z)cu(z)s(QnK +up—1)
with (k,Dth entryh, (k — 1), i = 1,2. =1
a?2) Thelastt = P — K rows of C are set to zero; i.e., + Ha(2)Cu(2)s((2n + DK + pp — 1)]
with ¢ (p) denoting thep, &)th entry ofC, we assume W (2n;2). 3)

cx(p)=0forp=K +1,...,P. This corresponds to
padding our transmitted blocks withtrailing zeros.  We chooseX distinct points{p; }%_, on the complex plane.
Thanks to Assumption a2), the channel-induced interblo€ur goal is to seek code polynomial%,(z), 4 = 1,..., K,
interference (IBI) is avoided [13], [14] and one can focus at eashich that for each, Y (2n; pi) contains the contribution from
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Fig. 1. Discrete-time equivalent baseband system model.

the kth summand in (3), namely from(2nK + k — 1) and (5). Let us consider a particular choice of the poifys < .
s((2n 4+ 1)K + k& — 1) only, regardless oH;(z) and Hx(z). Specifically, letp;.s be chosen regularly spaced around the unit

To achieve this goal, we desigh, (p.) to satisfy circle on the complex plane on an FFT grid
Culor) = AS(k — p), Y,k € [1,K] 4) pr = /D g e 1 K], @)
whereA is a constant chosen to impose the transmission povﬁﬁgging (7) into (5) reveals that(p) = VE

constraint. For fixed, (4) prescribes”, (z) at K points pz.. X )

\ o exp(j2rup/K), p = 1,...,K. Hence, the matrixC
Thus, polynomialsC,, (=) satisfying (4) should have degree ; : - KT. F
dedC,(z)] > K — 1. When defC,(x)] = K — 1, the corresponding to this selection beconigs- v/ »F where

| 10 b iquelv determined by L F is the K x K inverse discrete Fourier transform (IDFT)
polynomia x(#) can be unique y,( etermined by Lagrang@atrix andT,, = [I} 0% ,]* represents the matrix operator
interpolation through the points };_; as .

for padding thel trailing zeros.

P—1 HK (1—prpz~?) Using the codes in (5) that satisfy (4), and evaluating (3) at
Culz) = erlp+1)z7# = A_S=bAZ1 —. (5) #z = p, we obtainvk € [1, K]
p=0 k:l,k;éu(l — Prp)

Y (2n; 1) =AH (pr)s(2nK + k — 1) + AHa(pr)

The code construction as a Lagrange interpolating polynomial
xs((2n+ DK +k—1)+W(2n;p1). (8)

through the constraints in (4) offers a novel ST counterpart of

[4]. Different from our symbol separating constraints (4), [4 ion (8 " h | P q
utilizes constraints for multiuser and intersymbol interferendeduation (8) confirms that only(2nK + k — 1) ands((2n +

elimination in a multiaccess/single-antenna setting (see al J(+k— 1.) contribute ta¥’(2n; o). Similarly, fo"ow”?g the
[13] and [14] where the Lagrange codes (5) offered GOFDREPS toarrive at (8), W.E.-transform the blocly(2n +1)in (2)
codes in a multiuser/single-antenna context). and then use the condition (4) to obtath € [1, K],

Based on (5) and taking into account therailing zeros of

Assumption a2), the code lengthfs= K + L. Since we deal Y20+ L) = — AHi(pi)s™((2n + DK + k= 1)

with transmissions of¢ -long blocks, the bandwidth efficiency + AH(pr)s"(2nK + k — 1)
of our system is +W(2n+ 1; p)- 9)
7 K (6) To express the-transforms evaluated at= p;, in (8) and (9),

K+L let the P x 1 Vandermonde vectas(p, P) built from the com-
Note that for sufficiently largds’, we have; ~ 1; hence, band- plex constanp aswv(p, P) := (1,p7%,..., p~ =T, With
width is not overexpanded. z replacingp, the Z-transform of anyP x 1 vectorx(n) can

The design of the precoding matri® is specified in theZ  be represented b (n; z) = vT(z, P)x(n). We can thus ex-
domain and depends on the selection of pofats}/_; as in press{Y(n; px)}_, as outputs of a filterbank composed/sf
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parallel FIR filters each of lengtF, whose coefficients are therecovery can not be guaranteed when the two channels share

rows of theK x P Vandermonde matrix (see also Fig. 1) common zeros afp;}i< , although it is unlikely to have
Hi(px) = Hz(px) = 0 when the two channels are uncorre-

V := (v(p1, P),...,v(px, P)T. (10) |ated.

Remark 5:In contrast to ST-OFDM in [1], [5], and [6],

V = FR,,, where thek x P matrix Ren ‘= [Ii L] (with Where{_pk_}_i"=1 are fixed a_nd equispa_lced around the unit circle,

.., denoting the first, columns of theK” x K identity matrix the flexibility to choose differenp;s in our system may offer

I) implements in matrix form the overlap-add operation. on®me adva_ntgges. For example, as sugge;ted in [13] .and [14],

remark is due at this point. we can periodically rotate (hop) thes to ameliorate consistent

Remark 1: When pis are chosen as in (7), we ha@ — fading effects caused by common (or close) channel zeros, as

VET,,FandV = F*R., so that matrix multiplication by We_WiII simulate in Se_ctior_1 V1. Optimal design dp;. }_, is _
andV can be replaced by FFTs. Thus, we infer that (7) giv@ interesting future direction but goes beyond the scope of this
rise to an OFDM-like transmission with the cyclic prefix (Cp)oaper. . .
replaced by zero-padding (ZP) at the transmitter; and the CEJnstead Of. assuming chan'nel kpowledge at the receiver, we
remove by the overlap-add operation at the receiver. The p i I.next equip our receiver with blind channel estimation capa-
and cons of CP and ZP in OFDM have been discussed in | jties.
and [20].

Equations (8) and (9) show that the information symiial)
is transmitted twice in two consecutive time intervals through We pursueblind estimation of the two channelg, i = 1, 2,
two different channels. In order to decoslg:) with the em- based on Assumptions al), a2) and the following assumptions.
bedded diversity gain through the repeated transmission, we de33)  The modulated information symbolén) have con-
fine yx(n) := (Y(2n; p1), Y*(2n + 1; p))T and write(8) and stant modulus (CM);
(9) into a matrix/vector form a4) The two channels;, i = 1,2 do not share common

1(n) = AHysi(n) + wi(n), Vke[l,K]  (11) ;féocsc;gfr'r;etﬁfygmsi;i;funCt'orHl(z) and Hy(z)

wheres;,(n) := (s(2nK + k — 1), s((2n + 1)K + k — 1))7, a5) The block sizé( is chosen to satisfyk’ > 6L + 3.

Again, considering the special choice{gf, } £, in (7), we find

IV. BLIND CHANNEL ESTIMATION

wi(n) := (W(2n; 1), W*(2n + 1; px))* and Givenyk(n) in (1_1), ourbliqd chanljel estimation will be sought
in two steps: First, we will exploit the structure &1; and
H, = ( Hiler)  Ha(pr) 12y the CM property ofs(n) to develop aleterministicCMA that
5 (o) ey yields two estimates for two channel ratii$ (o) / H2(px) and

—Hj3(pr)/H1(px) foreveryk = 1,..., K, with an ambiguity
of knowing which estimates correspond to what ratio. Second,
we will exploit the FIR nature of the channel and develop an

Observe thaH;, in (12) is a scaled unitary matrix. As in [2],
we can recoves(n) by simply multiplyingy(n) by the2 x 2

matrix: exhaustive search to resolve thdseambiguities and estimate
Gr:=H}!, Vkel[l, K] (13) Jointly the two channell; andh; with two remaining ambigu-
ities: one is a scalar ambiguity; the other one is the ambiguity of
and obtain from (11) the decision vectazi(n) := distinguishing betweeh; andh,. These two ambiguities will
(z1,1(n), 2 2 (N))T = Gryi(n) as: be resolved by sending two training symbols.

zi(n) = A(|Hi(pn)? + | Hz(px)|)si(n) +m(n)  (14) A, Estimating Channel Ratios Using CMA

wheren, (n) := f{}jvvk(n), Equation (14) implies that transmit  Consider the data model in (11) and simplify the notation by
diversity gain of order two has been achieved for evgryn) absorbingA into H; andpy in the subscripk;, to rewrite it as
in our design. After detectingx(n) from z,(n), the symbols R . o R
s(n) can be retrieved by the P/S conversiorsgfn) as shown yi(n) = (Yi(n), Yo (n))™ = Hase(n) + wi(n),  (15)
in Fig. 1. Assuming thatv(n) is white, it follows by definition a T o a
that Wy, (n) is also white. Sincd,, is also unitary, we deduce wh*ere S"‘T(n) d (s16(n), s2x(n)) ", Wie(n) := - (Wan(n),
that,,(n) is white as well. Four remarks are now in order. Wi (n))™ an
Remark 2: Sincen,.(n) is white, detectings,(n) from (14) . Hy.  Hop
amounts to solving two single symbol detection problems sep- H; = <H* _H* )
arately without loss of performance, as discussed in [2]. 2k Lk
Remark 3: Detecting2 K -long data blocks has been cast intdVithout loss of generality2 , we will fix the modulus
2K single symbol detection problems, as implied by (11). Thul;x(n)|> = 1 and|sax(n)|?> = 1 because all blind methods
the receiver complexity is very low and proportional to the blockield channel estimates up to a constant factor. Given only
length K. FFT processed daga,(n) as in (15), we seek an equalizés,

Remark 4: Since H;(z) has degree< L, at mostL of . ) .
2In this paper, we deal with complex modulations only. Nonetheless, the ex-

e
{Hi(pr) 1=y can be zero, and thug (n) cannot be recovered ignsion 1o real modulations, e.g., binary phase-shift keying (BPSK), is straight-
from (14) whenHi(px) = H:(px) = 0. Hence, symbol forward and the constraints to be imposedg(n) = 1 ands3, (n) = 1.

(16)
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such thats,(n) := Gyx(n) has entries with unit constant ™ ‘ ‘ ' '

modulus. Note that; (n) need not be white. Outeterministic » = St
CM equalization is equivalent to a generalized eigenvalt = - T ohol
problem which can be solved by the analytical CMA (ACMA) |
of [19]. However, we develop here a more simple algorithr
which takes advantage of the specific structurdgfinduced ;
by the ST code design we described in Section Il.

Following common (A)CMA practice, we will first consider
blind channel estimation at sufficiently high signal-to-noise
ratio (SNR), where the nois&(n) can be neglected (noise os
effects will be tested in the simulations). Becaiigis unitary

o
®

Magnitude

andGH; = I, we look for G;, which has a form 0.4
G_‘ = g},k 92’: ) . (17) 02F ¥ i
g <92k —J1k
0 1 Il i 1 Il i
Writing sx(n) := [811(n), $2x(m)]* = Gy (Yir(n), Y55(n))* ° " T 2 ®

component-wise, and imposing the CM constrajéts(n)|? =
1, |§2k (n)|2 =1, we arrive aﬂ?k (n)gk — (17 1)T’ where (18), Fig. 2. Estimates of channel magnitude using “deterministic CMA”.
shown at the bottom of the page. Next, we sta€llocks of

data{yx(n )}n L and concatenat‘&fk( )gx to arrive at to the phase ambiguities, andcj, for everyk. As an example,
~ we obtaing;. by randomly choosing one of two solutions of (19)
Yigr = (1., Dansa (19) atSNR = 15dB, and compute the two channel magnitude es-

- - - timates astH;x| := /g1 (%) /(gr(1)+ g1 (2)), ¢ = 1,2, that we
wherey,, := (Y3 (0),... ,YEN(N — )T Ifthe 2N x dma- o Fig.rz. V\|/e observ(e)t/h(at i(ngeed t(hi)s)simple method yields
trix Y3 had full column rankY,; would have yielded a unique good estimates of the channel magnitude but we have ambiguity
solution ofgy, from (19). Unfortunately, the maximum columnbetween the two channels for every

rank of Y}, is only three [19]. Nevertheless, the solution of According to Assumption a5), we can have at le@6t+ 3
(19) can still be sought in the forgy. = gox + Ag1x, Where solution pairs{gk,gk}fu{?’, with g;. andg;, consisting of prod-
gox IS a particular solution of (19) ang . spans the one-di- ucts betweettd;,(H}, ) andHoy, (H3,,) as seen from (20). How-
mensional kernel oY ;. With g, (i) denoting theith entry of ever, Assumption al) implies that;, = 0 on at mostL values

g, A can be determined by noting that in (18) we must haw k&, and likewise forH,;. Hence, we can always find at least
9x(1)gx(2) = gr(3)gx(4). Because solving the latter leads to &L + 3 — 2L = 4L + 3 solution pairs{g, &) } 11> for which
second-order equation ixy we end up with two possible solu-both H;; and H,;, are nonzero. For theses, we can define
tions. In matrix/vector form, these solutions are given by the ratio:r (k) = ¢x(3)/9x(2), and use (20) to infer thatk €

~ ~ 1,4L 4+ 3
G = <91k G2k ) o <ka Ha, ) 1, ]
9o —91k |Hix|? + [Hok|? \ Hy —Hux (k)
Sk :=( G, GorGln GG g )T Sk o= Hie — Hi(px) i 5
gk =\ 91911 92k9or 91kGor 91292k 7(/%) = H m, if gL = Bk (21)
= g’ ! Hj, —Hi B —Hj, —Hi(px) Y,
Gy = <“3£5 ot ) = P T < - -’ F(k) = 552 = 250, ifen =g,
g G —9mh |Hixl? + [How|* \ H{x  Ho i Hilow)
8= (3,0 Fadh Gadl 3T )T7 (20) where we observe that the phase ambiguitigsand o}, have

been eliminated by taking channel ratios. Now the ambiguity
whereay, andaj, with || = |of,| = 1 denote the phase ambi-betweeng; andg;, in solution pairs{gs, g, Lt translates to
guities. One can readily verify th&, H,, andG/ H;, give rise the ambiguity between(k) and (k) for everyr(k). To re-
to a diagonal and an anti-diagonal matrix, respectlvely (the Cablve this ambiguity, one approach is to estimate one channel
property is satisfied in both cases, but in the second case the injetraining, and retrieve the other channel by inspection from
of the two transmitted sequences is permuted, thus creating 48t). Because only training for one channel is needed, such a
biguity). Since we cannot distinguish between the two solutiofygartially trained” CMA saves 50% overhead. Sintehannel
g, andg}, it follows that estimating the equalizer by solvingatios are sufficient to estimate one channel, Assumption a5) can
(19) leads to an ambiguity in choosing between the two possiltie relaxed ta > 3L. Note also that so far, we do not require
equalizersGy, andG (and thus the two channels) in additiorPAssumption a4) to obtain channel ratios and further estimate the

o (Yam)P Y YY) Yi(n)Ya(n)
Yi(n) "<|Yak<n>|2 Yo Vi) Ya(n) —Fan >§§k<n>)

gr :=(91k91n 92095, 91kTar GinG2k ) - (18)
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two channels if partial training is applied. However, Assumptiofihe two possible solutions for the pair of our channels are either
a4) and ab) will be used next for deriving a fully blind channel

estimator, that relies on an exhaustive search to resolve the am- h b h o

biguity between-(k) and+' (k). <h;> =« <a_fc ) or <h;> = <_ﬁi ) (24)

te

B. Resolving Channel Ambiguity o ) )
N N where« denotes a scalar ambiguity which will be resolved by
Exploiting the specific structure of ST codes, the CMA 0Ofne training symbol.

the previous subsection yields two possible ratios for eery  yye next prove that the channel estimates in (24) are unique.
Starting from the ratio pairgy(k), 7' (k)};,21°, we exploithere opserve that, out of all the*L+® vectors inR, two vectors
the finite cr?annel shupporlt anlq r?sort to an exhaustive searchfgqq S A, (K2 = 0 from s1)-s2); namely, the one with
estimate the two channels blindly. _ entriesr; (k) = #(k), Yk € [1,4L + 3], and the one with

Recalling that for eaclt € [1,4L + 3], »(k) can be either entriesr;, (k) = #(k), Yk € [1,4L + 3]. Due to the fact
7(k) or#'(k), we infer that there arg*~+2 possible collections §:4L+3 1A; (k)2 > 0, we deduce thaf L2 |A; (k)2 = 0

of r(k)s. Withi. denoting collection-index, we represent eacqp, thereafteA; (k) = 0 for everyk. As we mentioned before,

of tgem with the(4L+3) x 1 vectorr;, := (v, (1),..., 75, (4L+  there exist at leastL + 2 same-side entries in the resulting.
3% ang the entire collection with the s& = {ri.,ic = These entries must satisfy;, (k) = 0. Based on Lemma 1, we
1,...,2tk+3}. Because each entry of, comes either from jnfer that our exhaustive search from s1)-s3) yields two channel
7(k) or from#(k), the4L + 3 entries of every;, can be di- ggtimates as in (24).
vided into two groups, namely thegroup that contains(k)s  Haying reduced the ambiguity to choosing between these
and ther group that consists of (k)s. Thinking in terms of &y solutions and resolving the scalar ambiguity, enables
coin-flipping experiment, we term the entries in each group a§imost blind) channel estimation using the received data and
“same-S|d_e" entries. To resolve channel ambiguity, we will usg, training symbols only. Specifically, with two training
the following lemma (see Appendlx | for the proof): _ symbols, we can estimai#,; and Ho; (i.e., Hix and Hoy, for
Lemma 1: Under Assumptions al)-a$)/ + 2 saerL-dee k = 1) from which the two channels can be identified uniquely.
entries of any;, denoted by{r;. (k;),1 < k; <4L+3}521",  The computational complexity of our fully blind channel esti-
engble !dentlflabnlty of the two channels (within a scalar ambjy, ation algorithm is relatively high. The CMA requires a single
guity) either ash » := (1_1}{, ]:[E)TT o ashy, := (-h3h1)Y ale decomposition (SVD) of siz&V x 4 for everyk, which
Using a common notatiofh;7, a; )~, eitherhy, or hy, canbe s shiil much simpler than the ACMA in [19], while the exhaus-
_found by solving for the eigenvector correspondmg to the Miks o search involveg2Li+2 eigen value decompositions (EVDSs)
imum eigenvalue of the2L +2) x (2L + 2) matrix&;, of size(2L + 2) x (2L + 2). FortunatelyL is small in typical
applications [e.g.L = 4 in global system for mobile communi-
0, cation (GSM)] and the smallest null vector can be computed on-
‘ o7 (pz“LJrl) —ri (k)vT (pry, L+1) line [3]. Npte also that, unlike existing statistical CMA .variants.
_ . that require long data sets, our ST-coded deterministic CMA is
= : : data-efficient and does not impose any input whiteness assump-
o7 (pzZHZ,L-I-l) =7, (k2n42)v T (Proy 4o L41) tion.

(22) To reduce complexity, we have also derived a preweighting
scheme with different weights for;,(n) and sa(n) which
avoids the exhaustive search [9], [10]. However, the price paid

Because each; has4L + 3 entries, we infer tha2L + 2 for the simplicity of [9] and [10] is reduced BER performance
same-side entries can always be found. However, because;aive will illustrate in Section VI.
ambiguity appears for every we do notknow where th2L.+2  As a performance benchmark, the CRB of channel estimates
same-side entries are. To locate thebet- 2 same-side entries, will be derived next. Interestingly, the CRB derivation will pro-
we resort to an exhaustive search following the following stepfide additional insights to channel estimation issues arising with
s1) Foreach, € [1,2*+3], use{r; (k)};21* and obtain transmit antenna diversity.
(b, a" )T (with k; replaced by for j = 1,...,2L+
2in @, ), asin Lemma 1. We prove in Appendix | that

it {r;_(k)};+ are same-side entries, the maif, V. CRAMER-RAO BOUND

in (22) has nullity one and the solutigb*, a;" )T is In this section, we derive the CRB of the channel estimates

eitherh;, or hy; as described in Lemma 1. for ST-GOFDM. Our derivations will follow the general steps
s2) Use(b;,,a; ) from sl) to formvk € [1,4L + 3] the of [18] and start with the derivation of the Fisher’s information

difference: matrix (FIM) by treating the transmitted symbols as nuisance

parameters. Interestingly, checking the existence of CRB under
various constraints reveals that imposing constraints on trans-
mitted symbols is indispensable for blind channel estimation for
ST-GOFDM. For simplicity, the specific choice pfs in (7) is

s3) Selectthe index; := argmin;, 3 x-1°|A; (k)|>.  adopted in our derivations.

Ai (k) =0 (o}, L+ )b —r; (k)v" (o, L + Day,. (23)



1358 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 19, NO. 7, JULY 2001

Denoting byD(v, D) := diag(v1,...,vp)aDx D diagonal where® denotes the Kronecker product. Using the block ma-
matrix built from theD x 1 vectorv := (vy,...,vp)*, we trix inversion formula, we find the CRB(h) for the channel
consider (8) and (9) and absarinto H;(p;.) to cast them into estimates based on the top-left submatrigof' (4) as
matrix forms

i i Clh) = (Fuu — FroFg F1§) ™ (29)
$(2n) =D(ias, K)s(2n) + D, K)s(2n + 1) + %(2n)
y(2n +1) = — D(hy, K)s*(2n + 1) + D(hy, K)s*(2n) provided that the inverse in (29) exists. Unfortunately, direct
+w(2n+1) (25) substitution reveals that;; — ]—"125’-"2_21]-“175 = 0, whenp;'s

are chosen as in (7). However, zero FIM (or infinite CRB) im-
mherey (1) <= (Vi) .. ¥ 05 )" By o= (o), P kot ety Hence,aur bl channel etation
"'7Hi(pK))T7 v = 172 and ‘X’(n) = (W(TL;pl),---, P P y P

W (n; pic))Y = Vw(n). Clearly,w(n) is zero mean, Gaussian©ters can not guarantee channel identifiability, unless extra con-

and uncorrelated from(n). Whenpys are chosen as in (7), weSIraints are imposed. _ _ .
haveV = F*R., — FX[I, L,] and the covariance matrix Suppose we imposé/ continuously differentiable con-
of W(n) is, thus Oaiven by o straints on the two channels

Rfv - E {VW(TL)WH(TL)VH} — O'gU(KI + FHIoaIz;é,F) Crn(tha hQT, hz{, h;{) = 0, m = 1, ey M (30)
(26 . .

wheres?, is the variance ofu(n). It is easy to verify that the where the number of constraints (equatioAg)must be less
maximum entry of the matri " I, I’ F is L. Since the block than4L + 4 channel unknowns, because otherwise the channels
length K > L, the matrixRg can be well approximated as¢an be obtained directly from the constraints. Along the lines of
Ry ~ Po2li.e., W(n; py) is approximately white with vari- [15], we obtain thel! x 4(K N + L+ 1) gradient matrix of the
ances? := Po2. constraints in (30) as:

Let & := (hT hi, b} hi s% T denote the
4L + KN + 1) x 1 complex vector containing coef- Gn
ficients of the two channels’ impulse responses and the=(£p,0nxarn)

input vector sy = (sT(0), sT(2),...,sT(2N — 2), VirQt  VerGt  VarG ViprQ
sT(1),s"(3),...,sT(2N — 1))T. Becausew(n)'s in (25) are , _ 0 ’
Gaussian, we can write the log-likelihood function conditioned : : M AKN
onh,, h, andsy, as VirCyu Viarlu Vinnly Viplu
(31)
f(6) := —log(2ro)?" N
1 ¥l ) Following [15], the constrained CRB requires the orthonormal
- Z l¥(2n) — D(hy, K)s(2n) basis of the nullspack/(Gy.). In our specific case, we Iéf;, be
=0 a(dKN+4L+4) x (AKN+4L+4— M) matrix with columns
— D(hy, K)s(2n + 1)|? the basis vectors oV (G,,), and compute first the constrained
] N2 CRB for all the unknown parameter estimates
=5 2 (1920 +1) = D, K)s*(2n +1) y -
n=0 i CO) =U,U;; FOU,) U,. (32)
— D(ha, K)s"(20)||2). (27)
Our constrained CRB of the channel estimates would then be
The FIM for unbiased estimates is given by given by the(4L + 4 — M) x (4L + 4 — M) top-left subma-
trix of C(#). Unfortunately, as we prove in the Appendix the
a H _(Fu Fie matrix inverse in (32) does not existespectiveof the channel
F(0) = By nosn (Vo f(O)Ve f(0)} = <]—“17§ Fao constraints imposed. This reveals another important feature of

(28) our blind setup: channel constraints alone are not sufficient to
where the submatrice8;;, F;2, andF», correspond to parti- guarantee channel identifiability. Hence, constraints (like CM)
tioning channel and input parameters and have dimensionalitti@sour transmitted symbols areristwhen it comes to guaran-
(4L +4) x (4L +4), (AL +4) x 4KN,4KN x 4K N, re- teeing blind channel identifiability.
spectively. Specifically, withB;, B,, B3, B, andB; specified ~ With our constraints|s(n)|? = 1, n € [0,2NK — 1], the
in Appendix I, we have (2K N + M) x 4(K N + L+ 1) gradient matrix of the CM and

channel constraints in (30) turns out to be

1 .
f‘ll lzﬁdlag(BlaBlaBlvBl)

Gemn

< & Onrxar v Onrxar v )
Ok Nx(ar+s) D(sy,2KN) D(sy,2KN) )~

(By Bs) (33)

1
Fa 5:§I4N><4N ® Bs
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The correspondind( KN + L 4+ 1) x (2KN +4L +4— M) whereQ(-) denotes the-function 2E, /N, denotes bit SNR.
matrixU s, built with columns the orthonormal basis vectoiNote that because each symbol is transmitted twice, we divide

of N(Gcas ) is given by the transmit power by two for each transmit antenna to ob-
tain (38). When pointgp; }&_| are equispaced around the unit
v, O(4L+4)x2K N circle as in (7), (38) can be further simplified to
Ucrry = | D2k NxaL+4—M) %D*_I(SN, 2KN)
71 -
02K N x(4L+4-M) _%Ds (sv,2KN) p_ 1 zl‘: o K(|H1(px)|? + |H2(p1)|?) B (39)
(34) K&~ (K + L)No '

whereV, is the(4L +4) x (4L + 4 — M) matrix with columns

the basis vectors of/(£;,). The CRB of@ parameter estimates”APart from the closed-form BER expressions in (38) and (39),
under CM constraints antf channel constraints is we will resort to simulations in order to test performance and

reveal additional salient features of our design.
In all simulations, QPSK modulation is employed an@ are
chosen equispaced around the unit circle asin (7). All curves are

_ averaged over 200 random channels which are generated based
Extracting the(4L 44 — M) x (4L + 4 — M) top-left sub- 4, the following two models.

maitrix ofCcas 1, (8) yields the constrained CRB for our channel

parameter estimates €s = Ccpy p,(1:4L .+ 4.— .M’.lzz.lL + A Multiray Time-Invariant Channel

4 — M), where we used Matlab’s notatid¥ (i :é2, j1:j2) tO _ i

denote the submatrix & formed by itsi1 (j,) throughis(jo) AN Lth-order multiray (MR) channel consists df + 1

rows(columns). equal-powe_r channel taps .Wlth ea_ch tap modeled as a com-
As discussed in Section IV, to resolve the ambiguity betwe®fX Gaussian random variable with zero mean and variance

our two possible CMA-based channel estimates in (24), we uli/(Z + 1) MR channels are used in Examples 1-4.

lize the pilot-based acquisition dff;; and Hs;. Viewing the . ] )

latter as channel constraints complementing our CM input co- Typical-Urban GSM Time-Varying Channel

straints, enables evaluation of such a “fully constrained” CRB The delay profile for typical-urban (TU) channels is tabulated

on our channel estimates. Specifically, we can rely on (35), ut[5, Table I]. With the system parameters described in [5, Sec-

Comn(0) =Ucr 1 UZy 1 FOUcn) " UE - (35)

with V;, in (33) being formed by replacing, with tion I1l.A], a TU channel corresponds to an FIR channel of order
L = 4whoseL + 1 = 5 channel taps are characterized by the
£, = <Il><(L+1) O1x(z+1) O1x(z+1) 01><(L+1)> . Jakes’ Doppler spectrum with a Doppler frequency of 40 Hz.

' O1xr+1) Lixan Oixrntny Oixran) TU channels are used in Example 5.

(36) Example 1 (Performance Gains with ST Codin@®T-
GOFDM is compared to conventional (single transmit antenna)
In the ensuing section, we will test how close our ST-codddFDM, assuming that channels are fl&t = 0) and known to
CMA-based channel estimates come to the constrained CRB the receiver. In OFDM, 16 subcarriers are used, and correspond-
rived in this section which benchmarktgorithm independent ingly in ST-GOFDM, we choose the block lengh = 16. The
performance of blind channel estimates that rely on the samesults are depicted in Fig. 3 where ST-GOFDM is significantly

constraints. better than OFDM. For MR channels of ordee= 4, we choose
32 subcarriers for OFDM an = 32 for ST-GOFDM. Fig. 4
VI. ANALYTICAL AND SIMULATED PERFORMANCE shows that ST-GOFDM outperforms OFDM considerably.

When the noiseu(n) is AWGN, theoretical BER evaluation The conventional OFDM transmits each symbol through a

is possible for a given constellation. Starting from (14), we caingle fading channel. In contrast, ST-GOFDM transmits each
compute the covariance matrix gf(n) as symbol twice through two different fading channels. Equation

(14) shows that the equivalent channel gain for each symbol is
R — (1H: (o) 2+ Ho (oM 20 (pr. P PVo2I (37 the sum of the squares of two different channels which is more
w = (Ha (o)™ [ Ha(pr) )0 (pr Pulpr; Ploy T (37) reliable than a single channel. This explains why ST-GOFDM

performs the OFDM at the expense of an extra antenna.

. . t
and_ derive the BER assuming, €.g., a quaFernary phas?'g?]ﬁéxample 2 (Comparison with Pre-Weightinglks men-
keying (QPSK) modulation scheme. Our figure of merit 'Foned in Section IV, blind channel estimators proposed in

- v —1 K 2 )
wr?e?;/ejg’iieaii%:ffgs:oﬁ the(zé(E)Rs %ﬁzih%:i;éjjgﬁcegg]’ [1.0] gvoid cpstly exhaustive searching by employing
s(2nK + k — 1) ands((2n + 1)K + k — 1), respectively. It preyve|ght|ng. This example compares our CMA channel
follows from (14) and (37) that estimator to that based on preweighting. MR channgls qf order
L = 4 are used and the block lengkh = 32. The preweighting
) . . . matrix in [9], [10] is chosen as diag (1.28, 0.6), so that the
P = % Z o) <\/A Ey(|Hy(pr)? + | Ha(pn)| )> (38) transmit power for both schemes is identical. The BER curves
k=1

Nov™(pk, P)v(px, P) depicted in Fig. 5 illustrate that exhaustive search outperforms
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L=4, K=32, a=0.6
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—©- Simulation

107

10~ t 1 { 1 L L 1 i L 107 1 I t ! L L I L L

0 2 4 6 8 10 12 14 16 18 20 o] 2 4 6 8 10 12 14 16 18 20
ED/N0 (dB) ED/N0 (dB})
Fig. 3. Flat fading channels. Fig. 5. Preweighting versus exhaustive search.

L=4, K=32 L=2, K=16
T

T I T T T T T
- - OFDM o — - Fixed
—+ Theoretical . — Hopping

—©- Simulatien

w10k T =

107 .

ol \ s . L o | . L 107 L L : . \ L L .

Q 2 4 [} 10 12 14 16 18 20 0 2 4 ¢ 8 10 12 14 16 18 20
Eb/NO {dB) Eb/N0 (dB}

Fig. 4. Frequency selective channels. Fig. 6. Fixed versus hopping implementations.
preweighting at the expense of higher computational corm- common zero at: = —j. Fig. 6 verifies that hop-
plexity at the receiver. ping the pi’s exhibits better performance than fixed-root

Example 3 (Performance Improvements by HoppinfgT-OFDM. Note that whenp,s are rotated byA,, we
pr'S): When the two channels are deeply faded at spme have C = \ﬂK)TZPFDg andV = DZ}FHR%, where
i.e., Hi(px) = 0 and Ha(py) =~ 0, the decision vector in Dy := diag(l, exp(jQ¢),...,exp(jAs(K — 1))). Thus,
(14) may have low SNR and is not reliable. In the extremew-complexity FFT operations can still be applied in this
case wherH(py) = H2(px) = 0, symbol recovery becomesfrequency-hopping ST-GOFDM system.
impossible. Unlike ST-OFDM in [1], [5], and [6] where Example 4 (Blind Channel Estimation and Its CRB)o sim-
prS are fixed as in (7), ST-GOFDM s flexible to choosailate the performance of our blind channel estimation algorithm
different {px}< ,. Without CSI available at the transmitter,in Section 1V, we choose MR channels of order= 2 and
we test here a “root-rotating” approach, whergs are still K = 16. For estimating channel ratiod, = 64 received blocks
equispaced around the unit circle but they rotate clockwisee used for each. The performance of our system with esti-
by a small angleA, every two blocks. By hopping thg,s, mated channels is shown against that with perfect CSI. The re-
H;(pr)s change every two blocks so that consistent desplts are shown in Fig. 7 where we observe that the blind method
fading for a certainsi(n) is avoided. We choos& = 16, entails a small penalty< 2 dB) in the overall system perfor-
Ay = w/64, and channel#;(z) = (1 + jz7')(1 + 0.527') mance. Furthermore, we obtain the MSE of channel estimates
and Hx(z) = (1 + jz~')(1 + 0.827'), which share and compute their CRB wheH,(p;) and H(p;) are known.
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Fig. 7. Known versus estimated channels.
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Fig. 9. Blind versus training-based GSM channel estimation.

Fig. 8. Channel MSE and its CRB.
SNR = 16 dB. However, our blind channel estimator is better

The curves depicted in Fig. 8 illustrate that the MSE of odf the moderate to high SNR range. It is worthwhile to remark

channel estimates is very close to the CRB at high SNR that, since/l > 1, the training-based channel estimator induces

Example 5 (Comparison with Training-Based Channel E& COnsiderable loss in transmission rate.

timator): We implement the training-based channel estimator

[6] in our ST-GOFDM and compare its performance to our

CMA blind estimator. TU channel&. = 4) are used and the

block lengthK = 32 is chosen. To estimate the two chan- |n this paper, we proposed a novel ST-GOFDM transceiver
nels, two training symbol blocks of siz& x 1 (two OFDM  gyitable for frequency-selective multipath channels. Relying
symbols in [6]) are transmitted every 20 blocks. Thus, thereds symbol blocking, ST block codes designed for flat fading
10% overhead introduced in the training-based approach. c@annels were extended to frequency-selective channels. By
our CMA channel estimatory = 20 blocks of data are used exploiting the specific structure of ST block codes, a blind
to estimate the two channels with two training symbols seshannel estimation algorithm was also developed and compared
every 20 blocks. The comparison in terms of BER and MSkith the CRB. In addition to the simplicity of the proposed
of the channel estimates are depicted in Fig. 9(a) and 9(b), teansceiver, numerical simulations demonstrated superior
spectively. It is observed that the training-based channel egterformance over competing alternatives in simulated Rayleigh
mator slightly outperforms the CMA channel estimator beloand typical urban GSM channels.

VII. CONCLUSION
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Because symbol recovery and blind channel estimation in this APPENDIX |l
paper depend on channel zero locations, we currently investigate DERIVATION OF F(6)
ST-coded transceiver designs irrespective of the channel zero
Preliminary results relying on symbol blocking and long codes
are reported in [7]. Other ongoing research topics include §1}
trellis coding for GOFDM systems and time-selective propaga
tion of ST coded transmissions.

In this appendix, we compute the entries/f#). Defining
= (p1,...,px)", it follows by definition thatH;(p;) :=
(px, L +1)h;, i =1,2,and

oD(h;, K) o o
L =DM (p, K)(i —
) (b, K)8(i — )
H 1
APPENDIX | W =D(p,K)5(i — )
PROOF OFLEMMA 1 j( )
. . oD(h;, K)
Without loss of generality, we suppose that the + 2 W =0
same-side entries are in th& group; namely, we have o J
{r(k;) = #(k;) = Hf (pr,)/Halpr, ), 1 < by < AL+ 32542, oD"(hi, K) _
Enforcing the finite—channel support in Assumption al), ah;(1)
we find from the definition of H;(px,), ¢ = 1,2, that _ ) o ) .
Vj € [L,2L + 2] Taking partial derivatives of (27) with respect@pwe obtain
REANEA H(2n)D™ (p, K)s(2
o (o}, L+ DY — (k0" (pr,, L+ Dby = 0. (40) ahl ] z_:o n)D(p, K)s(2n)
+w(2n +1)D" (p, K)s*(2n + 1))
N
The homogeneous equations in (40) can be castin the following af(e i H
matrix form 8h2 o? Z T(2n)D™ (p, K)s(2n + 1)
w’(2n + 1)D(p, K)s"(2n))
va’f,L+1 —r(k)w (pr,, L+ 1 af(0 1, . -
(P, ) (k1) (. 2 ) _831:(71) =5 (=W (2)D(h, K)ey
(pk2L+2’L + 1) —7’(/€2L+2)’UT(pk2L+2,L + 1) ( ) — eEDH( 2, K)W(2n 4+ 1))
afe 1. 5
h} ht - = (—w"(2n)D(hs, K)ey,

010 _ (o160 >‘>*

Under Assumption a4), we now prove ti&has nullity one by an:(l) — \ahi(l)
contradiction. Suppos® has nullity at least two, namely, we 8f(ZQ) 2£(8) \"
can find two differen{2L +2) x 1 vectorsh = (h}*, h1)T and . = < . )
¢ = (b™,aT)T which satisfy:©@h = 0 and©@¢ = 0. Writing dsp(n)  \9sp.(1)
the latter component-wise and cancellif(g; ), we arrive at

wheres;i.(n) = s((2n+ ¢ — 1)K + k — 1), ande;, is theith
K x 1 canonical basis vector having all entries equal to zero
except thekth one. Because the noise is white and circularly

Hik(pkj)A(pkj) = HQ(pkj )B* (pkj)7 \V/J € [17 2L+2] (42) Symmetric, we arrive at

N—

K
whereB(py,) := v (px,, L+ 1)b andA(px,) :== v1(pox,, L+ E{ 0f(0) 0f(®) } =5(i Z Z =v
1)a. Denote byB(z) andA(z) the Z-transforms ob anda, re- ohy (1) Oh (') — =
spectively. Recall thas anda have lengtil.+1 so thatB(z) and > (|31k(n)| + |sok(n)[?)
A(z) have degreé.. Becausey;, j = 1,...,2L+2are chosen af(6) 9f(6) af(6) af(0)
to be distinct, (42) prescribe{ (2)A(z) and Hz(2)B*(z) at {8/1 8 ,(l’)} :E{am(Z) 8hi/(l’)} =0
2L + 2 different points in theZ domain. Thus, we can obtain Z £(6) 1
from (42) thatH; (2) A(2) = Ho(2)B*(2). UnderAssumptlon { a - }:6(n—n’)6(i—i’)6(k—k’)—2
a4), the latter implies tha#(z) = aH;(z) andA(z) = aHa(z sivi (1) 7
whereq stands for a scalar ambiguity. Hente= o £, ande x (|Hi(p) | + [Ha(on)|?)
has nullity one so thah,; = (h]', hT)T (within a scale) can { f(6) } :E{ af() 9f() } _0
be identified as the unique nullvector ®f Likewise, when the 83 S () dsi(n) sy ()
2L + 2 same-side entries come from tiegroup, the unique 0) af() 1, .
nullvector of@ will yield hy; = (—h2, hT)T. m E{ah ) 8szk(n)} =251 Hi(pr)
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