
On the stability of optimization-based 
ow controlFernando Paganini1UCLA Electrical EngineeringLos Angeles, CA 90095-1594.AbstractThis paper concerns optimization-based network
ow control; these recently proposed algorithmsselect transmission rates by maximizing a utilityfunction for the set of sources, subject to link ca-pacity constraints. A decentralized way to carryout this optimization has been proposed recently,based on the propagation of link prices, themselvesupdated dynamically. In particular we considerhere the second-order update law of [8], whichincludes a backlog term in the price dynamics.We adopt a deterministic, continuous-time modelwhich enforces non-negativity constraints in pricesand backlogs. For this model, a Lyapunov-functionbased proof is given of global asymptotic stability,i.e. convergence to the optimal rates and prices.The paper concludes with simulation examples.1 IntroductionFlow control in a communication network suchas the Internet concerns the adjustment of indi-vidual source transmission rates so that networkresources are fully utilized, and link capacities arenot exceeded. The main issues are the stability,e�ciency, and steady-state fairness for these large-scale coupled dynamical systems. This is a partic-ularly challenging problem since rates must be se-lected by sources in a decentralized way, with littleinformation about the rest of the network. Existingprotocols such as TCP and its variants [2, 3] employad-hoc probing schemes in which sources increasetheir rates until they detect congestion, then backo� to avoid it.Recently there has been substantial interest ina more mathematical theory of 
ow control (see[1, 4, 5, 7, 8] and references therein), with theobjective of both providing an interpretation forthe main aspects of current protocols [4, 9], andalso suggesting directions for improvement. Thecommon theme of these methods is that they canbe viewed as decentralized algorithms to solve aconvex optimization problem: namely, the maxi-mization of an aggregate utility function across all1Email: paganini@ee.ucla.edu. Research supported byNSF CAREER Award ECS-9875056, and EPRI-DoD GrantW0-8333-06.

sources, subject to link capacity constraints. De-centralization is achieved by means of pricing sig-nals that are communicated from links to sources,which then use them to update their rates. Inparticular, Kelly and co-workers [4, 5] have em-ployed continuous time models and proposed twoalternate, �rst-order update schemes, which can beshown to be globally convergent via Lyapunov anal-ysis; the equilibrium solves an approximation to theabovementioned optimization problem.A related approach has been developed by Lowand co-workers [7, 8], based on discrete-time mod-els. In [7] it is shown that a gradient projectionalgorithm applied to the dual of our optimizationproblem leads directly to a decentralized algorithm,convergent to the global optimum. This �rst-ordermethod has a drawback, however, observed in [8]:the algorithm is such that prices are proportionalto link backlogs, and thus the equilibrium can havelarge backlogs. This has motivated the proposalin [8] to drive the price dynamics with an addi-tional term involving the backlog; this \extra inte-grator" guarantees that any equilibrium will haveempty bu�ers. The resulting second-order dynam-ics, however, has no simple gradient interpretation:consequently, despite positive empirical evidence,no stability proof has been given to date.The main result of this paper is to provide sucha proof. We adopt a continuous-time model, sim-ilar in 
avor to those in [5], but applying to thesecond order dynamics of [8], and enforcing thenon-negativity constraints for prices and backlogsimplicit in this algorithm. We do not model, how-ever, the stochastic \marking" used in [8] for pricepropagation; our model is deterministic. By con-structing a suitable Lyapunov function, we proveglobal asymptotic convergence to the optimal equi-librium. Simulation examples are given to illustratethe dynamics and explore the relationship betweencontinuous and discrete models.2 Problem Formulation and NotationWe begin by setting up the problem in a suitableform for stability studies. We will follow in generalthe notation from [7, 8], with a few changes thatare convenient for our development.



We are concerned with a system of communica-tion links shared by a set of sources. We will de-note by L the number of links, and S the numberof sources. The routing matrix R, of dimensionsL� S, is de�ned byRls = � 1 if source s uses link l0 otherwiseFor each link l we have:� A link capacity cl.� A price pl.� A backlog bl.� The aggregate rate of all sources which uselink l, which we denote by yl. This notationdi�ers from [8] where xl is used.The vectors c; p; b; y 2 RL are de�ned by theabove components across the set of links.For each source s we have:� The source rate xs.� The aggregate price of all links used by sources, which we denote by qs. Again this di�ersfrom [8] where ps is used.The vectors x; q 2 RS are de�ned by the abovecomponents across the set of sources.The following relationships are immediate (RT isthe matrix transpose of R):y = Rx; (1)q = RT p: (2)Source rate computation. As explained in [7, 8],for a given total price qs, the sources must pick therate that maximizesUs(xs)� xsqsover xs, where Us(xs) is the source utility func-tion, assumed to be strictly concave. [7] allowsfor the inclusion of maximum and minimum con-straints for xs, for simplicity we will not imposethose here (as, for instance, in logarithmic utilityfunctions Us(xs) = ws log(xs)).Assuming Us(�) is di�erentiable, the maximum isachieved at xs = U 0s�1(qs);where U 0s�1 is the inverse function of the derivativeof Us. We denote henceforthfs(qs) := U 0s�1(qs):

Notice that U 0s is strictly decreasing in xs > 0,hence fs is a strictly monotone decreasing functionof qs. In vector notation, we summarize the aboveequations for source rates asx = f(q): (3)We assume that sources have instantaneous ac-cess to the price qs (i.e. we do not model the mark-ing process), and that they compute their value in-stantaneously. Therefore the only dynamics of thesystem is given by the update of prices at the links.Price dynamics: We adopt a continuous time ver-sion of the dynamics from [8]; for each l,dbldt = � (yl � cl) if bl(t) > 0;[yl � cl]+ if bl(t) = 0: (4)dpldt = � 
(�lbl + yl � cl) if pl(t) > 0;
 [�lbl + yl � cl]+ if pl(t) = 0: (5)Here we have used the notation [z]+ := maxf0; zg.The above system of di�erential equations modelsthe price update as well as the backlog dynamics,enforcing the non-negativity constraints. Here 
 >0 and �l > 0 are constants. We assume the linksknow exactly their total rate yl. Further discussionon the comparison between this version and thediscrete time algorithm in [8] is given in Section 4.Let (b�; p�) be an equilibrium of the above sys-tem. We also use the notation q� = RT p� for theequilibrium source prices, x� = f(q�) for the equi-librium source rates, and y� = Rx� for the equilib-rium link rates.It is not di�cult to see that we must have b� = 0.Indeed, if b�l > 0 then we would have y�l = cl so_pl > 0, which contradicts equilibrium. Now p� neednot be zero, indeed its nonzero components corre-spond to links where yl � cl, i.e. where the ca-pacity constraint is active (bottleneck links). Thisfact is the main motivation for the introduction ofthis second order update law in [8], as compared tothe �rst order law in [7], which would correspondto setting �l = 0 in (5); in this case prices becomeproportional to backlogs and there is nothing tocurtail the size of this backlog at equilibrium.The relation of this algorithm with optimizationis explained in detail in [7], but we brie
y outlineit here. The key observation is that an equilibriumpoint p�, x� satisfying the equations (1-5) will be asaddle point of the optimizationminp�0 maxx  SXs=1Us(xs) + pT (c� Rx)! :



This is the Lagrangian dual of the convex programmaxx SXs=1Us(xs);subject to Rx � c:It follows from duality theory that x� must bethe unique global optimum of the latter problem;therefore y�, q� are also unique. p� need not beunique, because in general the capacity constraintsmight not be independent. To simplify the furtherdevelopment and obtain a unique equilibriumprice, we make the followingAssumption: The matrix R is of full row rank.This means that there are no algebraic con-straints between link 
ows. Equivalently, given avector q of aggregate source prices, there is a uniquep satisfying q = RT p. Removing this assumptiondoes not a�ect the subsequent stability theory ina signi�cant way, but makes the statements morecomplicated. Namely, in that case one has a set ofequilibria in the system, and stability results mustbe formulated in terms of convergence to this set.3 StabilityWe are now in a position to state the main resultof this paper:Theorem 1. Given the system (1-5), assumefs(qs) is strictly decreasing in qs > 0, and that R isof full row rank. Then the unique equilibrium pointb� = 0, p� is globally asymptotically stable.Proof: The proof is based on Lasalle's invarianceprinciple applied to a suitable Lyapunov function.We begin by de�ning, for each s, the function�s(qs) = Z qsq�s (x�s � fs(�))d�:Note that since fs(�) is deceasing, we have �s(qs) �0 for every qs. Furthermore, since we have assumedthe decreasing is strict (Us is strictly concave, andthere are no interval limits for xs), we �nd that�s(qs) > 0 for all qs 6= q�s :Moreover, �s(qs) goes to in�nity with qs.Now introduce the candidate Lyapunov functionV (b; p) = LXl=1 [�l
 b2l2 + (cl � y�l )pl] + SXs=1 �s(qs):Note that V is non-negative, since each of the termsis non-negative. In particular, the equilibrium link

rates y�l are no larger than the link capacity. AlsoV (b; p) = 0 implies b = 0, q = q�, and pl = 0 fornon-saturated links. Using the Assumption above,these conditions only hold for b = 0, p = p�, i.e.the function only vanishes at equilibrium. Further-more, this function is radially unbounded, i.e. thesets f(b; p) : V (b; p) � Kg are bounded for each K,also using our Assumption.We now take the derivative of V (b; p) along tra-jectories of our system:_V = LXl=1 [�l
bl _bl + (cl � y�l ) _pl] + SXs=1(x�s � fs(qs)) _qs:We focus on the last term above, and write it asSXs=1(x�s � xs) _qs = (x� � x)T _q = (x� � x)TRT _p= (y� � y)T _p = LXl=1(y�l � yl) _pl:Substituting back, we �nd that_V = LXl=1 [�l
bl _bl + (cl � y�l ) _pl + (y�l � yl) _pl] = LXl=1 �l;where we have denoted�l := �l
bl _bl + (cl � yl) _pl:We will now show that �l � 0 for each l. For thiswe must apply the dynamic equations (4-5), anddistinguish between the four cases:(a) bl > 0, pl > 0. Here�l = �l
bl(yl � cl) + (cl � yl)
(�lbl + yl � cl)= �
(yl � cl)2(b) bl = 0, pl > 0. Here�l = (cl � yl)
(yl � cl) = �
(yl � cl)2(c) bl > 0, pl = 0. Here�l = �l
bl(yl � cl)+ (cl � yl)
maxf0; �lbl + yl � clg:Now we distinguish between the two possibil-ities for the maximum. If the maximum is 0,then �lbl + yl � cl � 0 so�l = �l
bl(yl � cl) � �
�2l b2l < 0If the maximum is �lbl + yl � cl, then as incase (a) we obtain�l = �
(yl � cl)2:



(d) bl = 0, pl = 0. Here�l = (cl � yl)
maxf0; yl � clgOnce again there are two cases:�l = 0 for yl < cl;�l = �
(yl � cl)2 for yl � cl:We thus con�rm that �l � 0 for every l, and thus_V � 0. Invoking Lyapunov's stability theorem, weconclude that the trajectory (b(t); p(t)) must re-main bounded over time, and that the equilibriumpoint (b�; p�) is stable in the sense of Lyapunov:trajectories starting close to it will remain inside aneighborhood.To establish the stronger claim of asymptotic sta-bility, we must show that trajectories will convergeto equilibrium as time goes to in�nity. We dothis by means of Lasalle's invariance principle (see,e.g. [6]). To apply it, we must study the set ofstates (b; p) where the Lyapunov derivative is zero,or equivalently �l = 0 for each l. From the casesabove, we see this can only happen when either(i) yl = cl, or(ii) yl < cl and pl = bl = 0.The Lasalle principle is based on identifying aninvariant set inside this set f(b; p) : _V = 0g. Forthis purpose, suppose a trajectory (b(t); p(t)) movesinside this set. Then for each l we must have oneof the alternatives (i) or (ii).Claim: Under this assumption, we must havebl(t) � b0lpl(t) = p0l + �lb0ltwhere (b0; p0) is the initial state. To see this, �rstnote that if b0l = 0 for a certain l, then it mustremain this way because yl � cl � 0 under bothalternatives (i) and (ii). Using this fact again, now(5) implies that _pl = 0 under both alternatives, sopl(t) is also constant.If instead b0l > 0, we are initially in alternative(i) and thus bl stays constant due to (4), and plgrows linearly with rate �lb0l. Then we stay in thisalternative inde�nitely.Thus the claim is established. For compactness,now denote by _p0 the vector of price rates _p0l =�lb0l. We haveq(t) = RT (p0 + _p0t)x(t) = f�RT (p0 + _p0t)�y(t) = Rf�RT (p0 + _p0t)� (6)

Now we observe that for a trajectory satisfying thealternatives (i) or (ii), we have_pT0 _y(t) = LXl=1 _p0l _yl(t) � 0:The reason is that for those entries where _p0l =�lb0l 6= 0, we are always in alternative (i) and thusyl is constant. Taking a derivative in (6) we obtain_pT0 Rf 0�RT (p0 + _p0t)�RT _p0 = 0:Now f 0(�) is the diagonal matrix of derivativesf 0s(qs(t)), which are all negative. This means thatthe vector RT _p0 must be zero. Using now our rankassumption on R, we conclude that _p0 = 0 andtherefore our candidate trajectory is in e�ect anequilibrium point (b0 = 0; p0). Given our assump-tions, our equilibrium is unique and therefore wehave established that the only invariant set insidethe set f(b; p) : _V = 0g is the equilibrium (0; p�).Invoking Lasalle's principle, all trajectories of oursystem will converge to the equilibrium, as was tobe proved. �As an additional remark, we note that the pre-ceding argument contains, as a special case, a proofof stability for the simpler �rst order rule in [7], ob-tained by setting �l = 0 in (5). Indeed if we do thesame with our Lyapunov function (e�ectively, weeliminate the bu�er terms), the argument followsthrough. Thus we have a continuous alternative tothe discrete time argument in [7].4 Examples
III III1 23Figure 1: Example: network of 3 links, 3 sourcesOur �rst example illustrates the dynamics of thesystem for a simple network of 3 sources, 3 links, ofwhich only 2 are bottlenecks. Figure 1 depicts thenetwork, where we have indicated the links withRoman numbers for easy distinction, all are as-sumed to have unit capacity, cl = 1. The sources alluse the utility function Us(x) = log(x), and their



link usage is depicted by dashed lines in the �gure;the corresponding routing matrix isR = 24 1 1 00 0 10 1 1 35 :The continuous model (1-5) was simulated usingthe sti� ODE solver 'ode15s' in Matlab, using 
 =0:02, �l = 0:1, and initial conditionsp(0) = 24 111 35 ; b(0) = 24 000 35 :
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Figure 2: Link prices and backlogs: I, solid, II, dash-dot; III, dashed.Results are depicted in Figures 2 and 3. We seethat after a transient where prices are updated,and temporary backlogs occur in the �rst and thirdlinks, the system converges to an equilibrium ofp� = 24 3=203=2 35 ; x� = 24 2=31=32=3 35 ; y� = 24 12=31 35 ;and zero backlogs. In particular, link II is not abottleneck, which re
ects itself on a zero equilib-rium price. As expected, the Lyapunov function ismonotonically decreasing during the simulation.Our second example concerns the relationship be-tween the continuous time model (4-5), and thediscrete-time dynamics of the algorithm from [8],namelybl(t+ 1) = [bl(t) + yl(t)� cl]+; (7)pl(t+ 1) = [pl(t) + 
(�lbl(t) + yl(t)� cl)]+: (8)
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Figure 3: Source rates: 1, solid; 2, dash-dot; 3,dashed. Lyapunov function evolution.Loosely speaking, these could be thought of as Eu-ler steps in the numerical integration of (4-5), withunit time step. Natural questions are whether thediscrete iteration is stable, and whether this can beestablished by the Lyapunov function used in thecontinuous time studies. A preliminary explorationof these questions is now done for the simplest ex-ample of a single link, single source network, com-paring the discrete dynamics (7-8), with the sim-ulation of the continuous dynamics obtained withthe Matlab ODE solvers. The values used wherec = 1 for link capacity, log(x) for the utility func-tion, 
 = 0:1, and initially � = 1. Simulationsshown in Figure 4 indicate a close approximationbetween both solutions, and indeed it appears thatthe discrete iteration is stable as well. Neverthe-less, when we plot the Lyapunov function simu-lation in Figure 5, we notice a transient increasearound t = 10. This means that our V (b; p) is nota Lyapunov function of the discrete dynamics, andcannot be used to establish stability. If we repeatthe simulation using the smaller value � = 0:1, thisdi�culty disappears and now both solutions havea decreasing trajectory for V (b; p).This raises the question as to whether a stabil-ity proof could be derived for the discrete systembased on the current Lyapunov function, but intro-ducing bounds in the parameters �, 
 (as was donein [7] for the �rst order algorithms). Alternatively,we could seek another Lyapunov function to getstronger results for the discrete case. Notice thatnon-strictly decreasing functions as this one oftendo not behave well under discretization.
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Figure 4: Comparison of continuous (solid) and dis-crete (dashed) dynamics.These questions remain open for further research.Another comment is that the model (7-8) assumesprices are updated at the same rates as the bu�er,i.e. at every packet. It is probably more reasonableto model the price dynamics as slower, in whichcase the bu�er dynamics would be close to the con-tinuous limit.
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Figure 5: Lyapunov function evolution, continuous(solid) and discrete (dashed) dynamics5 ConclusionWe have employed a continuous time, deter-ministic model as a way of analyzing stabilityfor the distributed congestion control algorithm of[8]. With this model we have been able to proveglobal asymptotic stability for the general multi-link, multi-source case, under mild assumptions,

and accounting for all nonlinearities.An important factor that has not been accountedfor in the above analysis is the e�ect of delay. It isintuitively clear from classical considerations thatsuch a system with two integrators in the loop willhave limited stability margins to delay, so that sta-bility can only be accommodated by slowing downthe response (choosing small step parameters 
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