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Abstract. In this paper, we describe an interactivdacilitate users with different levels of documéamguage
Chinese to English retrieval system that takes lin€se proficiency in retrieving information from multilgual
queries and retrieves relevant documents in Chiae@ske document collections.

English from document collections of both languad#s

first describe the components for Chinese language System Components

_[I)_rhocessmg and forr] Chmesle-to-_EngIlsh_ query raisla  cpinese information retrieval and Chinese-to-Ertglis
en we present the complete interactive Systerauti = ¢,rmation retrieval modules are developed basedao

which a user is able to select and edit query teMigie of natural language processing and informatio

maf‘“a"y in bOth Chinese and Engl.ish, review thﬁwanagement tools from CLARITECH Corporation. The
retrieval results in different presentation modesid -~ ARIT toolkit provides advanced modules such as

conduct retrieval using enhanced queries l_aaseq 8ltomatic indexing, vector-based retrieval, thegsitierm
relevant documents or document clusters in eithet

. %rscovery, summarization, filtering, and document
Ianguage._ The system integrates CLARIT a_ldvanc stering (Evans and Lefferts, 1994; Milic-Fraygiret
technologies of natural language processing a

. : e ., 1998; Evans et al., 1999). In this section, resrict
information management, and is mt_ende_d as a oot description to resources and modules for Cleiriest
and e\_/aluatlon environment fo_r |de_nt|fy|ng effeetlV \orieval and Chinese-to-English retrieval.

strategies to facilitate users with different levebf

language proficiency in retrieving relevant docuitsen

. ) 2.1 Chinesetext retrieval
from multilingual data collections.

We adapted the CLARIT English retrieval system for
Chinese text retrieval. An important feature of GRIA
_ i _ ) _ _ _retrieval is the use of concepts identified by mtbu
With the increasing amount of online information iningyistic analysis coupled with specialized stité
Chinese, Chinese information retrieval is gainingvgng  oytines. This allows the system to work with theds in
importance. Since English is the most widely usegy; For Chinese text retrieval, we developed €&in
language in the world, much information is avaié@im 414 segmentation and Chinese NLP so that lingaiti

English texts. Thus the ability to retrieval relav&nglish meaningful text units can be extracted from unietsd
documents using Chinese queries should also Bginese text.

considered as a potential necessary part of infooma
access for Chinese users, who desire to identify @4, aceword segmentation
monitor the developments around the world.

1. Introduction

Unlike written English where spaces are used asdwor
In this paper, we describe an interactive Chinese-tdelimiters, Chinese texts do not use spaces to marld

English retrieval system that takes in Chineseiqeeand Poundaries. As a result, given a sting of Chinese

retrieves relevant documents in Chinese and Engish characters, it is no_t orthographically clear wharevord
document collections of both languages. We firsicdpe SIS Or ends. Various approaches have been Edpos

the components for Chinese language processingcand address the Chinese word segmentation problem (Ehen

Chinese-to-English query translation. Then we pretde al., 1997; Kwok, 1997). In our work, we follow the
complete interactive system with an emphasis on tll]%ngest match word segmentation strategy emplow_ad b
interface, through which a user is able to select edit M3 systems. Specnﬁcally, we treat each Chinese
query terms in both Chinese and English, review ggharacter n the input as a single token, and use a
retrieval results in different presentation modssch as 'morp'hologlcal processor to group characters togeshie
ranked lists and document clusters), and condudeval !dentlfy 'exe”?es- Whet_her or not a sequence Ofmars
using enhanced queries based on relevant docuroentdS @ lexeme is determined by (automatically) cotrsyl

document clusters in either language. Finally, wiefly eXiCOUS’ which def_ine lexemic token sequenc_est_hed
present some results on evaluations of Vario&ssouated categories and root forms. The Chimegeoh

components of the system. The system integratl?sdescribed in more detail in the next subsection.
CLARIT advanced technologies of natural language

processing and information management. It is ingelnid

be a prototype for identifying effective strategiés



Chinese NLP 2.2 Chinese-to-English Text Retrieval

The Chinese NLP module supports analysis arld order to enable a user to query in one language
identification of linguistically meaningful unitsrdm perform retrieval across multiple languages, wednge
Chinese text. The major linguistic resources ineludaddress one critical issue — how to bridge the Uagg
lexicons and a parsing grammar. gap between the query language and the document
language? Many resources have been exploited for
The parsing grammar describes a set of lexicalgoaies crossing the language boundary between the query
and a set of finite-state based parsing rules. §dteof language and the document language, e.g., machine
lexical categories includes major and minor synt¢atly translation (Gachot et al., 1998; Oard and Hack&®8),
based categories for various parts of speech. Majorachine-readable bilingual dictionaries or lexicqhisll
categories include adjectives, adverbs, nouns,syeatrt. and Grefenstette, 1996; Ballesteros and Croft, 1998
Minor categories distinguish subclasses of parts @favis and Ogden, 1997), parallel or comparable @arp
speech, such as common nouns, proper nouns, e¢c. Thandauer and Litmann, 1990; Sheridan and Ballgrini
categories can also indicate morphological vangtguch 1996), and controlled languages (Deikema et aB9)1.9n
as regular adjectives or reduplicated adjectivebe T this work, we use bilingual lexicons for translatin
parsing rules are defined by lexical categoriesjcivh Chinese queries into English, because of the free
describe the syntax of Chinese, in particular,dtmecture availability of the online CEDICT dictionary (CEDIC
of the noun phrases (NPs). 1998).

The Chinese lexicon was developed based on the LD@rious types of linguistic resources are needed fo
Chinese lexicon with 44,404 entries, enhanced bgtaf bilingual lexicon-based cross-language information
wordlists from the Internet, and a collection ofrdyols retrieval. Specifically, we need

and characters from the TREC Chinese corpus. The Lexicons and grammars for the source language
lexicon was manually cleaned and the entries were NLP;

manually tagged with lexical categories for seldcte2. Lexicons and grammars for the target language NLP;
category classes. Due to time constraints, lexmaying 3. Translation glossaries for term translation frone th
was concentrated on words of the closed-class caésg source language to the target language.

(such as symbols and punctuation marks, auxiliarg a

modal verbs, conjunctions, prepositions, pronowrs] Linguistic resources in 1 and 2 are necessary ppat
various types of functional particles). The versiminthe monolingual NLP functionality, such as English NLP,
lexicon used for the experiments has a vocabuldry €hinese NLP. We have already described ChineseiNLP

136,570 entries including symbols and words. section 2.1. CLARIT English NLP utilizes English
lexicons and grammar to identify linguistic struetsl in

Query:tt R34 K& English text. The interested reader is referrecEt@ns

(World Conference on Women) and Lefferts (1994) for details.

Word segmentation output: Trandation Glossaries

R, [\A%, XK We define translation glossaries as lexicons thaly o
) N ) contain direct translations of the head words. Siation

Phrase identified by CLARIT Chinese NLP: glossaries are necessary for term vector translafitne

(R 5% XS format we adopt is as follows:

Figure 1. Example Output of Chinese NLP

Head word, translation-1, translation-2, translation-3, ...
In our model, Chinese word segmentation and Chinese
NLP are closely integrated. The morphological pesoe The availability of translation glossaries is vémyportant
that recognizes Chinese lexemes by consulting tiier bilingual lexicon-based query translation. Hawg
Chinese lexicon assigns a lexical category to tiernt such resources are hard to come by. CEDICT is airtdl
string when the word segmentation decision is matie. many machine-readable bilingual dictionaries, which
parser reads a stream of input lexemes received fre developed mainly for human users. Machine-readable
morphological processor, groups them into phrases, dictionaries present along with translations exaspbf
adds delimiters to indicate the type and locatibreach usage and explanations, which are not needed titeval
word or phrase in the sentence. In the processesopurposes. For example, in CEDICT, there is an entry
lexemes such as those of the closed-class categoag
be discarded. Figure 1 gives word segmentationubutg'Bd BT #h it
and parse output for the query stritfFiFL kA<
(world conference on women). Note that the NLP nkeduin which the translation of the namd&fif #iih" is
produces phrases as output rather than individ oadisv contained in the translation entryNgawang Choepel

,"Ngawang Choepel (Tibetan, Fullbright scholar)"



(Tibetan, Fullbright scholaf) in which the extra query terms from a Chinese query. Line 5 in Fig@re
background informational termsTibetan, Fullbright illustrates the result of word segmentation of thiginal
scholar appear. The expressiofisbetan and Fullbright Chinese query string. Line 6 shows the query terms
scholar are part of an explanatory use, and should hgenerated by the CLARIT Chinese query processing
identified as extraneous to the translations of iead module. The term& 3% (concerning) andd & (and) do
word. Machine-readable dictionaries may also hdwe tnot appear as final query terms because they betite
problem of missing word forms, due to lack of irgbn  categories of preposition and conjunction, respebt
of morphological variants and different spellingwhich are not generally considered for indexingpmses.
convention. The term#fii% (law enforcement) does not become a final
query term because it was recognized as a verb by
We extracted from CEDICT translation glossaries foChinese NLP, which was not selected for indexinghia
query translation. The automatic extraction and- prexxample. Verbs can be included as indexing termss if
processing processes include normalization of eads desired. Line 7 shows the English translations fof t
and translation entries, extraction of concept wdrdm query terms generated by the CLIR query translation
translation entries, and detection of term spaa@odule. Itis also possible that the target coffijites's out
discrepancies between monolingual lexicons anddui&l some terms if the terms do not appear in the corpus
lexicons. Normalization of head words and translati
entries is aimed at reducing the negative effeshising 3. The Complete Interactive Retrieval System

Worﬁ. forms duet.to mE’rrr? hOIOtg'Catl. variants an_d eciiém': The general framework for query translation basédiRC
Spelling conventions. The extraction process Iseaira using bilingual lexicons is illustrated by Figure Bhe
extracting direct translations from the translatemiries. framework contains the following steps:

B e rofoa  Process the document colectons using CLARIT
y y ' NLP systems. Multilingual document collections can

ﬁﬂ?n\'\;rfzzigﬁgerat'on of a text file of the glossdoy t_)e p_ar_sed using their respective NLP systems and
' linguistic resources. As a result, words are
normalized to their normal forms and phrases are
identified.
Use CLARIT indexing modules to create indexes of
normalized terms (words and phrases) for the
document collections.
Pass the query string in the source language to the
CLARIT NLP module, which makes use of source
language lexicons and grammars. Each query word is
morphologically analyzed and normalized to its root

Sample entries from the resulting Chinese-English OrM: phrases are identified.
translation glossary are as follows: e During query processing, the query words or phrases
oh [E: China, Chinese are processed against some pre-indexed reference

%038 intellectual, knowledge corpora (_e.g., the tgst porpus). Statistic; suctes

) - frequencies and distributions are assigned to the
F‘fi: pro.perty fight query terms. In addition, the system supports wario
If?&"”'fw_ levels of term granularity, including single-word
L7 legislation terms, attested sub-phrases, all possible subg#ras

As a result of pre-processing, the head words and
translations are normalized by their respective NLP
modules. The term space discrepancies between the
monolingual lexicons and the bilingual lexicons are
detected; new words and phrases are detected and
exported into a text file. Such a file can thennim@nually
edited and used to enhance the original monolingual
bilingual lexicons.

HUE: law enforcement etc. The output is a vector of such terms with
1§75 circumstance, state of affair, situation statistics.

- . ) _
R 7= 4% intellectual property right «  The system looks up each term of the query veator i

) o the translation glossaries and builds a translated
It should be noted that morphological variationsseha query vector by combining all the possible

been normalized to their root forms in translation anslations.
glossaries. Therefore, we findtate of affait instead of ,  The transiated query vector together with the aggi

"state of affairs, and 'Intellectual property rightinstead query vector is sent to the CLARIT retrieval engine

of "intellectual property rights for similarity computation against the document
. indexes.

Query Tranglation « Relevant documents are returned from the retrieval

During query translation, the system looks up et@cimn process.

in the Chinese query vector in the translation spoies
and builds a translated query vector by concategail
translated terms. Figure 2 shows the generatidengfish



In the case of the work reported here, the solanguage By pressing the “Cluster Results” button, the usan

is Chinese, and the document languages are Chamgbke cluster the selected documents, or all retrievecudents

English. if no document selection has been made. Clustering
options related to feature selection methods, aiity

The GUI for the system was designed to be a testimgethods, weighting methods, cluster display methetts

environment for conducting and evaluating generatan be pre-selected. By default, clustering resalte

purpose interactive retrieval, for conducting TREGlisplayed in the form of a “forest” — a truncated o

experiments, and for evaluating different preséomat grouped hierarchy — as shown in the focused window

methods such as ranked list and document clusteririgjgure 5. Each cluster title is composed of thetfiN

Within the interface, the user is able to accesssiturce terms of the cluster centroid, followed by its dkaftion

text, enter or edit queries, build or open an imdkx and weight in parentheses. The number of documents

database, cluster documents, produce summaries ¥athin a cluster appears before the cluster title.

documents, select documents or clusters for feddbac

retrieval, and set different options for these ¢dlgaes. In  With a set of clusters, a user can edit the disptay

this section, we examine the following major feafyr numerous ways. The user can view the representative

including terms in the clusters, view the documents in thisters,

» A query window for entering and editing query textdelete, move and copy documents across clusteds, an
query term vectors, or constraints delete, merge, create or re-cluster clusters. hiquéar,

« Aretrieval result ranked list display window for enhancing the original query, the user can thee

« Aclustering result display window “Augment Query” button to operate on selected eltsst

«  Feedback options using either selected documents ¥r selected documents within clusters that havenbee
clusters judged by the user as relevant. The button prorips

system to perform automatic thesaurus extractioar ov
These features are illustrated in Figures 4 arld Gigure ~these selected documents or the documents in kbeie

4, the main window has a query window to the lefiere clusters and suggest terms to enhance the origuealy.
the user can type in a query string and optional - .
constraints. The “Generate Query” button extract§) the case of multiingual databases, documentthén
CLARIT terms from the query string and displaysrthen  Same language are clustered together. For example,
a list box along with their coefficients, distribants, and Figure 5, we obtained Chinese document clusters and
frequencies. The user can edit term coefficienteeorove  ENglish document clusters. Depending on the user's
terms before performing text retrieval. proficiency in the document languages, the usgboit

the clusters may differ. For example, a Chinese wé®
When retrieval is set to be cross-language, eaaryquhas no knowledge of English would choose to view th

term in the source language is also looked up ® tiglusters a_nd documents_ in Chinese while making
bilingual lexicons for its translation equivalent§he relevance judgments. While a user who can read both

resulting translations are parsed using target uagg languages may choose to view doc_uments and clusters
NLP. The extracted terms in the target languageatme both languages to make relevance judgments, apcrel
included in the term vector list box, together witieir the system to extract thesaurus terms automatidalty
coefficients, distributions, and frequencies. expanding the original query.

The “New Search” button enables the user to perfiexh 4. System Evaluation
retrieval. This will bring up a retrieval windowjsplayed various components of the system have been evaluate
on the right side in Figure 4. In the retrieval daw, the ysing large-scale TREC evaluations (cf. Voorheed an
document titles appear in a scrolled list. Harman, 1997). The CLARIT English retrieval
performance has been evaluated in TREC Englishoad h
With the document titles, the user can mark releeantasks. Our efforts in the past few years have haeayeted
judgments through a pop-up menu. The user can apert identifying effective technologies to maximizeiser's
document and view the text with the query termperformance interactively. For example, Evans et al
highlighted. The “Augment Query” button prompts thg1999) conducted user studies in TREC-7 to comfiae
system to perform automatic thesaurus extractioar oveffectiveness of two modes of document organization
document selections and suggest terms for enhatleég supported by the system: ranked lists and document
original query. After a set of documents has beeglusters. For each topic, users began their intieras by
retrieved, the “Augment Query” button in the quenbeing presented with the initial query and the
window will be enabled. The user can also press thtorresponding initial search results in, alterraly
button to prompt the system to perform automatiganked or clustered format. Users were instructed t
thesaurus extraction over the current retrievaliltesand  identify as many relevant documents per topic as th
provide term suggestions for query enhancement. could find within a given (brief) time period, andlong
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1. Original Chinese queryF E7 & 4018 A=A BUK AL R WA B HUR SR

2. Manual Chinese query termer E, %132, =%, Blk, iLik, ik

3. Manual English translation of Chinese query: Retjtes and Enforcement of Intellectual Property Rsgh
China

4. Manual English translation of query terms: Chimaellectual, property rights, policy, regulatioesiforcement

5. Word segmentation of Chinese query using CLARITn@be NLP= &, BX, HiRF~M, BK, L%,
MR, ik 1HER
6. CLARIT generated Chinese query terms with corpassiics:

Term Coefficient Distribution Frequency
oh [ 1 376 1
iR 1 38 1
=R 1 24 1
Bk 1 82 1
ik 1 19 1
1R 1 65 1
FNIRF=H 1 20 1
7. CLARIT generated English translations of query temmith corpus statistics:
Term Coefficient Distribution Frequency
Property right 1 3 2
Intellectual 1 31 1
Intellectual property 1 5 1
Intellectual property right 1 17 1
Circumstance 1 21 1
Knowledge 1 21 2
Property 1 59 2
Legislation 1 20 1
Situation 1 80 1
Affair 1 94 1
Policy 1 159 1
State 1 244 1
Right 1 271 2
Chinese 1 321 1
China 1 484 2

Figure2: An Example of query trandation



Query in source Document
language collections

CLARIT NLP CLARIT NLP

Query words and Normalized terms
phrases

Gloss
Translation

Query Query term vectors in CLARIT
Processing document languages Index

CLARIT Normalized doc.

Query term vector
in source lang. Retrieval indexes

Figure 3:Diagram for CLIR using gloss-based query transation
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Figure5: Query window and the cluster result display window



