
Introduction

The problem of object pose from 2D to 3D correspon-
dences has received a lot of attention both in the photo-
grammetry and computer vision literatures. Various
approaches to the object pose (or external camera parame-
ters) problem fall into two distinct categories: closed-form
solutions and non-linear solutions. Closed-form solutions
may be applied only to a limited number of correspon-
dences [1,2]. Whenever the number of correspondences is
larger than four, closed-form solutions are not efficient and
iterative non-linear solutions are necessary [3,4]. The latter
approaches have two drawbacks: (i) they need a good ini-
tial estimate of the true solution, and (ii) they are time con-

suming. Therefore, such approaches can not be used in
tasks that require high speed performance (visual servoing,
object tracking, …) [5,6,7,8]. To our knowledge, the
method proposed by DeMenthon and Davis [9] is among
the first attempts to use linear techniques, associated with
the weak perspective camera model in order to obtain the
pose that is associated with the perspective camera model.
The method starts with computing the object pose using a
weak perspective model and after a few iterations con-
verges towards a pose estimated under perspective.

In this paper we show how the initial method proposed
by DeMenthon [9] (iterative weak perspective algorithm)
can be used with both points and straight lines. Moreover,
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we establish a link between paraperspective pose and per-
spective pose (iterative paraperspective algorithm). It has
been argued that since features like straight lines are deter-
mined by a large number of pixels, the redundancy makes it
possible to locate them accurately in the image.
Furthermore, lines can be extracted even if they are par-
tially hidden.

The remainder of this paper is organized as follows. In
the following section we recall the fundamental equations
relating image features (points and lines) to the pose para-
meters associated with the perspective camera model. The
subsequent sections then describe the iterative weak per-
spective algorithm, and the iterative paraperspective algo-
rithm, and provide details for solving the linear equations
associated with pose computation in the case of planar
objects. Then there are sections which describe a non-linear
optimization method for determining the pose parameters,
analyse the convergence of both the iterative weak and
paraperspective algorithms,  and provide an experimental
comparison of the two methods described in this paper
together with a comparison with the non-linear method.
The final section provides some examples of application of
pose estimation.

Background and Notations

We denote by Pi a 3D point with coordinates (Xi, Yi, Zi) in a
frame that is attached to the object — the object frame
(Figure 1). The origin of this frame is the object point P0. We
denote by Dj a 3D line that is described parametrically by its
direction Vj and by a point vector Wj. We suppose that the
observed scene contains n points (P1, …, Pn) (in addition to
the reference point P0) and m straight lines (D1, …, Dm).
These points and lines are expressed in the object frame.

An object point Pi projects onto the image in pi with nor-
malized camera coordinates xi and yi. An object line Dj
projects onto the image in dj with normalized coefficient
(aj, bj, cj). We denote by Pi the vector from point P0 to Pi.
The normalized camera coordinates of pi are given by:

These equations describe the classical perspective camera
model where the rigid transformation from the object frame
to the camera frame is:

Vectors iT, jT, and kT represent the three rows of the rota-
tion matrix R.

The relationship between the normalized camera coordi-
nates and the image coordinates may be obtained by intro-
ducing the intrinsic camera parameters:

In these equations au and av are the horizontal and vertical
scale factors and uc and vc are the image coordinates of the
intersection of the optical axis with the image plane.

Similarly one can express the normalized perspective
projection of the straight line Dj as:
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Figure 1. The pin-hole camera model.



where x and y are related to the pose parameters by these
two equations:

with Pj being a point on the line Dj.

We divide both the numerator and the denominator of
Eqns (1), (2), (7), and (8) by tz. We introduce the following
notations:

● I 5 i/tz is the first row of the rotation matrix scaled by
the z-component of the translation vector;

● J 5 j/tz is the second row of the rotation matrix scaled by
the z-component of the translation vector;

● x0 5 tx / tz and y0 5 ty / tz are the normalized camera coor-
dinates of p0 which is the projection of P0 (the origin of
the object frame);

● ei 5 k·Pi/tz.

One can notice that I and J encapsulate the pose para-
meters (R and t). We now rewrite the perspective equations
(1), (2), and (6) as:

Pose by Weak Perspective Iterations

Definition and equations

Weak perspective assumes that the object lies in a plane
parallel to the image plane passing through the origin of the
object frame (P0). Geometrically the weak perspective pro-
jection is performed as follows (Figure 2). The object point
Pi is first projected to the plane passing through the refer-
ence point P0, which is parallel to the image plane. This
projection is performed by using a ray that is parallel to the
optical axis. Then the obtained point is perspectively pro-
jected to the image plane. We therefore obtain the point pw

i.
This is equivalent to a zero-order approximation:

Using this approximation we can rewrite Eqns (9) and (10)
as:

In these equations xw
i and yw

i are the camera coordinates
of the weak perspective projection of Pi. By identification
with Eqns (9) and (10) we obtain the relationship between
the weak perspective and the perspective projections of Pi:

From Eqns (9) and (10) one can conclude that each point
correspondence provides the following two constraints:

Each line Dj is described parametrically by its direction
Vj and by a point vector Wj. Thus, the equation of the 
line Dj in the object frame will be given by:
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where Pj is a vector from the origin frame P0 to any point
belonging to the line Dj. By substituting this expression
into Eqn (11) we obtain:

Since this equation holds true for all lj, we obtain the fol-
lowing two constraints:

where hj and jj are given by:

In brief, each point correspondence provides the two con-
straints (14) and (15), and each line correspondence pro-
vides the two constraints (17) and (18). In matrix form these
equations can be written as (we have n points and m lines):

where G and z are a (2n 1 2m) 3 6 matrix and a (2n 1
2m) vector, respectively:

Pose by successive approximations

In order to estimate the pose parameters one is left with the
estimation of the vectors I and J. One can notice that if ei,

hj, and jj are set to zero then (i) the matrix equation (19)
becomes linear in I and J and (ii) the image features are
supposed to be obtained with a weak perspective camera
model [see Eqns (12) and (13)]. Once the pose parameters
have been derived from I and J, one can update the value
of ei, hj, and jj (this in turn will update the entries of the
vector z). Thus it is possible to solve equation (19) by suc-
cessive linear approximations. In this case the pose algo-
rithm starts with a weak perspective camera model and
computes an approximated pose. This approximated pose is
improved iteratively as follows:

2. Solve the overconstrained linear system (19) which 
provides an estimation of vectors I and J:

3. Compute the pose parameters, i.e. the position and orien-
tation of the object frame with respect to the camera
frame:

4. For all i and j, compute:

If the changes in ei, hj, and jj in two consecutive iterations
are below a fixed threshold then stop the procedure, other-
wise go to step 2.

The matrix G has full rank since it is assumed that the
observed scene is non-coplanar. One may notice that the
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pseudo-inverse of G [i.e. (GTG)21 GT] can be computed
once and for all, and hence it can be computed indepen-
dently of the loop presented above. Therefore the estima-
tion of I and J is particularly efficient. The initial value of
ei, hj, and jj can be fixed with any value that is not neces-
sarily null. However, the null value is a heuristic choice
since ei, hj, and jj have algebraic values (generally, the
scene features can lie on either side of the plane passing
through the reference point P0).

Pose by Paraperspective Iterations

Definition and equations

The notion of paraperspective projection was introduced by
Ohta et al. [10] and named by Aloimonos [11]. Geo-
metrically paraperspective is performed as follows (Figure
2). The point Pi is first projected to the plane passing
through the reference point P0, which is parallel to the
image. This projection is performed by using a ray that is
parallel to the ray going through the projection center C and
the reference point P0. The obtained point is then perspec-
tively projected to the image plane. We therefore obtain the
point y p

i.

Paraperspective may be viewed as a first-order approxi-
mation of perspective:

By using this approximation in Eqns (9) and (10) we obtain
the paraperspective projection of Pi:

where the term 1/t2z was neglected. There is a similar
expression for y p

i.

Thus, the paraperspective equations are:

By identification with Eqns (9) and (10) we obtain the
relationship between the paraperspective and the perspec-
tive projections of Pi:

The paraperspective coordinates are related to the pose
parameters by:

By substituting Eqns (20) and (21) in Eqns (22) and (23),
we obtain:

with:

The relationship between vectors (I, J) and vectors (Ip, Jp)
can be derived from (26) and (27):

By substituting these expressions into Eqns (17) and (18),
these become:

where hj and jj are given by:
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In brief, each point correspondence provides the two
constraints (24) and (25), and each line correspondence
provides the two constraints (28) and (29). In matrix form
these equations can be written as:

where G has the expression given in a previous section and
zp is a (2n 1 2m) vector:

Pose by successive approximations

As in the weak perspective case, one may notice that if ei,
hj, and jj are set to zero then (i) Eqn (30) becomes linear 
in Ip and Jp; and (ii) the image features are supposed to be
obtained with a paraperspective camera model [see Eqns
(20) and (21)]. Therefore, it is possible to solve this equa-
tion by successive linear approximations. In the following,
we show how the pose parameters can be computed from Ip
and Jp.

Pose parameters. The pose parameters can be derived from
Ip and Jp as follows.

First, one may notice that:

We obtain:

Second, we derive the three orthogonal unit vectors i, j,
and k. From Eqns (26) and (27) we can write:

The third vector, k is the cross-product of these two vec-
tors:

Let V(a) be the skew-symmetric matrix associated with a
3-vector a and I333 the identity matrix. The previous
expression can now be written as follows:

This equation allows us to compute k, provided that the 
linear system above has full rank. Indeed, the 3 3 3 matrix
A:

is of the form:

Its determinant is always strictly positive:

Therefore, one can easily determine k using Eqn (33) and i
and j, using Eqns (31) and (32).
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Pose by successive approximations. The algorithm can be
written as follows.

2. Solve the overconstrained linear system (30) which pro-
vides an estimation of vectors and Ip and Jp:

3. Compute the pose parameters, i.e. the position (tx, ty, and
tz) and orientation (i, j, and k) as explained above;

4. For all i and j, compute:

If the changes in ei, hj, and jj in two consecutive iterations
are below a fixed threshold then stop the procedure, other-
wise go to step 2.

Planar Objects

If the object is planar then the matrix G is not of full rank.
Therefore, step 2 of both the weak perspective and paraper-
spective algorithms cannot be considered anymore. In this
case, we consider the plane of the object and let u be the
unit vector orthogonal to this plane. Vectors Ip and Jp (and
equivalently I and J) can be written as a sum of a vector
belonging to this plane and a vector perpendicular to this
plane (Figure 3).

By substituting these expressions for Ip and Jp into Eqn
(30) we obtain:

These linear equations can be solved provided that the
following additional linear constraints are used:

Therefore we obtain solutions for I0 and J0 as follows.

With G9 defined by:

Obviously, the rank of G9 is equal to 6. In order to esti-
mate Ip and Jp (and equivalently I and J) one is left with
the estimation of two scalars, l and m. In the case of weak
perspective one can determine a solution using the con-
straints iIi 5 i Ji and I·J 5 0. In the case of paraperspective
we use the following constraints onto Ip and Jp [derived
from Eqns (26) and (27)]:

By eliminating tz we obtain two constraints:
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By substituting in these expressions Ip and Jp given by
Eqns (34) and (35) we obtain:

And finally, by eliminating m we obtain a biquadratic
equation in one unknown:

With:

In order to study the number of real roots of Eqn (36) we
substitute l2 by t:

We examine the signs of the roots of this equation.
Therefore we have to examine the sign of their product, i.e.
C /A. We have:

Therefore, the value of C /A is either negative or null.
Thus there is one positive (or null) root and one negative
(or null) root for t. Hence, there are two real roots for l —
a positive one and a negative one — and two imaginary
roots.

The two real roots for l provide two solutions for m and
hence there are two solutions for Ip and Jp. These two solu-
tions are shown on Figure 4. The points Pi (lying on the
planar object in one orientation) and P9i (lying on the planar
object in another orientation) have the same paraperspec-
tive projection but different perspective projections. Notice
that these object orientations are symmetric with respect to
a plane which is perpendicular to the line of sight passing
through P0.

Therefore, the iterative algorithm described in the previ-
ous section produces two poses at each iteration. The two
poses have the same translation vector but different orien-
tations. Hence, after n iterations there will be 2n solutions.
In order to avoid this redundancy we proceed as follows.
At the first iteration we retain both solutions, while at the
next iteration we retain only one solution — the solution
which is the most consistent with the data. At convergence
we obtain two solutions for the orientation of the planar
object: one solution associated with the ‘left’ branch of the
search tree and another solution associated with the ‘right’
branch of the search tree (Figure 5). Among the final two
solutions, one of them is generally closer to the image data
than the other. However, if the orientation of the planar
object is close to the orientation of the plane of symmetry,
the ambiguity remains and the algorithm provides two
solutions.

Non-linear Optimization

In this section we propose to estimate the pose parameters
associated with the perspective model of the camera. For
this purpose, we rewrite the perspective Eqns (1) and (2)
associated with the point Pi as:
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where (Xi, Yi, Zi) are the 3D coordinates of Pi.

Let q 5 (q0, qx, qy, qz)
T be the unit quaternion associated

with the rotation R [12], therefore the matrix R can be writ-
ten as:

R

q q q q q q q q q q q q

q q q q q q q q q q q q

q q q q q q
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Figure 4. A planar object and a paraperspective camera model produces two orientations. However, these two object orientations have
distinct perspective projections – pi and p9i.
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From point correspondences one can build a positive error
function fpoints:

We now rewrite the constraints (17) and (18) associated
with the line Dj as:

These constraints can be written more compactly as:

with Nj 5 (aj, bj, cj)
T.

Similarly one can build a positive error function flines:

Thus the problem of pose estimation from point and line
correspondences can be stated in terms of the following
minimization problem:

which has the form of sum of squares of non-linear func-
tions, and l (1 2 qTq)2 is a penalty function that guarantees
that q has a module equal to 1. lp and ll are two weights,
and l is a real positive number. High values for l ensure
that the module of the quaternion is close to 1.

In order to minimize this function we have used the
Levenberg-Marquardt non-linear minimization method as
described in Press et al. [13]. In all our experiments we
have:

An Analysis of Convergence

In order to analyse the convergence of the two algorithms
(see previous sections) we consider Figure 6. On this figure
are depicted the three kinds of projection of the point Pi.
The two iterative procedures start with the perspective pro-
jection pi to automatically compute locations pw

i and pp
i.

Therefore the convergence properties (i.e. the rate of con-
vergence and the number of iterations) of the two proce-
dures will depend on distances i pi 2 pw

i i and ipi 2 pp
ii,

respectively.

The projection error in the case of the iterative weak per-
spective algorithm will be given by [see Eqns (12) and
(13)]:

where e*i is the true value that the algorithm is supposed to
compute. Thus, this error is proportional to the distance
between pi and the image center.

The projection error in the case of the iterative paraper-
spective algorithm will be given by [see Eqns (20) and
(21)]:

This error is proportional to the distance i pi p0i . We can
conclude that the convergence properties of the iterative
weak perspective method depend on the translational offset
of the object from the optical axis. On the other hand the
convergence properties of the paraperspective method do
not depend on this offset. Whenever one wants to use the
paraperspective method, the choice for p0 is crucial. The
best way to choose p0 is to compute the center of gravity of
all image features and to select the image point which is the
closest to this center of gravity.
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Experiments

Convergence comparison

In this section we compare the convergence of the iterative
weak and paraperspective algorithms as a function of posi-
tion and orientation of the object with respect to the cam-
era. We consider a simulated object formed by a
configuration of four points, such that the three line seg-
ments joining the reference point to the other three points
are equal and perpendicular to each other. We performed
the following kinds of experiments. The first kind is meant
to compare the number of iterations needed by each algo-
rithm to converge to the theoretical solution. In order to
take into account the effect of the offset from the optical
axis, we constrain the origin of the object frame to belong
to a fixed line of sight. The object offset can now be
defined as the angle between this line and the optical axis.
For each such offset and for each depth we randomly
selected 1000 different orientations and ran both algorithms
for each such position and orientation. We plot the average
value of the number of iterations over all the 1000 orienta-
tions.

Figure 7 shows the number of iterations as a function of
relative depth. The lines with squares correspond to the
weak perspective algorithm, the lines with triangles corre-
spond to the paraperspective algorithm. Figures (7a) and
(7b) correspond to two offsets, 23° and 30°, respectively.

On average, the paraperspective algorithm is up to three
times faster than the weak perspective algorithm.

The second kind is meant to compare the rate of conver-
gence of each one of these algorithms for small
distance/size ratios. Figures 8(a) and 8(b) show the percent-
age of the convergence of both algorithms as a function of
depth. One can verify that the convergence properties of the
paraperspective algorithm (number of iterations and rate of
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Figure 7. Speed of convergence as a function of depth, the offset
is equal to 23˚ (a), and to 30˚ (b), (triangles: paraperspective,
squares: weak perspective).



convergence) do not depend on the object offset as
expected in the previous section (Figures 7 and 8).

Stability comparison

In this section we study the precision of pose as a function
of image noise. More quantitatively, we compute the error

between the theoretical pose and the pose computed by an
algorithm. The pose errors are: rotation error and transla-
tion error. The rotation error is defined as the rotation angle
in degrees required to align the coordinate system in its
computed orientation with the coordinate system in its the-
oretical orientation. The translation error is defined as the
norm of the vector which represents the difference between
the two translation vectors: the computed one and the theo-
retical one, divided by the norm of the second vector.

Table 1 shows the average of pose errors as a function of
image uniform noise. The second and the third columns
correspond to the paraperspective algorithm while the
fourth and the fifth columns correspond to the non-linear
method. The iterative weak perspective algorithm yields the
same errors as the paraperspective algorithm. The simu-
lated object is a cube (with seven vertices and four edges).
Its distance to the camera divided by its size is equal to 7.
The number of trials for each noise level is equal to 100.
The uniform noise has been added to the 2D lines.

Examples

Figure 9 shows an example of convergence of the paraper-
spective algorithm when it is applied to compute the pose
of a cube. We extract intensity edges from the image using
the optimal Deriche edge detector [14]. Edge pixels are
labeled using a simple hysteresis threshold method. Then
the equation of each straight line is obtained by applying
the Hough Transform to the set of edge pixels.

The left column shows the algorithm behavior using
seven vertices and six edges, the right column shows the
behavior using seven vertices and nine edges. The first iter-
ation of the algorithm found a paraperspective pose (top-
right). After only three iterations the algorithm correctly
determined the pose of the cube (bottom-right). This com-
putation (right column) takes three iterations (3.3 ms on an
Ultra-Sparc). As one can easily notice, the pose computa-
tion may become more accurate by increasing the number
of lines [Figure 9 (bottom left) and (bottom right)]. The
application of the weak perspective algorithm to the same
cube gives the same behavior as the paraperspective algo-
rithm since the cube is centered in the image.

Table 2 illustrates the speed of convergence and the
computation time of the iterative paraperspective and the
non-linear algorithms as a function of line correspondences
(Figure 9). The non-linear algorithm was initialized with
the solution obtained at the first iteration of the paraper-
spective algorithm.
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Figure 10 illustrates the pose estimation of a cube (its
size is 7 cm) and a gripper by the paraperspective algo-
rithm. The gripper is identified by five vertices and five
edges, the cube is identified by six vertices and seven
edges. By combining the obtained poses one can obtain the
relative position and orientation of the gripper with respect
to the cube. For example, the relative position which is
given by the translation vector gripper-cube has been found
to be: (20 cm, 1.9 cm, 2 5.9 cm)T. The origins of the two
coordinate systems are shown by large crosses [Figure 10
(right)]. Therefore, by tracking the gripper location in the
image, one can apply visual servoing approaches in order to
guide the gripper such that it can grasp the cube [8,15,16].
Table 3 gives the residual errors in the image plane
between the true features and the projected 3D model asso-
ciated with the two computed poses (gripper and cube).

We now consider the plane formed by the upper face of
the gripper (four vertices and three edges). We apply the
three algorithms presented in this paper: the weak perspec-
tive algorithm, the paraperspective algorithm and the non-
linear algorithm. The corresponding computation times are:
4.5 ms, 3.2 ms and 17 ms, respectively. Since this object is
not near the optical axis then it is evident that the paraper-
spective algorithm is faster than the weak perspective algo-
rithm.

Figure 11 illustrates the application of the paraperspec-
tive algorithm to two planar objects: a screen and a table.
The screen is identified by four points and four lines. The
table is identified by four points and three lines. Using the
two obtained poses one can compute the relative orientation
between the two planes. This orientation has been found to
be 27°.

Conclusion

In this paper we focused on the problem of pose computa-
tion from 2D to 3D point and line correspondences. We pro-
posed two fast methods. The first one is a generalization of
DeMenthon’s algorithm (the weak perspective algorithm).
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Table 1. Average error in rotation and translation as a function of image uniform noise. The simulated object is a cube (with seven
points and four lines). Its distance to the camera divided by its size is equal to 7. The noise is added to the 2D line parameters. The num-
ber of trials for each noise level is equal to 100.

Iterative paraperspective Non-linear
Noise level (%) Rot. error (deg.) Trans. error (%) Rot. error (deg.) Trans. error (%)

1 0.45 0.24 0.08 0.06
2 0.88 0.50 0.16 0.13
3 1.32 0.75 0.24 0.19
4 1.72 0.99 0.32 0.26
5 2.20 1.25 0.41 0.32
6 2.63 1.49 0.49 0.41

Table 2. A comparison of the iterative paraperspective and the non-linear method as a function of the number
of correspondences, the computer being used is an Ultra-Sparc.

Iterative paraperspective Non-linear
No. of correspondences No. of iterations CPU time (ms) CPU time (ms)

7 points 3 1.64 12.8
7 points 1 1 edge 3 1.86 14.2
7 points 1 2 edges 3 2.04 15.6
7 points 1 3 edges 4 2.39 17.0
7 points 1 4 edges 4 2.58 18.3
7 points 1 5 edges 4 2.76 19.8
7 points 1 6 edges 6 3.34 21.6
7 points 1 7 edges 3 2.95 22.6
7 points 1 8 edges 3 3.13 24.0
7 points 1 9 edges 3 3.31 25.6

Table 3. Pose estimation of both the gripper and the cube using
the paraperspective algorithm, the computer being used is an
Ultra-Sparc.

Residual error (image space) Gripper Cube

Vertices locations (pixels) 0.8 0.9
Edges orientations (deg.) 0.38 1.4
Edges locations (pixels) 0.72 6.0

Number of iterations 3 3
CPU time (ms) 2.3 2.8



The second one establishes a link between paraperspective
and perspective. The resulting methods are very elegant,
very fast, and quite accurate. It seems that these two meth-
ods do not fail for complex scenes. We studied, both theo-
retically and experimentally, the convergence of the
iterative weak and paraperspective algorithms. We showed
that the convergence properties of the second algorithm do
not depend on the distance of the object with respect to the
optical axis. We showed that, for compact objects, the sec-
ond algorithm requires 2.5 times less iterations than the first

algorithm. Moreover, when the object is relatively close to
the camera and at some distance from the optical axis, then
the chance of convergence of the paraperspective algorithm
is higher than the chance of the weak perspective algo-
rithm. However, these two algorithms always converge for
scenes that are not too close to the camera.

We also described a non-linear method for computing
object pose with a perspective camera model. We showed
that, in the presence of noise, the performances of the itera-
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Figure 9. An example of applying the iterative paraperspective algorithm to a cube. The left column corresponds to seven vertices and
six edges (peripheral), the right column corresponds to seven vertices and nine edges. This computation takes three iterations (3.3 ms on
an Ultra-Sparc) (right column).



tive linear methods degrade faster with increasing noise
amplitude than the non-linear method. Whenever speed is
an important concern, iterative linear methods should how-
ever be preferred. They can be included in real-time vision
and robotics applications.
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