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Elastography is based on the estimation of strain due to tissue compression or expansion. Conven-

tional elastography involves computing strain as the gradient of the displacement (time-delay) estimates

between gated pre- and postcompression signals. Uniform temporal stretching of the postcompression

signals has been used to reduce the echo-signal decorrelation noise. However, a uniform stretch of the

entire postcompression signal is not optimal in the presence of strain contrast in the tissue and could re-

sult in loss of contrast in the elastogram. This has prompted the use of local adaptive stretching tech-

niques. Several adaptive strain estimation techniques using wavelets, local stretching and iterative strain

estimation have been proposed. Yet, a quantitative analysis of the improvement in quality of the strain

estimates over conventional strain estimation techniques has not been reported. We propose a two-stage

adaptive strain estimation technique and perform a quantitative comparison with the conventional strain

estimation techniques in elastography. In this technique, initial displacement and strain estimates using

global stretching are computed, filtered and then used to locally shift and stretch the postcompression

signal. This is followed by a correlation of the shifted and stretched postcompression signal with the

precompression signal to estimate the local displacements and hence the local strains. As proof of prin-

ciple, this adaptive stretching technique was tested using simulated and experimental data.

KEY WORDS: Adaptive companding; adaptive stretching; contrast-to-noise ratio; cross-correlation;

elastography.

INTRODUCTION

Elastography is a technique for imaging the elastic properties of soft tissues and is now

well established in the literature.
1-5

Several strain estimation techniques, like time-domain

cross-correlation,
6

power spectral methods,
7

Fourier-based speckle phase tracking
8

and

adaptive time domain cross-correlation
9-11

have been developed. The conventionally-used

techniques estimate the local axial strain by computing the gradient of the displacements that

the tissue elements experience under compression. These displacement estimates are ob-

tained through cross-correlation of the pre-and postcompression rf A-lines that have been

temporally stretched.
12, 13

Stretching the postcompression A-lines improves the correlation

between the pre- and postcompression A-lines and reduces the strain noise. However, the
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use of a constant stretch factor (global stretching) is not optimal in the presence of strain con-

trast and an accurate prediction of the required stretch factor is difficult in practice. Adaptive

time domain cross-correlation techniques overcome these difficulties by estimating strain in

localized regions in the tissue. Adaptive estimation of the stretch factor
9, 10

has been used as a

direct strain estimator using the maximum correlation coefficient (between the precom-

pression and the stretched postcompression signals) as the criterion. Alternatively, the

zero-crossing of the phase of the complex correlation function has been used for an iterative

direct strain estimation.
11

Yet, a quantitative analysis of the improvement of the quality of

the strain estimates over conventional strain estimation techniques, in terms of the con-

trast-to-noise ratio (CNR
e
) has not been reported.

Moreover, the direct strain estimation techniques proposed in references 9 and 10 are

computationally intensive and hence might not be suitable for real time strain estimation.

Current real time strain estimation techniques
14, 15

are capable of delivering high frame rates

using conventional strain estimation schemes.
6, 8

Therefore adaptive strain estimation

schemes that could be applicable for real-time strain estimation are preferred to improve the

quality of real-time elastograms.

We propose an adaptive technique that utilizes smoothed global displacement and strain

estimates to adaptively shift and stretch the postcompression A-line, followed by local strain

estimation. This technique differs from the adaptive stretching technique proposed in refer-

ence 9 in that this technique involves a two-step strain estimation procedure while the tech-

nique proposed in reference 9 is an iterative process. The technique in reference 9 utilizes the

maximum value of the correlation coefficient between the precompression and stretched

postcompression signals for several values of the stretch factor. Moreove,r this technique

differs from the 2-D companding scheme proposed in reference 16 in several aspects such as

the window size, the presence of a filtering stage in this technique and gradient-strain estima-

tion. A brief description of the technique is provided in the next section and the results are

presented in later sections.

TECHNIQUE

The adaptive strain estimation technique involves two stages: (a) estimating the initial dis-

placement and strain using global stretching,
13

and (b) shifting and stretching the postcomp-
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FIG. 1 Illustration of the adaptive stretching technique. Typical rf A-line segments corresponding to (a)
precompression, (b) postcompression, (c) shifted postcompression and (d) shifted and stretched postcompression.
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ression segment locally using low-pass-filtered displacement and strain estimate (filtered)

respectively, followed by local strain estimation. Figure 1 shows a schematic of the tech-

nique applied to a typical rf A-line. For the purpose of illustration, the postcompression

A-line is shifted by an amount that is slightly smaller than the local displacement estimate

(Fig. 1). The actual shift is not necessarily an integer value and the shifting is done using in-

terpolation techniques.

The strain estimate before the second stage is low-pass-filtered to remove the fluctuations

in the displacement and strain estimates that are introduced during the strain estimation pro-

cess. The use of a least-squares strain estimator
17

provides low-pass-filtered strain estimates

directly from the displacement estimate while preserving the edges. Alternatively, filtering

(e.g., a moving-average filter) the initial strain estimate (obtained as the gradient of the dis-

placement estimate) could be used. Here, edge-preserving filters that simultaneously per-

form low-pass filtering
17

(in order to smooth the fluctuations in the strain profile) are

preferred. Note that the filtering used in this stage does not affect the spatial resolution of the

final elastogram. This is because in the subsequent step, strain is estimated as a gradient of

the displacement estimate. The displacement is estimated as the peak of the cross-

correlation function between the precompression A-line and the shifted (filtered) and

stretched (filtered) postcompression A-line.

The 2-D companding scheme proposed in reference 16 utilizes a similar two-stage strain

estimation technique. In their technique, global displacement and strain estimate over sev-

eral 2-D kernels are first estimated and these estimates are used to estimate strain on a local

basis. However, our technique differs from their strain estimation procedure in the following

aspects: (a) the window size used in our technique is the same for the global and adaptive

strain estimation stages; (b) smoothing the initial strain and displacement estimates before

the adaptive strain estimation stage is performed here; and (c) in our technique, strain is com-

puted through a gradient of the displacement estimate rather than through a linear regression

scheme.

The performance of this adaptive stretching technique and a comparison with global

stretching is made in the next section.

METHODS

As proof of principle, the adaptive stretching technique was tested on simulated and exper-

imental data. A quantitative comparison with global stretching was made with respect to the

elastographic contrast-to-noise ratio (CNR
e
) and the axial resolution. Note that to study the

SNR of elastograms, uniformly elastic phantoms are used. Therefore improvements over

global stretching are not expected for SNR studies. The elastographic contrast-to-noise ratio

(CNR
e
) for a target (t) inside a background (b) has been defined in reference 18 as

where st and sb are the estimated strain values in the target and the background, respectively,

and �t and �b are the standard deviations of the estimated strains.

Simulation studies

For the CNR
e

study, simulations involving 2-D models (mechanical and sonographic)

were performed using analytical solutions
20

on a uniformly elastic phantom with a circular
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stiff cylindrical inclusion at the center. The background was simulated as a 40 � 40 mm
2
re-

gion of uniform Young’s modulus. The radius of the cylindrical inclusion was fixed at 5 mm

and the modulus contrast between the inclusion and the background was varied between 1.5

and 10. Phantoms with four inclusions at given locations were simulated using fi-

nite-element techniques (Linear Stress, ALGOR Inc., Pittsburgh, PA). The inclusions along

the center of the transducer were five times stiffer than the background and the inclusions lo-

cated laterally with respect to the center of the transducer were ten times stiffer than the back-

ground. The medium was simulated as a set of uniformly-distributed (spatially) scatterers

(at a density of 40 scatterers/pulse-width) in both the inclusion and the background. This

scatterer density used satisfied the requirement for fully developed speckle.
21

Monte-Carlo

simulations in MATLAB (Mathworks. Inc., Natick, MA) were used to generate pre- and

postcompression rf signals for both cases. The speed of sound was assumed to be constant at

1,540 m/s. The impulse-response of the system, i.e., the 2-D point spread function (PSF),

was simulated using a Gaussian-modulated cosine pulse (in the axial direction) with a

Gaussian intensity profile in the lateral direction at a 5 MHz center frequency, a 50% frac-

tional bandwidth and a –6 dB beam width of 1 mm. The PSF was convolved with the scatter-

ing distribution to obtain the precompression rf signal. The postcompression signals were

generated after applying a uniform compression of the point scatterers,
6
and convolving the

compressed point scatterer distribution with the original PSF.

For the axial resolution study, a 1-D wedge described in reference 19 was used. This

model comprised a stiff inclusion (twice stiffer than the background) at the center of a ho-

mogenous background. The diameter of the inclusion was changed from 0.03 mm to 3 mm in

increments of 0.03 mm. The axial resolution was measured using the criterion used in refer-

ence 19, i.e., the spatial resolution of the system was defined as the size of the inclusion for

which a strain value of at least one pixel (within the inclusion) was midway between the

mean strain values corresponding to the background and the inclusion. A strain of 1% was

used for the resolution study.

Global correlation was performed by first stretching the postcompression A-line by the

applied strain, followed by windowing the pre-and postcompression A-lines and computing

the cross-correlation peak between the pre- and postcompression A-lines for each window.

A window size (W) of 2 mm and a window overlap of 80% (i.e,. a window shift of 0.2W) were

used unless stated otherwise. The time delay for each window was computed as the location

of the peak of the cross-correlation function and the incremental strain was estimated as the

gradient of the time delay estimates. The incremental strain was added to the global strain

(used to stretch the postcompression A-line) to obtain the elastogram. The adaptive correla-

tion described in the previous section was used. The global strain estimate was obtained us-

ing the least-squares method
17

(kernel size of at least three pixels) before the adaptive strain

estimation. Although this procedure uses the smoothed displacement and strain estimates

(to shift and stretch the postcompression rf A-line locally), the final strain estimates are com-

puted as the gradient of the displacement estimates obtained from the correlation of the

shifted-and-stretched postcompression A-line segment and the precompression A-line seg-

ment. Hence, the least-squares kernel does not result in any filtering of the final strain esti-

mates.

We expect improvements in using adaptive stretching over global stretching at high

strains since at low strains the decorrelation due to incorrect stretching is minimal.
9, 13

Hence,

an applied strain of 4 % was used in the simulations unless stated otherwise. For the 2-D sim-

ulations, lateral correction was used to reduce the noise due to lateral motion of the scatterers

during compression. The lateral correction was performed through a 2-D correlation be-

tween a single precompression A-line and a group of adjacent postcompression A-lines.

Such a scheme is similar to the lateral correction technique proposed in reference 22.
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Experiments

Experiments were performed on a 90 x 90 x 90 mm
3
gelatin phantom with a cylindrical in-

clusion (10 mm diameter at an estimated strain contrast of 2.5 as measured from the

elastograms) located at the center of the phantom. A 5 MHz, 50% fractional bandwidth 128

element array transducer and an HDI-1000 ultrasound scanner ( Philips -ATL corporation.,

Bothell, WA) was used to image the phantom. The phantom (prepared using the method de-

scribed in [23]) was imaged across the cylindrical axis and the rf A-lines were sampled at a

frequency of 20 MHz.

RESULTS

Simulation results

Figure 2 shows the CNR
e
improvement over global stretching due to adaptive stretching

for the 2-D model. A statistical analysis was performed to show that the mean values of the

CNR
e
of the adaptive stretching and global stretching techniques were statistically distinct

from each other (p-values <0.01 over 50 independent realizations). The improvement in the

CNR
e

values is significant at higher modulus contrasts. The CNR
e

values for the global

stretching technique decreases at higher modulus contrasts due to incorrect stretching in the

regions corresponding to the inclusion. Figure 2 also shows the CNR
e
values due to the adap-

tive processing scheme in reference 9. Note that the CNR
e
values of the scheme proposed in

reference 9 is significantly higher than those due to the adaptive scheme proposed in this pa-

per. This is because, the scheme in reference 9 performs stretching by several factor until the

best correlation is obtained. However the processing time of that scheme is at least 10 times

slower than the adaptive scheme proposed in this paper.

For the four-inclusion phantom (Fig. 3) generated using the finite-element simulation, fig-

ure 3b shows the elastogram obtained using global stretching and figure 3c shows the

elastogram obtained using adaptive stretching. Here too, the effect of inappropriate stretch-

ing reflects as higher noise in the regions corresponding to the inclusions in figure 3b.

The adaptive stretching technique is not expected to result in a loss of spatial resolution.

This is because the adaptive strain estimation technique does not involve filtering though the
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initial strain and displacement estimates are filtered. Figure 4a shows the axial resolution

plotted as a function of the window length for two different window shifts. Notice a linear

degradation of the axial resolution with the window length. These results are consistent with

those reported in reference 19. No statistical differences between the resolution values of the

adaptive and the global stretching schemes were observed. Similarly, the axial resolution

plotted as a function of the fractional window shift is shown in figure 4b. Here too, there were

no statistically-significant differences between the adaptive stretching and global stretching

schemes.

Experimental results

Figures 5a and 5b show the elastograms of a cross-section of cylindrical inclusion ob-

tained using global and adaptive stretching, respectively. The strip of high strain on the right

side of the inclusion is probably due to a crack in the phantom that may also be seen in the

sonogram as a hypoechoic region (Fig. 5c). In these figures, a 5 x 5 pixel 2-D median filter

was used to smooth the displacement estimates and the strain was estimated using a 1 mm

least-squares kernel on the smoothed displacement estimates.

The strain contrast measured from the elastogram was approximately 2.5. For such a con-

trast, the CNR
e
as a function of strain is shown in figure 6a. Here the CNR

e
was computed by

taking a rectangular strip of pixels from the background and the inclusion of the strain image.

Note that filtering was not used while computing the CNR
e
. Ten independent realizations of

a multi-compression experiment (20 compressional steps of 0.25% strain for each compres-
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FIG. 3 (a) Axial elastograms generated using ALGOR simulation of four inclusions (10 mm each) in a uniform
40 x 40 mm

2
background. Axial elastogram obtained using (b) global stretching and (c) adaptive stretching for the

displacements generated via the ALGOR simulation. A 5 MHz (60% fractional bandwidth, 1 mm beamwidth)
Gaussian PSF, at an SNR

s
of 40 dB, sampled at a frequency of 48 MHz and a 2 mm window at an overlap of 1.6 mm

were used in these simulations.
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sion step) were used to compute the statistics. The stress-strain relationships in tissues and

gelatin phantoms are linear up to a strain of around 3%
24

and, hence, the contrast is not ex-

pected to change significantly in this strain range. The improvement in CNR
e
is clear from

figure 6a. It is to be noted that the CNR
e
values are significantly lower than those correspond-

ing to the simulations (at the same contrast) due to several possible reasons. These include

nonuniform compression, frequency-dependent attenuation, lower SNR
s
, out-of-plane mo-
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FIG. 5 Axial elastograms obtained using (a) global stretching and (b) adaptive stretching for displacements of a
uniformly elastic phantom (90 x 90 x 90 mm

3
) with a cylindrical inclusion (14 mm diameter) located 40 mm below

the compressor. The phantom was compressed 2 % axially and imaged to a depth of 57 mm with a 5 MHz, 60% frac-
tional bandwidth array transducer, sampled at a frequency of 20 Mhz. A 2 mm window at an overlap of 1.6 mm was
used. (c) Sonogram corresponding to the elastograms in (a) and (b).
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tion and nonuniform strain distribution within the inclusion and in the background. For the

same reasons, the experimental values of CNR
e
decrease significantly at strains greater than

1%. The CNR
e
values due to global and adaptive stretching in simulations of a 10 mm inclu-

sion at a modulus contrast of 2.5 are shown in figure 6b. For strains larger than 2%, the CNR
e

decreases with strain for the global stretching because the difference in the displacements in-

side the inclusion and around the inclusion increases with the strain. The improvement due

to adaptive stretching over global stretching is higher in the simulations than in the experi-

ments due to the effects of undesired decorrelation in experiments. Figure 6b also shows the

CNR
e
values due to the scheme in reference 9 to facilitate a fair comparison of our adaptive

scheme with a ‘true’ adaptive stretching scheme.

DISCUSSION

Our adaptive strain estimation technique involves two stages, unlike the adaptive tech-

nique proposed in reference 9, which is based on testing several stretch factors until the high-

est correlation coefficient occurs. Hence, our technique could result in significantly smaller
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FIG. 6 (a) CNR
e

plotted as a function of strain for both global stretching and adaptive stretching (using a
least-squares kernel length of 6 mm) for experiments and (b) comparison of simulations and experimental results
for adaptive stretching. A uniformly elastic phantom (90 x 90 x 90 mm

3
) with a circular inclusion (14 mm diameter)

located 40 mm below the compressor plate was used and imaged to a depth of 57 mm with a 5 MHz, 60% fractional
bandwidth array transducer, sampled at a frequency of 20 Mhz. A 2 mm window at an overlap of 1.6 mm was used.
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processing times. For example, the processing time of our scheme is of the order of

2kNlog
2
N, while the processing time for the technique in reference 9 is mkNlog

2
N, where N is

the number of samples in the correlation window, k is the number of windows in the

elastogram and m is an integer greater than 10.
9

Yet, the adaptive scheme in reference 9 is

based on obtaining the largest correlation between the pre- and postcompression signals and,

therefore, produces less noisy elastograms with higher CNRe values than our technique (Fig.

2).

Low-pass-filtering the initial global strain estimate is necessary to improve the perfor-

mance of our adaptive strain estimation technique. This is because filtering removes the

fluctuations in the displacement and strain estimates that are introduced during the strain es-

timation process. These fluctuations could be due to inappropriate stretching (in the pres-

ence of nonhomogenous phantoms) and random errors in strain estimation. We use a

least-squares estimator to estimate the initial value of strain. Alternatively, a moving aver-

age filter was tried. We found that the least-squares kernel preserved the edges better than

the moving average filter.
17

Other filtering techniques that involve low-pass filtering to

smooth the strain estimates such as median filtering were tried. However, no significant im-

provements were observed.

The size of the least-squares kernel that results in the highest CNR
e
depends on the size of

the inclusion. If the kernel size is larger than the inclusion, the initial strain estimate for

stretching the postcompression signal is different from the actual value in the regions close to

the inclusion. T his results in strain estimates with higher variance around the areas of the in-

clusion and hence poor CNR
e
. The best performance is for kernel sizes that are comparable to

inclusion sizes. 1-D simulations were performed to demonstrate the effect of the kernel size

on the CNR
e
for a 10 mm inclusion and the results are summarized in figure 7. It can be seen

from the figure that the kernel size (for high values of CNR
e
) corresponds to the inclusion

size.

The adaptive stretching technique discussed in this paper is not expected to result in a loss

of spatial resolution. This is because the adaptive strain estimation technique does not in-

volve filtering though the initial strain and displacement estimates are smoothed. A system-

atic comparison of the axial resolution of this scheme with the scheme in reference 9 is

beyond the scope of this work.

CONCLUSION

A quantitative analysis of the improvement in the elastographic contrast-to-noise ratio us-

ing adaptive stretching over conventional (global stretching) strain estimation techniques

has been performed using simulations and phantom experiments. An adaptive stretching

technique that involves the use of global and local stretching has been developed for

elastography. This technique was found to produce significant improvements in the con-

trast-to-noise ratio over global stretching techniques, without affecting the axial resolution,

at large values of modulus contrasts and strains.
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