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2 Timed automata2.1 De�nitionA timed automaton is an automaton extended with a �nite set of real-valuedvariables, called clocks, whose values increase uniformly with time. The timingconstraints related to the system are expressed by the association of an enablingcondition to each transition. A clock can be reset to 0 or take the value of anotherclock at each transition5.Formally, a timed automaton A is a tuple hS;X ;L; E ; Ii where:1. S is a �nite set of locations.2. X is a �nite set of clocks. A valuation v 2 V is a function that assigns anon-negative real-value v(x) 2 R+ to each clock x 2 X . Let 	X be the setof predicates over X de�ned as a boolean combination of atoms of the formx# c or x� y# c, where x; y 2 X , # 2 f<;�;=;�; >g and c is an integer.3. L is a �nite set of labels.4. E is a �nite set of edges. Each edge e is a tuple (s; L;  ; �; s0) where s 2 S isthe source, s0 2 S is the target, L � L are the labels,  2 	X is the enablingcondition, and � : X ! X [ f0g is an assignment. We write v[�] for thevaluation v0 such that for each x 2 X , if �(x) = 0 then v0(x) = 0, otherwisev0(x) = v(�(x)).5. Let �X be the set of functions � : S ! 	X mapping each location s of theautomaton to a predicate  . The invariant of A is a function I 2 �X . Wewrite Is for the invariant associated with s.2.2 SemanticsA state of A is a location and a valuation of clocks satisfying the invariantassociated with the location. Let Q � S � V be the set of states of A, thatis, all pairs (s; v) such that v satis�es Is. When A is in a state (s; v) 2 Q, itcan evolve either by moving through an edge that changes the location and thevalue of some of the clocks (discrete transition), or by letting time pass withoutchanging the location (time transition).Discrete transitions. Let e = (s; L;  ; �; s0). The state (s; v) has a discrete tran-sition to (s0; v0), denoted (s; v)!L0 (s0; v0), if v 2  and v0 = v[�]Time transitions. Let t 2 R+, we de�ne v + t to be the valuation v0 such thatv0(x) is equal to v(x)+ t for all x 2 X . The state (s; v) 2 Q has a time transitionto (s; v + t), denoted (s; v)!;t (s; v + t), if for all t0 � t, v + t0 2 Is.5 The usual de�nition of timed automata only allows resetting clocks to 0. It has beenshown in [14] that assignments of clock values does not a�ect decidability.



3 The forward analysisThe forward analysis veri�cation technique is based on the computation of thesymbolic runs from a given set of symbolic states. We give to the runs thestructure of an oriented graph, called the simulation graph. Every symbolic statethat appears in one or more of the runs corresponds to a single node of the graphand the simulation steps correspond to its arcs.3.1 Symbolic runsA symbolic state of the timed automaton A is a pair hs;  i where s 2 S and 2 	X is a constraint such that ; �  � Is. The symbolic state hs;  i representsthe set of states (s; v) 2 Q such that v 2  . We denote �A the set of symbolicstates of A. Let us expand the notions of discrete transition and time transitionto symbolic states:Symbolic discrete step. The discrete successor of hs;  i 2 �A through the edgee = (s; L;  e; �; s0) is the symbolic state hs0; poste( )i where v 2 poste( ) i�9 v0 2  ^  e; v = v0[�]. That is, the symbolic state representing the states thatcan be reached from some state of hs;  i by taking e.Symbolic time step. The time successor of hs;  i 2 �A constrained by  0 2 	X isthe symbolic state hs; postst [ 0]( )i such that v 2 postst [ 0]( ) i� 9 t � 0; v0 2  such that v = v0 + t and 8 t0:0 � t0 � t; v0 + t0 2 Is ^  0. That is, the symbolicstate representing the states that can be reached by letting time pass from astate of hs;  i ensuring that  0 continuously holds.A symbolic run � of A starting from hs;  i 2 �A and constrained by � 2 �Xis a sequence of symbolic states � = hs0;  0ie1hs1;  1ie2 : : : eihsi;  ii : : : such thaths0;  0i = hs; postst [�s]( )i and 8i � 1; hsi;  ii = hsi; postsit [�si](postei( i�1))i.3.2 Simulation graphThe simulation graph corresponding to A = hS;X ;L; E ; Ii computed fromSI � �A and constrained by � 2 �X , is the graph SGA(SI ; �) = hSI ;SS ; ESiwhere the set of nodes SS � �A and the set of edges ES � SS � E � SS are thesmallest sets such that:1. init: SI � SS is the set of initial states.2. iter: For every hs;  i 2 SS and e 2 E an edge with source in s and targetin s0, if  0 = posts0t [�s0](poste( )) is not empty, then hs0;  0i 2 SS andhhs;  i; e; hs0;  0ii 2 ES .3.3 Veri�cationGiven a timed automaton A we consider three veri�cation problems that can besolved by applying the forward analysis: the reachability, the invariance and thebounded response problems.



Reachability: The reachability problem consists in �nding if there is a run ofthe system, starting from a state q 2 Q satisfying I, such that Q can be reachedin a time t# c, and for which P holds continuously before Q is reached (whereI;P;Q 2 �X ). This problem corresponds to checking the non-emptyness of thecharacteristic set of the Tctl formula I ^P9U# cQ.Algorithmically, this is done by computing SGA(I ^ (z = 0);P _ Q0) wherez =2 X is an extra clock, and Q0 = Q ^ (z# c). Each time a new symbolic statehs;  i is computed, if  \Q0 6= ;, the algorithmgives a symbolic run that validatesthe property.Invariance: The invariance problem consists in �nding if for all the runs start-ing from all states q 2 Q satisfying I, the property Q holds for every state of theruns. This problem corresponds to checking the emptyness of the characteristicset of the Tctl formula :(I ) 82Q) which is equivalent to I ^ true9U:Q ,that is, �nding if :Q is not reachable from I.If during the construction of SGA(I; true) the algorithm �nds a symbolicstate hs;  i such that  \ :Q 6= ; then the algorithm exhibits a symbolic runthat invalidates the invariance property.Bounded response: The bounded response problem consists in �nding if forevery run starting from all states q 2 Q satisfying I, there is a state of the run thatsatis�es Q in a time t � c for a given c 2 IN. This problem corresponds to checkingthe emptyness of the characteristic set of the Tctl formula :(I ) 83�cQ)which is equivalent to I^:Q9U>ctrue , that is, �nding if there is no run whereQ holds during more than c time units.This is done by computing SGA(I ^ (z = 0);:Q _ z > c) where z =2 X is anextra clock. If a symbolic state hs;  i such that  \ (z > c) 6= ; is found, thenthe property is not satis�ed and a counter-example is provided.4 The FDDI communication protocolFDDI (Fiber Distributed Data Interface) [12] is a high performance �ber optictoken ring Local Area Network. In this section we show the veri�cation of thetemporal mechanism that limits the possession time of the token by each station.4.1 Protocol DescriptionWe consider a network composed by N identical stations S1; : : : ; SN and a ring,where the stations can communicate by synchronous messages with high priorityand asynchronous messages with low priority.Station. Each station Si can be either waiting for the token (Idlei), in posses-sion of the token and executing the synchronous transmission (Ti, STi) or inpossession of the token and executing the asynchronous transmission (Ti, ATi).



The two clocks a station uses to control the possession time of the token arecalled TRTi (Token Rotation Timer) and THTi (Token Holding Timer).{ TRTi counts the time since the last reception of the token by the station.This clock is reset to zero each time the station Si takes the token.{ THTi counts the time since the last reception of the token, added to thetime elapsed since the precedent one, given by the value of the clock TRTijust before it is re-initialized.When the station Si receives the token (action TTi), the clock THTi takes thevalue of the clock TRTi, TRTi is reset to zero, and the station Si starts sendingsynchronous messages (BSi). The duration of the synchronous transmission (STi)is given, for each station Si, by a constant SAi (Synchronous Allocation).When the synchronous transmission ends (action ESi), the station has thepossibility of starting the transmission of asynchronous messages (action BAi)if the current value of THTi minus the time of synchronous transmission SAiis greater than a global constant of the system called TTRT (Target TokenRotation Timer). Before THTi�SAi reaches the value TTRT , the station mustrelease the token (RTi), ending the asynchronous transmission (EAi) if this onehas began. The behavior of the station Si is described by the timed automatonStationi of the Figure 1(a).Ring. The ring controls the transmission of the token between two consecutivestations Si and Si+1. There is a delay of td (Token Delay) time units, measuredby the clock T , in this transmission. The Figure 1(b) shows the timed automatonRing that models the ring for two stations.System. The timed automaton that models the protocol is obtained as the par-allel composition FDDIN = Ring k Station1 k : : :k StationN where theautomata synchronize through the actions TTi and RTi.4.2 Properties veri�cationWe verify here two properties of the FDDI protocol.Bounded time for accessing the ring. The time elapsed within two consecutivesreceptions of the token by any station is bounded by a constant c1. We canexpress this property in Tctl with the following formula:(STi ^ T = 0)) 83�c1enable(TTi) (1)where c1 is equal to TTRT + 2N:SAi, and enable(TTi) characterizes the sym-bolic states where the edge labeled TTi is enabled.



TiSTiTiATi 0 21BSiTTiRTi ESiTHTi � SAi � TTRTTRTi = SAi^THTi := TRTi ;TRTi := 0TRTi � SAi
THTi � SAi � TTRTTRTi = SAi^THTi � SAi < TTRT(a) (b)RTiEAiTRTi := 0 3 T = tdTT2TT1T = tdT � tdT := 0 T � tdT := 0Idlei ESi, BAi RT2 T := 0RT1

Fig. 1. Stationi (a) ; Ring (b)Bounded time for sending asynchronous messages. Each idle station will sendasynchronous messages before a time c2. The formula of Tctl that describe thisproperty is: Idlei ) 83�c2ATi (2)where c2 is equal to (N � 1):TTRT + 2N:SAi.Table 1 shows the results of the veri�cation of properties (1) and (2), fordi�erent numbers of stations, applying symbolic model-checking (backward anal-ysis) and symbolic simulation (forward analysis). We show the size of the timedautomaton, the running times in seconds (time), the number of iterations formodel-checking (iter) and the number of symbolic states generated for simula-tion (symb).5 MinimizationWe brie
y present in this section the main ideas of the algorithm developedin [15] which is an adaptation of the minimal model generation algorithm givenin [5]. In the next section we show that testing our algorithm on the Fischer'smutual exclusion protocol reveals more e�cient than the minimization algorithmdeveloped in [2].



automaton formula backward forward eval#sta #loc #arcs #clocks time iter time symb3 19 25 7 (1) 0.50 9 0.15 20 true(2) 25 29 6 1018 true4 25 33 9 (1) 2.50 12 0.30 44 true(2) 3680 47 66 5522 true5 31 41 11 (1) 10 15 1.20 92 true(2) ? ? 507 25532 true6 37 49 13 (1) 61 18 3.50 188 true7 43 57 15 (1) 435 21 10 380 true8 49 65 17 (1) 3670 24 28 764 true9 55 73 19 (1) 32917 27 73 1532 true10 61 81 21 (1) ? ? 187 3068 true11 67 89 23 (1) ? ? 483 6140 true12 73 97 25 (1) ? ? 1123 12284 trueTable 1. Running times for di�erent numbers of stations of the protocol FDDI withTRTT = 50:N , SAi = 20 and td = 0.5.1 Symbolic predecessorsGiven a timed automaton A, we de�ne the notions of both discrete and timepredecessors of a symbolic state as follows.Symbolic discrete predecessor. The discrete predecessor of hs0;  0i 2 �A throughthe edge e = (s; L;  e; �; s0) is the symbolic state hs; pree( 0)i where v 2 pree( 0)i� v 2  e and v[�] 2  0.Symbolic time predecessor. The time predecessor of hs;  i 2 �A constrained by 0 2 	X is the symbolic state hs; prest [ 0]( )i such that: v 2 prest [ 0]( ) i�9 t � 0; v + t 2  and 8 t0:0 � t0 � t; v + t0 2 Is ^  0.5.2 Partitions and bisimulationsLet� be a partition ofQ such that all classes of� are symbolic states in�A. For�; �0 2 �, let pre[�](�0) stand for either � \ pree(�0) or pret[�](�0). We de�neSuccs� (�) = f�0 j pre[�](�0) 6= ;g and Preds� (�) = f�0 j pre[�0](�) 6= ;g.A class � 2 � is stable if for all �0 2 �, pre[�](�0) 2 f�; ;g, that is, eitherno state in � has a discrete (resp. time) transition to a state in �0, or for allstates in � there exists a discrete (resp. time) successor in �0. The partition �is a bisimulation if every symbolic state � 2 � is stable.



5.3 Minimization algorithmGiven an initial partition �init, and a set I of initial symbolic states, our goalis to compute the coarsest bisimulation � which is �ner than �init containingonly those classes which are reachable from I. � is computed by the followingalgorithm.� := �init ; � := fB 2 �init j B \ I 6= ;g ; � := ; ;while (9B 2 � n�) do fCB := Split(B;�) ; (1)if (CB = fBg) then f (2)� := � [ fBg ; � := � [ Succsl� (B) ; (3)g else f (4)� := � n fBg ; � := (� n fBg) [CB ; � := � n Predsl�(B) ; (5)if B \ I 6= ; then � := � [ fC 2 CB ; j C \ I 6= ;g ;g gwhere � is the set of classes accessible from I and � � � is the set of stableaccessible classes.The function Split(B;�) re�nes the class B with respect to the currentpartition (1), by choosing a class C 2 �. If B is found to be stable with respectto �, that is, Split(B;�) = fBg (2), the all successors of B are inserted tothe set of accessible classes (3), since B is accessible. If B is not stable (4),Split(B;�) = fB1; B2g, where B1 = pre[B](C); B2 = B \ B1, and all itspredecessors become unstable (5).6 Fischer's mutual{exclusion protocolWe describe and verify here the Fischer's mutual exclusion protocol [1]. The sys-tem is made up of n timed automata P1; :::; Pn, where Pi models the behavior ofprocess i, along with automatonX, modeling the global variable which regulatesaccess to the critical section (see �gure 2). � is an upper bound on the time nec-essary for Pi to set X to i, after verifying that X equals 0 ; � is a lower bound onthe time that Pi has to wait before re-testing X and entering its critical section,if the value of X has not changed in the meanwhile.Observing the behavior of the system. One expects that a correct mutual{exclusionprotocol should behave as the abstract graph shown in �gure 3(a). We would liketo check whether this ideal model is indeed equivalent to the minimal one. Sincethe latter also contains irrelevant actions, such as \try i", \setXi", as well astimed transitions, we proceed as follows : (1) we compute the minimal modelof (kPi)kX using the adapted minimization algorithm described in the previoussection ; (2) we then replace all labels di�erent from \enter i" and \setX0i" by
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Fig. 2. Fischer's mutual{exclusion protocol speci�cation with TAthe label � ; and (3) we further reduce the resulting graph with respect to the��a bisimulation (���a), using the tool Aldebaran [9].Performance results 6 are shown in table 2. Gmin denotes the minimalmodel,and G��a its reduction with respect to ���a. For each n, two versions of theprotocol are tested : a correct one, for � = 5; � = 12 (�rst line in the table),and an erroneous, for � = 5; � = 4 (second line, marked with (*)). Figure 3(b)depicts G��a for n = 2, in the correct case 7. It is easy to see that this graphis not equivalent to the ideal one in �g. 3(a). The reason is that the version ofFischer's protocol we have used so far permits the starvation of a process atcontrol{state 2, if another process manages to get �rst into its critical section.Avoiding starvation. To remedy the problem of starvation, we add an arc fromstate 2 to state 1, in the TA of Pi, as shown in �gure 4(a). Then, we proceed asin steps (1),(2),(3) above and we �nd that the minimal model, for the correctcase, is indeed equivalent to the ideal one in �g. 3(a). Results appear in table 3.Comparison. The same example has been treated in [2] by minimizing a smallerTA, namely (kPi)kXkMonitor, where the automaton Monitor (�gure 4(b)) cap-tures the violation of mutual exclusion, by entering an error state. Veri�cationconsists in ensuring that the minimalmodel contains no error state. Performanceresults of the two algorithms 8 are shown in table 4.6 We use a Sparc 10 with 128 Mbytes of main memory. ? denotes non-termination.We show only the time taken for minimization. The reduction with respect to ���atakes negligible time, except in the case marked y, where aldebaran needs 23 secs.7 This �gure has been produced by bcg draw [10], a tool for displaying graphs, includedin the Aldebaran package.8 [2] have used a DEC-5100 with 40 Mbytes of main memory.
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n composite TA Gmin G��a timestates arcs states trans. states trans. (secs)2 28 48 22 30 3 4 03 152 360 77 132 4 6 04 752 2,240 252 524 5 8 25 3,552 12,640 807 1,990 6 10 24Table 3. Fischer's protocol : minimization of (kP 0i )kX (no starvation)n composite TA Gmin G��a time (secs)states arcs states trans. states trans. [2]2 24 34 22 26 7 10 0 1(*) 47 85 12 27 0 33 119 213 77 108 19 39 0.2 8(*) 402 1,117 47 205 1.5 8874 548 1,164 252 420 47 140 2.1 192(*) 4,437 17,902 174 1,333 40.4 ?5 2,402 5,850 807 1,590 111 485 16.3 not tested(*) ? ? ? not testedTable 4. Fischer's protocol : minimization of (kPi)kXkMonitor7 ConclusionBoth approaches presented in this paper considerably improve Kronos perfor-mance and functionalities 9.Forward analysis permits handling examples with a large number of clocks,as the example of the FDDI protocol shows : up to 25 clocks, which, to ourknowledge, exceeds the clock{space dimension of similar examples treated inthe literature. Moreover, this method is capable of providing a counter{examplesequence, as a diagnosis in the case a system fails to verify an invariance orbounded response property.Minimization considerably reduces the number of states and transitions oflarge systems, as the example of Fischer's protocol illustrates. It also allows forfurther analysis, using standard techniques for untimed systems, such as com-parison and reduction with respect to behavioral equivalences. The combinationof timed and untimed minimization allowed us to discover the problem of star-vation in the �rst version of the mutual{exclusion protocol.9 For information on how to obtain the tool, please contact the authors.
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