
In Proceedings of IEEE Globecom'96, London, UKIntegration of Pricing and Flow Control for Available Bit RateServices in ATM Networks�Costas Courcoubetis, Vasilios A. Siris, and George D. StamoulisInstitute of Computer Science, FO.R.T.H. and Dept. of Computer Science, Univ. of CreteGR 711 10 Heraklion, Crete, Greecefcourcou,vsiris,gstamoulg@ics.forth.grABSTRACT We present a theoretically justi�ed pricingscheme for ABR services which utilizes mechanisms pro-vided by rate-based ow control as de�ned by the ATMForum. As a result, the scheme imposes no additionalcommunication overhead, while the added complexity atthe switches and end-systems is minimal. Our approachcomplements ABR's rate-based ow control and leadsto economically e�cient utilization of network resources.According to the scheme, a connection is charged basedon the sum of the price per unit of bandwidth on all linksalong its route. Prices depend on the demand for band-width and are adjusted in a decentralized and iterativemanner. Simulation results show that prices convergereasonably fast and do not have a negative e�ect on theconvergence properties of ow control.1 IntroductionThe Available Bit Rate (ABR) service class is one ofthe �ve service classes identi�ed by the ATM Forum forATM-based integrated services networks, [1, 2]. It is in-tended for \best-e�ort" tra�c which impose no boundson delay or delay variance1. By considering the tremen-dous and unprecedented growth of the Internet which -currently - supports only a best-e�ort service model, itis easy to see that such tra�c will constitute a signi�-cant portion of the tra�c carried by integrated servicesnetworks. This suggests the need of a theoretically jus-ti�able, yet e�cient scheme for pricing ABR services.Pricing best-e�ort services in addition to guaranteedservices is discussed in [3]. In the proposed scheme, best-e�ort services are charged according to their average cellrate. As in our approach, prices depend on demand andcan be iteratively adjusted. In [11], a per-cell spot pric-ing scheme is proposed. Employed in conjunction with aguaranteed services pricing model, the scheme is shownto lead to optimal pricing. In [9], a feedback pricingscheme which treats Constant Bit Rate (CBR), Variable�This work was partly supported by the European Commissionunder ACTS Project CASHMAN (AC-039).1ABR connections can also specify a minimum throughput re-quirement (Minimum Cell Rate - MCR). Pricing such connectionsis addressed in Section 6.

Bit Rate (VBR), and ABR requests for bandwidth iden-tically is described. Prices depend on the network load(tending to in�nity as utilization approaches one), andare computed using a distributed iterative scheme. Aver-age ow rates are considered in [5] where the operation ofthe Internet is modeled as a resource allocation problemwith servers supporting a number of priorities. Decen-tralized methods can be used to obtain stochastic equi-librium which leads to optimal resource allocation. Alsorelated is the application of microeconomic algorithmsfor ow control, [4, 10]. Finally, a pricing framework forsocial welfare optimization in the case of guaranteed ser-vices with dedicated allocation of resources is describedin [7]. The theoretical results presented in this paper arebased on that framework.Our focus in this paper is on usage charges2 whichcan provide valuable feedback for guiding future capac-ity expansion. We describe a pricing scheme for ABRservices which is justi�ed from the microeconomic the-ory of social welfare optimization. Although pricing foroptimizing social welfare is desirable, optimality mightbe outweighed by a high complexity of the required ac-counting and billing system. The proposed scheme takesadvantage of mechanisms provided by rate-based owcontrol as de�ned by the ATM Forum, and works com-plementarily to it. Whereas ow control has the objec-tive of preventing congestion, combining it with pricingleads additionally to economically e�cient resource us-age. Charges depend directly on bandwidth usage. Thisis justi�ed by observing that the primary performancemeasure perceived by users of best-e�ort services is thetransfer delay of objects such as �les, images, web pages,etc. In a �rst approximation, this delay is inversely pro-portional to the bandwidth used for the transmission.According to the scheme, a connection is charged basedon the sum of the price per unit of bandwidth on all linksalong its route. Prices depend on the demand for band-2The cost of providing network services consists, [8], of �xed (orsunk) costs (due to network devices, cable, e.t.c.) and marginalcongestion costs (i.e., the cost incurred due to accepting one morecall). This paper discusses only the latter. Similarly, we do notdiscuss per-call fees for Switched Virtual Connections (SVCs) orconnection fees for Permanent Virtual Connections (PVCs).1



width and are adjusted in a decentralized and iterativemanner. Based on the per unit of bandwidth price postedby the network, users are free to adjust their bandwidthrequests throughout the duration of their call. Finally,the computation of usage charges is performed at theperiphery of the network.The rest of this paper is organized as follows. In Sec-tion 2 we present some basic results from the microeco-nomic theory of social welfare optimization and describethe iterative pricing scheme. In Section 3 we briey de-scribe ATM Forum's rate-based ow control for ABR ser-vices. In Section 4 we discuss the implementation of theproposed pricing scheme, and in Section 5 we present re-lated simulation results. Finally, in Section 6 we givesome concluding remarks and directions for further re-search.2 Pricing for Welfare OptimizationLet L be the set of all network links and Cl the capac-ity available for ABR tra�c traversing link l. We assumethat this capacity is either constant or varies slowly3. In-deed in an integrated services network, bandwidth will beshared by guaranteed performance CBR and VBR tra�cin addition to best-e�ort ABR tra�c, with - possibly -some minimum percentage reserved for the latter. As aresult, bandwidth for ABR services can vary dependingon the aggregate load of guaranteed performance traf-�c. However, the aggregation of a large number of con-nections is likely to make our assumption of constantor slowly varying bandwidth available for best-e�ort ser-vices realistic4.Let V C be the set of connections in the network.Based on the common economic assumption of diminish-ing return when more service (bandwidth) is provided,we assume that each connection c has a bandwidth de-mand equal to Dc(wc) = vcexp(�wc), where wc is theprice per unit of bandwidth (per unit of time) charged tothe connection and vc is the bandwidth requested whenthis price is zero. The latter is equal to the peak ratewhich is speci�ed at connection setup. Finally, we useRc to denote the route of connection c.If xc; wc denote the cell rate (actual bandwidth used)and the price per unit of bandwidth being charged to c,then the network revenue is Pc xcwc and the user sur-plus is Pc R1wc Dc(u)du. The social welfare can then bewritten asW 0(w; x) := Xc2V C Z 1wc min(xc; Dc(u))du+ Xc2V C xcwc:(1)De�ne equilibrium as a state where user demands aremet (i.e., xc = Dc(wc)) and the network maximizes itsrevenue. From the part of the network, this is clearly a3Slowly relative to the time needed for the pricing scheme andow control to converge.4In any case, as with ow control, the behavior of pricingschemes when this capacity is variable is an important issue.

desirable state of operation. If a is the vector of priceson all links, we have the following.Corollary 1 fwc; xc : c 2 V Cg is an equilibrium if andonly if there exists a price vector a such thatxc = vcexp[�wc]; 8c 2 V C (2)Xc:l2Rc xc � Cl; 8l 2 L (3)wc = Xl2Rc al; 8c 2 V C (4)al(Cl � Xc:l2Rc xc) = 0; 8l 2 L: (5)This follows directly from proposition 1 in [7]. It is alsoproved that the equilibrium is unique and maximizesW 0given by (1). From (1), (2), and (4) the maximumwelfarecan be written asW = Xc2V C xc+ < a;C > :From (2), (3) and the convexity of G(a) it follows (see[7]) that the maximum welfare can be written asW = mina�0 G(a); (6)where G(a) =Pc2V C vcexp[�Pl2Rc al]+ < a;C >.2.1 The iterative pricing schemeIn order to optimize social welfare, the network mustselect prices according to (6). A necessary condition forthe minimum of G(a) is@G@al = Cl � Xc:l2Rc Dc = 0; 8l 2 L with al 6= 0: (7)Hence, the minimization of (6) can be performed decen-tralized: at each link l, the price per unit of bandwidthal is increased or decreased if Cl <PDc or Cl >PDc,respectively. Each link updates its price in �xed inter-vals of duration T . We call these charging intervals anddenote them by n = 1; 2; : : :. The selection of T dependson how fast the aggregate tra�c changes and can be dy-namically adjusted based on on-line measurements. Inany case, it should not be less than the interval fromthe time a switch posts new prices until the time users'responses to these prices arrive at the switch, i.e., oneround-trip delay.From equation (4), the price per unit of bandwidth wncfor connection c during charging interval n is the sum ofthe prices anl on all links along its route. It is interestingto note that in the state of optimal social welfare theprices are determined by the congested links. Looking at(5), this is an interpretation of the following:� al = 0 for the non-congested links (PDc < Cl), and2



� al 6= 0 ^Cl =PDc =Pxc for the congested links.If xc(t) is c's sending rate at time t, then the charge forinterval n isCharge = wnc Z nT(n�1)T xc(t)dt = wnc �xnc T = wnc V nc ; (8)where �xnc is connection c's mean rate (in cells per second)during charging interval n, and V nc is the number of cellssent by connection c in interval n.3 Rate-based Congestion ControlRate-based ow control is the congestion control schemefor ABR tra�c adopted by the ATM Forum ([1, 2]). It isa closed-loop feedback control scheme according to whichthe network and destinations send congestion feedbackinformation to the sources which react appropriately. Allrate-based schemes fall within two categories: binaryfeedback and explicit rate schemes. In the �rst cate-gory, feedback information occupies a single bit, whereasin the second the network/destination send the source anexplicit rate it is allowed to send with. Next we describethe basic functionality of the explicit rate schemes.Every source periodically sends Resource Manage-ment (RM) cells5. When the destination receives RMcells, it sends them back to the source (possibly addingan explicit rate at which it can accept information). In-termediate switches monitor their output links to detectcongestion. A switch can detect congestion either fromthe length of its queues or if the total cell incoming rate(over some interval) is larger than the link's capacity. If aswitch detects congestion, it sets a congestion indicationbit and places an explicit rate ER in the backward RMcells6 traversing that link. While it does not receive RMcells or receives RM cells with the congestion indicationbit set, the source decreases its cell rate by some per-centage (multiplicative decrease). If the source receivesan RM cell with the congestion indication bit cleared, itis allowed to increase its cell rate by some additive quan-tity (additive increase). If an RM cell is received with anexplicit rate ER lower than the source's current cell rate,the source must reduce its rate to a value less than ER.It is important to note that rate-based schemes requirethat sources conform to the speci�ed behavior which wasjust outlined. If this is not the case, cell loss will resultnot only for the non-conforming connections, but also forthe well behaved ones7. This makes it necessary to policeconnections in the entrance of a public network.5Actually recommendations specify, [1], that sources sendone RM cell after a speci�c number of data cells have beensent (counter-based behavior). In this paper we consider theinterval-based behavior which is frequently adopted for analyticalconvenience.6Backward RM cells are those which are traveling towards thesources.7This can be avoided if switches implement a fair-share schedul-ing algorithm, e.g., round-robin, and per-vc queueing.

Although not part of the recommendations, all algo-rithms for computing the explicit rate try to fairly al-locate bandwidth (e.g., based on max-min fairness, [6]).However, fair allocation of bandwidth does not necessar-ily mean that it is e�ciently utilized from an economicviewpoint. This is the role of pricing.4 ImplementationIn addition to performing all functions related to owcontrol, switches adjust the price of bandwidth for eachof their output links according to the demand. Speci�-cally, for link l the price per unit of bandwidth anl duringcharging interval n is given byanl :=8>><>>:max�(1 + hPc:l2Rc Dn�1c �ClCl )an�1l ; 0� if an�1l 6= 0max�kPc:l2Rc Dn�1c �ClCl ; 0� if an�1l = 0(9)where Cl is the capacity of link l, Dn�1c is the demandfor bandwidth by connection c, and a0l = 0 for all l 2 L.Parameter k is a measure of the magnitude of the increasewhen the price is zero, and h is a measure of how muchprices change at each update.Two pricing speci�c �elds are added to the RM cell.The �rst contains the requested bandwidth (demand)and the second the price per unit of bandwidth, Figure 1.Based on the price announced by the network, the user ofeach connection c speci�es a requested bandwidth Dn�1c .These values are used by all switches along its route tocompute the new price per unit of bandwidth anl using(9). The switch adds this price to the amount containedin the price per unit of bandwidth �eld of the backwardRM cells traversing link l.With the above scheme, an RM cell that has returnedto the source contains the sum of the prices per unitof bandwidth on all links the corresponding connectiontraverses. This sum is the price wnc which is used tocompute the charge for interval n using (8). Charges arecomputed by a policing and billing unit located at thenetwork access point, Figure 1. As discussed in Section 3,besides computing charges, this device is also needed toensure users conform to the congestion feedback signalsthey receive from the network.Based on the prices returned via RM cells,users/sources can modify their bandwidth requeststhroughout the duration of their connection. This doesnot require interaction with the real user, but can be im-plemented automaticallyby some agent which is providedwith the demand function describing the user's prefer-ences. 5 Simulation ResultsThe goal of our simulation experiments was to studythe convergence properties and transient behavior of theproposed pricing scheme, and its interaction with rate-based ow control. Rather than simulating the network3



PBRB RM cell. The RB field contains the requested bandwidth
and the PB field contains the price per unit of bandwidth.
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user/sourceFigure 1: Pricing and billing architecture. The pricing &billing unit calculates charges using the price in the PB�eld and the number of cells sent in the correspondingcharging interval using (8).at the cell level, we have modeled the propagation ofrate changes and the propagation of resource manage-ment cells, thus achieving considerably smaller simula-tion times. The simulated network is shown in Figure 2.All link rates are 155 Mbps. In the three experiments wepresent here, interswitch distances were 1 km, 100 km,and 1000 km, respectively. Hence we can observe thetransient behavior in both a local and wide area environ-ment.
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3-4Figure 2: Simulated network.Sources are assumed to be greedy, i.e., they alwayswish to send at Peak Cell Rate (PCR) equal to 155 Mbps.Resource management cells are sent periodically every200 �s. When the source receives a backward RM cellindicating that there is no congestion, it is allowed toincrease its rate by the quantity PCR/16 (additive in-crease). In the other case, it decreases its rate by 1/16(multiplicative decrease). At all times, the source's send-ing rate is less than the explicit rate contained in theRM cell that was received last. A source's demand forbandwidth Dc(w) is exponentially decreasing with theprice of bandwidth, i.e., Dc(wc) = vc expf�wcg, wherevc=PCR=155 Mbps and wc is the price per unit of band-width. On the switch side, the rate control functions arethose of the ERICA (Explicit Rate Indication for Con-gestion Avoidance) scheme described in [1].In the �rst experiment the distance between switcheswas 1 km and the charging interval 200 �s. Parame-ters h and k in (9) were 0.4 and 0.05, respectively. Itwas observed that h determined the number of round-trip times needed for prices to converge (on the contrary,the number of round-trips was independent of the round-trip delay). Also, larger values of h (>1) could lead tooscillations. Although important, a detailed discussion

of which values for h lead to good convergence behav-ior falls outside the scope of this paper. We simply notethat the selection depends on the number of multiplexedVirtual Channels (VCs), the magnitude of changes rela-tive to link capacity, network topology, and the sources'demands. The simulation results showed that there isvirtually no e�ect of the pricing scheme on link utiliza-tion. Also, the time it took for the VC rates to convergewas not a�ected by the pricing scheme. Figure 3 showsthat prices converge quickly after changes of the inputtra�c.In the second experiment, the distance betweenswitches was 100 km and the charging interval 2.5 ms.Parameter h in equation (9) was 1.0 while k remainedthe same as before (= 0.05). As in the previous case,the pricing scheme had no e�ect on ow control. FromFigure 4(á), we see that prices converge. However, con-vergence times (� 20 ms) are greater than the case of 1km links (� 4 ms). In practice, this might not necessar-ily be a problem since in wide area networks, due to highaggregation of tra�c, changes are expected to be smallerand less frequent.Finally, the dynamic behavior of prices when thedistance between switches is 1000 km is shown in Fig-ure 4(â). The charging interval here was 21 ms. Both ex-periments of Figures 4(á) and 4(â) reached the �rst equi-librium state after the same (approximately seven) num-ber of iterations. However, convergence time is longerwhen interswitch distances are larger. This is due to thelarger pricing interval (2.5 ms for 100 km links and 21 msfor 1000 km links) which is imposed by the longer round-trip delay.
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Link 2-3(â) Price at link l2!3.Figure 3: Distance between switches is 1 km. VC 1started at 0 ms and terminated at 16 ms, VC 2 startedat 0 ms, and VC 3 at 6 ms. Converge time is � 4 ms.6 ConclusionWe have described a theoretically sound pricing schemefor ABR services, and discussed its implementation us-ing mechanisms provided by rate-based ow control asde�ned by the ATM Forum. Since the scheme utilizessuch mechanisms, there is no additional communicationoverhead, while the added complexity at the switchesand end-systems is minimal. We have also addressed theissue of dynamic behavior of the scheme and presented4
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Link 1-2(â) Interswitch distance is1000 km. Convergencetime is � 200 ms.Figure 4: Price at link l1!2 when the distance betweenswitches is 100 km and 1000 km, respectively. VC 1 and2 started at 0 ms, and VC 3 at 40 ms.simulation results showing that the pricing scheme has nonegative e�ect on the speed of convergence and the ob-tained throughput of ow control. Ongoing work includesexperiments with alternative user-demand functions andthe case of counter-based source behavior.In the proposed scheme, senders are charged. By re-versing the ow of prices and demands, the scheme can beused to charge the destinations (receivers). In this case,destinations (as opposed to sources in the case of sendercharging) send their demands in response to prices theyreceive from the network. Sources simply shape theiroutput according to the demand they receive from theirdestinations via RM cells. Charges are computed at theaccess point of the receiver. In the area of multicast con-nections where receivers are charged, the distribution ofprices among the receivers poses some interesting openquestions which require further research.A problem with all iterative update schemes is thelong convergence time when the round-trip delay is large.A scheme which removes the need for iterations alto-gether is a \smart market" biding for bandwidth. In [8],such an approach was proposed to individually chargethe transport of every packet. When applied for pricingbandwidth, users are required to place a bid (or will-ingness to pay) in addition to the amount of bandwidththey request. This bid is an upper bound on the priceper unit of bandwidth according to which they will becharged. Similar to the iterative scheme we presented,prices are zero when there is no congestion. On the otherhand, in the presence of congestion, users are allocatedbandwidth in the order of decreasing bids. The pricefor bandwidth at a link is the lowest bid of all requeststhat were accepted at that link. The advantage of thisapproach is that optimal prices are computed as soonas requests, along with their respective bids, arrive ata switch (hence no iterative adjustment of prices is re-quired). Its disadvantage is the additional complexityin the switches, since bandwidth allocation depends onusers' bids.Finally, in an extended version of this paper we will
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