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Understanding the interactions between nanoparticles (NPs) and lipid bilayers is critical for the design

of drug delivery carriers, biosensors, and biocompatible materials. In particular, it is desirable to

understand how to effectively translocate synthetic molecules through the cellular membrane, which

acts as a selective barrier to regulate transport into the cell. In this work, we use simulations and theory

to explore the role that surface reconstruction may play in non-specific interactions between NPs and

lipid bilayers. We show that NPs with a mixed hydrophobic/hydrophilic surface functionalization

capable of rearranging their surfaces to maximize hydrophobic matching with the bilayer core are able

to spontaneously establish a thermodynamically-favored position at the bilayer midplane.

Furthermore, this penetration behavior is most favorable thermodynamically when the surface of the

NP is near an order-disorder transition. Our analysis provides design criteria for future synthetic NPs,

with the goal of designing particles that can maintain a stable transmembrane orientation.
1 Introduction

The cellular membrane plays an essential role in controlling the

transport of external molecules into the cell interior. In biological

systems, the membrane acts as a selective barrier that only

permits the passage of certain molecules, regulated by a variety

of transmembrane protein channels and receptors that target

desired ligands. Non-specific, non-disruptive penetration of the

membrane without protein mediation is typically achievable only

by small molecules.1–3 Larger objects that bypass the membrane

via interactions with lipids, like cell-penetrating peptides,

generally induce significant disruption of the lipid bilayer struc-

ture.4,5 There is considerable interest in discovering methods to

translocate synthetic objects into and through the membrane for

drug delivery, biosensing, and other applications, but without

permanently disrupting the membrane and potentially triggering

cell death.6,7

Recently,8 it was shown that nanoparticles (NPs) coated with

a structured surface monolayer of hydrophobic and hydrophilic

ligands were capable of non-specifically penetrating biological

membranes in an energy-independent process, without showing

evidence of endocytosis, poration, or cytotoxicity. Penetration

thus appeared to occur via interaction between NPs and the lipid

bilayer itself as the process did not involve interactions with

transmembrane receptors and occurred in multiple distinct cell

types. Penetration is surprising given the large number of

charged ligands present in the monolayer,9 which make the NPs

soluble in aqueous solvent but also present a seemingly large
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energy barrier for moving charged groups through the hydro-

phobic bilayer core.10–12 An explanation for how these NPs move

across the bilayer has yet to be found in the literature, but Verma

et al. suggested that the surface morphology of the NPs may play

a critical role.8

Similar interactions between NPs and lipid bilayers have been

studied extensively in recent years using atomistic and coarse-

grained simulations. Many studies have focused on the role of

non-specific behavior such as surface charge,13–18 which is known

to disrupt and induce poration in bilayers. Surface morphology

has been explored by studying particles with mixed hydrophobic/

hydrophilic surfaces, which exhibit dramatically different free

energy barriers when pushed through a bilayer as a function of

the number of hydrophilic ligands,19–21 and studying Janus

particles, which have been shown to stabilize existing bilayer

pores.22 Shape was examined as a physical parameter by simu-

lating anisotropic particles, which showed preferential penetra-

tion over spherical particles,23 and by modeling carbon

nanotubes and their influence on the surrounding bilayer.24,25

Finally, several studies have focused on simulations of more

specific systems, including curved proteins,26 HIV,27 ligand-

coated NPs,28and DNA-grafted nanoparticles.29 For more

examples, the reader is referred to a recent review.30 The wealth

of work in this field underlines the importance of further

understanding NP-bilayer interactions, and especially the role of

NP surface characteristics.

These studies suggest that highly charged surfaces in general

lead to strong bilayer perturbations, while surfaces that are more

hydrophobic in nature can achieve the type of non-disruptive

penetration observed in ref. 8. The previous simulation studies

are also self-similar in that they represent NP surfaces as largely
This journal is ª The Royal Society of Chemistry 2011
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fixed, without the possibility of significant conformational

changes. However, simulations of transmembrane proteins have

shown that charged amino acid side chains undergo significant

rearrangement to avoid contact with the hydrophobic bilayer

core, a process called ‘‘snorkeling’’.12,31 Similarly, recent work on

lipid bilayer-wrapped silica NPs has shown that the fluid bilayer

surface permits the rearrangement of ligands for enhanced tar-

geting specificity.32 In both of these examples, the key property of

the system is the ability to dynamically adjust to the presence of

the bilayer.

In this work, we propose a new motif for designing synthetic

NPs that non-specifically target the characteristic amphiphilic

nature of lipid bilayer. The key assumption of our work is that

the surface of the NP is composed of a mixture of hydrophobic

and hydrophilic ligands that are capable of rearranging to

maximize favorable interactions with the hydrophobic core.

Environmentally-responsive behavior of this sort has been

observed in other soft matter systems, including surfaces grafted

with polymer brushes33 or alkanethiol monolayers,34 and in

principle may apply to several other physical systems as well. We

especially focus on NPs that have a diameter on the order of 10

nm and are therefore larger than the hydrophobic core of the

bilayer, thus approximating the size of NPs described in the

literature. By permitting the dynamic restructuring of the NP

surface, we show that penetration can be achieved when the

surface of the NP is near an order-disorder transition (ODT)

such that the barrier for surface rearrangement is low, enabling

the formation of a thermodynamically-favorable NP-bilayer

complex. We have additionally developed a mean-field theory to

confirm this result independent of the simulation methods.

Furthermore, we discuss several model systems that may display

this type of ODT under experimentally obtainable conditions

and hence may serve as model systems for observing environ-

mentally-responsive penetration behavior.
Fig. 1 Simulation snapshots of NPs with their initial surface configu-

rations prior to bilayer interactions. The critical value of lc for an ODT

on the surface was found by measuring fluctuations in the surface energy,

which spikes near the transition. lc was measured as 0.32 for a hydro-

philic phase fraction f of 0.5, and 0.38 for f of 0.4 or 0.6. a) Phase

separated state, corresponding to l > lc. b)Mixed state, corresponding to

l < lc.
2 Simulation methods

2.1 Modeling NP surface rearrangement

In this model, we consider the behavior of spherical NPs coated

with ligands capable of dynamically rearranging on the NP

surface in response to the surrounding environment. It is

assumed that all ligands are either hydrophobic or hydrophilic

such that exposure to the hydrophobic core is energetically

favorable for the former and unfavorable for the latter. To put

the model in the most general terms possible, the physical

mechanism of rearrangement is not explicitly defined (though

several example systems that may exhibit this type of responsive

behavior are outlined in Sec. 6), and instead the surface is rear-

ranged to minimize an effective surface energy which is a func-

tion of the composition of the surface, the positions of ligands,

and the surrounding environment of each ligand. Because

ligands are able to rearrange on the surface, the surface exhibits

phase behavior that is biased by contact with the hydrophobic

bilayer core.

A simple Ising model is used to represent the NP surface

energy based on the interactions between the ligands. Interac-

tions with the bilayer are included by treating the hydrophobic

core as an effective field that adds a term to the energy of each
This journal is ª The Royal Society of Chemistry 2011
ligand with a sign dependent on whether the ligand is hydrophilic

or hydrophobic. The energy of ligand i is then

Ei ¼ Bi � l
X
j˛nðiÞ

sisj (1)

where Bi is the effective field acting on the ligand due to the

hydrophobic core, n(i) is the set of nearest-neighbors for ligand

i, l is a parameter defining the strength of the interaction between

near-neighbor ligands, and s is the ‘‘spin’’ of the ligand, defined as

+1 if the ligand is hydrophilic, and�1 if the ligand is hydrophobic.

Bi is defined as 0 for all ligands that do not interact with the

hydrophobic core, positive for hydrophilic ligands exposed to the

core, and negative for hydrophobic ligands exposed to the core,

essentiallymaking it an interfacial energy term. The total energy of

the surface is equal to the sum over all ligands on the surface.

The critical parameter in the Ising model is l, which deter-

mines interactions between neighboring ligands. The value of l

gives rise to surface phase behavior when the NP is not in contact

with the bilayer (Bi ¼ 0 for all i). If l < 0, the surface energy is

minimized by mixing hydrophobic/hydrophilic ligands, while if

l > 0 phase separation is energetically preferred leading to Janus

particles. Because the rearrangement process permits many states

of the surface that have an identical surface energy but distinct

ligand positions, there is also a configurational entropy contri-

bution to the total free energy of the surface that favors the

homogeneous state. Due to this entropy term, the ODT between

the homogeneous and heterogeneous state occurs for a critical

value lc > 0. Fig. 1 shows simulation snapshots of these two

initial surface morphologies expected for NPs prior to exposure

to the bilayer as determined by Monte Carlo sampling. It should

also be emphasized that upon contact with the bilayer, the

parameter Bi in eqn (1) will no longer be 0 and as a result the NP

will not necessarily maintain one of these two morphologies.

However, lc is calculated when there is no contact with the

bilayer and hence is strictly a function of the NP surface char-

acteristics. The method for calculating lc for the ODT observed

on the surface is discussed in the next section.

2.2 Coarse-grained model of NP-bilayer system

Coarse-grained simulations were used to model the translocation

of a single NP with a dynamically rearranging surface into a lipid
Soft Matter, 2011, 7, 11392–11404 | 11393
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Fig. 2 Schematic illustrating different potentials acting on the system.

The bilayer was held together by a combination of long-range attractive,

bending, and spring potentials as described by ref. 36. The NP interacts

with the bilayer via short-ranged attractive and repulsive potentials.

Rearrangement of beads on the surface was governed by the Ising model

with key parameter l.

Pu
bl

is
he

d 
on

 1
9 

O
ct

ob
er

 2
01

1.
 D

ow
nl

oa
de

d 
by

 P
en

ns
yl

va
ni

a 
St

at
e 

U
ni

ve
rs

ity
 o

n 
06

/0
3/

20
16

 0
3:

56
:2

5.
 

View Article Online
bilayer. An implicit solvent bilayer model first developed by

Cooke et al.35,36 was chosen because it has been previously used

to model interactions with other external objects, including cell

penetrating peptides37 and viruses.26 Each lipid was modeled as

a hydrophilic head bead and two hydrophobic tail beads joined

by harmonic springs, with an additional spring potential between

the first and third bead to limit bending. The diameter of all

beads was set by a repulsive Weeks-Chandler-Anderson

potential,

Urep ðrÞ ¼ 43
h
ðb=rÞ12�ðb=rÞ6þ1=4

i
r# rc

0 r. rc

(
(2)

This sets rc as the diameter of the beads, with rc ¼ 21/6b. To

reflect the larger size of lipid tails, the length b was set such that

bhead,head¼ bhead,tail¼ 0.95d and btail,tail¼ 1.0d. d and 3 thus set the

length and energy scales of the simulation. In this implicit solvent

model, the bilayer is held together by long-range attractive

potentials between all tail beads and no water molecules are

present in the simulation. Even in the absence of solvent, the

long-range potential was shown by the authors of the model to

self-assemble free lipids into a bilayer that displays physical

parameters (e.g. area per lipid, bending modulus, etc.) equivalent

to those found in biological membranes.35,36 The chief advantage

of the solvent-free approach is computational efficiency, even

compared to other coarse-grained models.38 For this long-range

interaction we used a modified Lennard-Jones potential,

UattrðrÞ ¼

8>>><
>>>:

�3 r\ rc þ wf

43

��
b

r� wf

�12

�
�

b

r� wf

�6�
rc þ wf # r# 3:0d

0 r. 3:0d

(3)

Together, the combination of eqn (2) and eqn (3) give a Len-

nard-Jones potential modified by the addition of a flat plateau

inserted at the energy minimum, 3, with a width wf. Cooke et al.

showed that changing the value of wf changed the bilayer state

from fluid to gel phase and is a critical tuning parameter in this

model. In this work, wf was set to 0.35d, corresponding to a fluid

bilayer according to the phase diagrams in ref. 36. The length

scale of the system was set as d ¼ 0.7nm in order to reproduce

experimental measurements for the average area per lipid in the

fluid phase. Finally, the energy scale was set by 3¼ 1.3kBT, again

consistent with these phase diagrams. With this set of potentials,

the bilayer self-assembled from a random initial lipid configu-

ration. Fig. 2 presents a schematic of the potentials present in the

system, with additional details available in ref. 36.

The NP was constructed as a uniformly spherical hollow shell

of beads, assembled by defining an initial icosahedron and iter-

atively bisecting sides of each face, then scaling each bead to the

appropriate radius to yield a spherical surface. Based on this

assembly method, all surface beads had six nearest neighbors

except for the initial twelve beads which had five nearest neigh-

bors, creating a well-defined lattice. All beads on the NP surface

had a diameter of d and the diameter of the assembled particle

was set to 14.0d, or 9.8 nm, with 642 total beads. The spherical

surface was maintained by joining all beads together with

harmonic springs to maintain their initial positions. Finally, each
11394 | Soft Matter, 2011, 7, 11392–11404
bead on the surface was defined as either hydrophobic or

hydrophilic with a set phase fraction f defining the relative

proportions of each type.

Interactions between the NP and bilayer were modeled using

a combination of long- and short-ranged potentials. The long-

range potential described in eqn (3) was applied between

hydrophobic beads on the NP surface and the lipid hydrophobic

tails; however, this potential was only applied when the NP beads

were not within the core of the bilayer (defined as the z-coordi-

nate of the NP bead being within the z-coordinates of the upper

and lower head beads of the closest lipids). Once NP beads were

embedded in the bilayer, however, a repulsive short-ranged

potential was applied between embedded hydrophilic NP beads

and the bilayer core, while an attractive short-ranged potential

was applied between hydrophobic NP beads and the bilayer core.

The short-ranged potentials were given by

Unp
attr(r) ¼ �3npe

�r/x (4)

Unp
rep(r) ¼ knpe

�r/x (5)

where 3np and knp are prefactors giving the strength of the

attractive and repulsive potentials, respectively, and x is the

decay length. The short-range potentials were necessary to real-

istically model the system because the long-range potential alone

presented no barrier for moving hydrophilic NP beads into the

bilayer core, biasing lipids toward completely wrapping around

the NP. Using the short-range potentials encouraged strong

hydrophobic matching between hydrophobic beads on the NP

and the lipid tails, while the repulsive short-ranged potential

modeled the cost for moving hydrophilic beads into the core and

explicitly penalized unphysical conformations. These potentials

thus can be thought of as modeling the interfacial energy between

the NP and bilayer. The long-range attractive potential modeled

the driving force for hydrophobic attraction (i.e. the hydro-

phobic effect39) and provided an initial driving force for NP-

bilayer interaction until the NP came into contact with the

bilayer core. For all simulations knp was fixed at 1.0 kbT, while 3np
was varied as a primary tuning parameter. Though the value of
This journal is ª The Royal Society of Chemistry 2011
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knp was low, this was sufficient to ensure favorable rearrange-

ment of the surface to avoid hydrophilic NP-hydrophobic tail

bead contacts for all observed simulations (with the rearrange-

ment process detailed below), and higher values of knp made no

appreciable difference. x was set such that the attractive potential

dropped to a value of 0.1kBT at a distance of two bead diameters,

ensuring that both potentials were very short-ranged. Though

there was a jump in the potential felt by the NP surface when

there was a switch from the long- to short-ranged potentials upon

NP insertion, this jump had little effect on final simulation results

since the strength of the short-ranged potentials primarily

controlled NP-bilayer behavior. Finally, it should be noted that

no interactions with the hydrophilic lipid head beads were

included; while in principle the NP could interact with the lipid

heads (as is observed in biological systems, including cell-pene-

trating peptides4), these interactions would likely have a highly

specific form depending on the specific structure of the NP

surface that is not within the context of this simple model and

will be considered explicitly in future work. However, at the

phenomenological level we can think of these interactions as

essentially modifying the effective surface tension, and thus are

incorporated within this coarse-grained model in the constants

knp and 3np.

Two separate simulation methodologies were employed to

simultaneously model the evolution of bead positions in the

system and dynamic rearrangement of the NP surface. A

Brownian dynamics algorithm was used to simulate the motion

of beads in the bilayer system subject to the potentials described

above. Brownian dynamics is a simulation technique developed

to implicitly model the effect of solvent by incorporating random

forces that generate Brownian motion. This simulation technique

is particularly appropriate for this model given the lack of

explicit solvent molecules in the coarse-grained representation of

the bilayer and NP. The algorithm for Brownian dynamics is:40

rðtþ DtÞ ¼ rðtÞ þ D

kBT
fðtÞDtþ DrG (6)

where D is the diffusion coefficient, Dt is the step size over which

the forces f(t) are assumed to be constant, and DrG is a random

force with each component chosen independently from

a Gaussian distribution with a mean of zero and a variance of

2DDt. Forces are calculated directly from the potentials

described above during each timestep. This equation can be

simplified to dimensionless units by defining ~r ¼ r/d, ~f ¼ fd/kT,

and ~Dt ¼ Dt=s where s is the characteristic diffusion time, given

by s z hd2i/D. Fluctuation-dissipation theory also allows the

random force to be written as

DrG ¼
ffiffiffiffiffiffiffi
2D

Dt

r
D~rG (7)

Substituting in these relations reduces eqn (6) to the dimen-

sionless form

~rðtþ D~tÞ ¼ ~rðtÞ þ D~t f~ðtÞ þ
ffiffiffiffiffiffiffiffi
2Dt~

p
Dr~

G
(8)

Eqn (8) was used to model bead motions in the system with

dimensionless step size D~t ¼ 10�4.

To model the rearrangement of the NP surface, a Monte Carlo

algorithm was used to switch adjacent beads on the NP surface to
This journal is ª The Royal Society of Chemistry 2011
maintain an optimal configuration. For each Monte Carlo

timestep, two near-neighbor beads of opposite type (hydro-

phobic/hydrophilic) were chosen and randomly switched with

a probability

Pij ¼
(

1 DUising
ij \ 0

e
�DU

ising
ij

=kT DUising
ij $ 0

where DUising
ij is the change in energy of beads i and j and their

neighbors from the Ising model defined in eqn (1). The external

field Bi in this equation was determined for each ligand from the

pair-potentials defined in eqn (3), (4) and (5) based on the current

positions of the beads as determined by Brownian dynamics. By

explicitly switching beads, the total number of each type of

ligand on the NP surface was conserved throughout the entire

simulation run. As a model simplification, the timescale for

rearrangement was assumed to be faster than the diffusion time

of lipids. This simplification maintains generality by ignoring the

specific mechanism, and hence timescale, of rearrangement for

the NP surface (see Sec. 6 for examples of possible rearrangement

mechanisms). Given the assumption of fast rearrangement, 1 000

Monte Carlo timesteps were taken per Brownian dynamics

timestep. During the entire simulation run, then, the NP surface

was continuously rearranged such that the positions of the NP

beads always minimized the surface energy given by eqn (1).

From this equation and the potentials that determine Bi, rear-

rangement was dependent on the parameter l, the cost for

neighbor interactions on the surface, knp, the cost for exposing

hydrophilic NP beads to lipid tails, and 3np, the gain in energy for

bringing hydrophobic NP beads in contact with lipid tails. It can

be said that this methodology models a fast-responsive NP. The

opposite regime, in which the NP cannot rearrange rapidly and

maintains a fixed surface morphology, has been studied previ-

ously16,19,21,23 and will not be addressed in the present study.

To calculate the critical value lc for the ODT, Monte Carlo

simulations of the rearrangement process alone were run in the

absence of a bilayer with steadily increasing values of l. The total

system energy was calculated from eqn (1), where the energy was

summed over the entire surface and the perturbing field Biwas set

to 0 for all beads since no bilayer was present. The heat capacity

of the system is proportional to the fluctuations in the surface

energy and was also calculated as a function of l.41 lc was

identified as the value of l where a spike in the heat capacity was

observed, which occurred for a value of 0.32 for a phase fraction

of f ¼ 0.5 and 0.38 for f ¼ 0.4 and f ¼ 0.6.

Full simulations were run by introducing NPs very close to the

surface of pre-equilibrated bilayers in the fluid state containing

7 200 lipids. The bilayer was maintained with zero surface

tension by using large free bilayers (i.e. no periodic boundary

conditions). No additional driving force for aggregation was

introduced. Simulations were run for 40 million Brownian

dynamics timesteps. Three parameters were varied between

simulations: l, 3np, and f.
3 Simulation results and discussion

Fig. 3 presents simulation snapshots of the observed NP-bilayer

interactions and corresponding ‘‘phase diagrams’’ for the system,

depicting values of l and 3np for which the different behaviors
Soft Matter, 2011, 7, 11392–11404 | 11395
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were observed. Three diagrams are shown, denoting observed

system behavior as a function of the phase fraction f of NP

hydrophilic beads. l is normalized by the critical value lc for each

f. If l/lc < 1, the NP surface preferred a homogeneous state when

not in contact with the bilayer, while if l/lc > 1 the NP surface

preferred a phase separated state when not in contact with the

bilayer. 3np controls the strength of the interaction between lipids

and the hydrophobic beads on the NP surface; higher values of

3np corresponds to stronger attraction. Surface rearrangement

was also critically dependent on 3np since the parameter Bi in

eqn (1) is determined by NP-bilayer contact and hence the

value of 3np.

Varying l and 3np gave rise to five distinct behaviors that are

illustrated in Fig. 3a. The first behavior (black diamonds in

Fig. 3) was trivial. For low values of 3np and low values of l, the

surface of the NP maintained an homogeneous morphology

since the value of 3np was too small to induce surface recon-

struction on the NP - that is, even when in contact with the

bilayer the morphology was dominated by the parameter l

rather than the field Bi. The repulsive interactions between the

hydrophobic bilayer core and the hydrophilic ligands in the

homogeneous morphology thus prevented any NP-bilayer
Fig. 3 Results from coarse-grained Brownian dynamics simulations with N

minimize the surface energy via a Monte Carlo algorithm coupled to the pos

parameter l are shown scaled by the critical value lc, which was 0.32 for a

Simulation snapshots of the five observed behaviors, including the case when

described in detail in the text. Teal beads on the NP are hydrophobic, white b

morphology in the case of penetration. The distinction between ‘‘Janus’’ pene

bottom surface of the NP in the ‘‘Janus’’ case, leaving the hydrophobic cap

behavior was observed as a function of the key parameters l, 3np, and f. Note

11396 | Soft Matter, 2011, 7, 11392–11404
complexation. In the case of l/lc > 1, where the NP assumed

a Janus morphology, if 3np was too low there would be an

insufficient driving force for penetration to compensate for the

cost in deforming the bilayer. The other four regimes all

involved perturbation of the bilayer, and were distinguished

largely by the NP’s ability to rearrange its surface to maximize

favorable interactions between the surface and the bilayer core.

Note that in all cases, NP-bilayer interactions occurred spon-

taneously since no additional force was applied to push the NP

into the bilayer.

For values of l < lc and low values of 3np, a weak complexation

behavior was observed (red circles in Fig. 3). The NP was unable

to translocate to the bilayer midplane but instead induced

significant curvature of the bilayer, similar to the curvature

induced by wedge-like proteins.42This behavior resulted from the

strong tendency for the NP to maintain a homogeneous surface

when l < lc, and the relatively weak interaction with the bilayer

was insufficient to induce surface reconstruction for more

favorable hydrophobic matching. The overall driving force for

penetration was thus insufficient to allow complete penetration

to the midplane, and the bilayer instead curved to maximize

matching with the curved surface of the sphere.
P of diameter 2R z 14.0d. The NP surface dynamically rearranges to

itions of beads in the Brownian dynamics simulation. Values of the Ising

hydrophilic phase fraction f ¼ 0.5, and 0.38 for f ¼ 0.4 or f ¼ 0.6. a)

no interaction between NP and bilayer was observed. Each behavior is

eads are hydrophilic. Note especially the three-region symmetric surface

tration and wrapping is evident from the lack of lipids coordinating the

exposed to solvent. b) Phase diagrams illustrating when each different

the colors and symbols correspond to the representative snapshots in a).

This journal is ª The Royal Society of Chemistry 2011
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When l or 3np was increased, the NP surface was able to

rearrange to form a characteristic three-region symmetric

morphology and the NP penetrated fully to the bilayer midplane

(green triangles in Fig. 3). The region of the NP that was

embedded in the bilayer core was primarily hydrophobic and the

two protruding spherical caps were hydrophilic. This

morphology resembled typical transmembrane proteins, which

exhibit surfaces with large hydrophobic regions confined to the

bilayer core and hydrophilic regions located in solvent. The

formation of this surface resulted from both a low barrier to

rearrangement and strong perturbation from the bilayer (high

3np). The barrier for formation of this surface morphology was

lowest when l was near the critical value lc for an ODT on the

particle surface. Near this transition, the energy cost for an

initially homogeneous surface to phase separate was low, and the

cost for an initially heterogeneous surface to create a third phase

(and resulting line tension) was also low. The perturbing effect of

the bilayer due to 3np was thus able to induce the rearrangement

of hydrophobic ligands into contact with the bilayer core while

displacing hydrophilic ligands at the same time, leading to

a strongly preferred transmembrane morphology. A simulation

snapshot of this three-region symmetric morphology is shown in

Fig. 3a.

If l was further increased well above lc, the NP surface

strongly preferred a phase separated, Janus morphology (shown

in Fig. 1a) in the absence of the bilayer. As a result, contact with

the bilayer was insufficient to induce the three-region symmetric

morphology characteristic of penetration due to the high line

tension between phases on the surface. There were two separate

behaviors that were observed in this case. For low values of 3np,

the favorable interaction between lipids and the hydrophobic

region of the NP surface led to some anchoring of lipids to the

surface (teal crosses in Fig. 3). However, the bilayer did not show

noticeable deformation, with the lipids preferring to maintain

coordination by other lipids. In this case, the NP exposed the

hydrophobic ligands not in contact with the bilayer core to the

implicit solvent while still penetrating toward the bilayer mid-

plane, a mechanism we refer to as ‘‘Janus’’ penetration. It is likely

that strongly Janus particles of this type would have induced

pore formation in order to minimize this hydrophobic exposure

if multiple NPs were present in the simulation.22,37 For large

values of 3np, lipids instead anchored strongly to the NP surface

and wrapped around the entire hydrophobic region of the NP

(blue squares in Fig. 3). The favorable gain in energy due to

a high 3np from these NP-lipid contacts was sufficient to over-

come the considerable strain energy associated with this bilayer

disruption. NP adhesion of this type has been observed in

simulation studies previously, and is well-studied.43

The phase diagrams for different hydrophilic phase fractions

showed the same five behaviors though under different param-

eters. As f increased from 0.4 to 0.6, symmetric penetration

behavior was observed for a smaller range of l and 3np values,

consistent with a smaller number of hydrophobic ligands and

resulting decrease in attractive interactions with the bilayer.

Most notable, however, is that symmetric penetration behavior

was consistently observed for the lowest values of 3np when the

NP surface was near an ODT (l/lc z 1.0), implying that even if

the gain in interfacial energy was minimal the NP was still able to

penetrate. This result can be again understood due to the low cost
This journal is ª The Royal Society of Chemistry 2011
of forming the three-region symmetric morphology exhibited by

NPs that penetrate.

These phase diagrams present several options for manipu-

lating NP-bilayer interactions depending on the ease of modi-

fying the key parameters l, 3np, and f. In principle, l is dependent

on the physical system under consideration, some of which are

discussed in Sec. 6. Since 3np is effectively an interfacial energy,

this parameter may be more difficult to modify chemically, and

hence NP-bilayer behaviors should be tuned by modifying l

and f.
4 Theory

While the coarse-grained simulations established the variety of

interactions possible between the NP and bilayer, the thermo-

dynamics of NP penetration are of particular interest, as this is

the behavior most suitable for biological applications. The

simulation results indicated that two primary types of penetra-

tion were possible: symmetric penetration, where the NP trans-

located to a stable position at the bilayer midplane and all

hydrophobic surface area was exposed to the bilayer core; and

Janus penetration, where the NP maintained a phase separated

Janus morphology and exposed some hydrophobic area to

solvent upon penetration into the bilayer. These two behaviors

were observed for relatively similar values of 3np, but different

values of l, with Janus penetration preferred when l/lc > 1. To

fully understand the penetration of NPs, then, the free energy

change for achieving either of these two states was calculated,

with the lower free energy state being preferred at equilibrium. In

this section, the change in free energy of the system for both cases

will be derived using a continuum approximation for the NP and

bilayer in place of the discretized approach used in simulations. In

the continuum approximation, the key parameter 3np, which acted

as a pair-potential in simulations, is replaced instead by g,

a parameter giving the attractive interfacial energy per hydro-

phobic ligand. Similarly, knp, the prefactor for the repulsive inter-

action that was fixed in the simulations is now replaced by m, the

repulsive interfacial energy per hydrophilic ligand. The free energy

is thus a function of g, m, and l. Finally, while l in this continuum

approximation is qualitatively the same as in the discretized

simulations, treating the NP as a continuum rather than discrete

lattice leads to a quantitatively different lc than in simulations;

however, the effect of l on the system remains the same.

The approach for calculating the free energy change for both

the symmetric and Janus penetrated states is similar, so the

analysis will first be performed for the symmetric case. Relevant

differences for Janus penetration are then discussed in section

4.7. Fig. 4 is a simple schematic outlining the system under

consideration in the case of symmetric penetration. The initial

state of the system is an unperturbed bilayer of height h0 and

a NP of radius R, with a surface morphology dependent on the

neighbor interaction energy l. It is assumed that in the final state

the NP penetrates exactly to the bilayer midplane, and there is

complete symmetry around the bilayer center. It is further

assumed that the NP surface will divide into two distinct regions,

representing one area exposed to the bilayer core and one area

(divided into two spherical caps) exposed to aqueous solvent.

These regions are labeled as A+ and A� in Fig. 4, and can be

calculated fromR and h, the deformed thickness of the bilayer. In
Soft Matter, 2011, 7, 11392–11404 | 11397
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Fig. 4 Schematic illustrating the different geometric variables consid-

ered in theory. a) The initial state, with a NP of radius R with either

a phase separated or homogeneous surface (drawn here as homogeneous)

dependent on l. The unperturbed bilayer has thickness h0. b) The final

state, with a NP exhibiting phase separation to maximize hydrophobic

matching, leading to two regions of identical area A+ by symmetry

outside the bilayer, and region exposed to the bilayer interior with area

A�. The dividing line between the two phases has circumference L, and

the bilayer assumes a new thickness h.
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general, the region labeled as A+ will tend to be more hydrophilic

due to solvent exposure, while the region labeled as A� will tend

to be more hydrophobic providing favorable hydrophobic

matching. This morphology is identical to the surface

morphology observed in simulations (shown in Fig. 3) when

penetration occurs. Finally, the boundary between the external

and internal regions on the surface has length L, and gives rise to

a line tension between these two phases.

Based on the system described, four terms are included in the

overall free energy change: DFint(h,R, g, m), the interfacial energy

change for the NP surface; DFline(h, R, l), the line tension

between regions on the NP surface; DFsurf(h, R, l), the change in

surface energy due to neighbor interactions; and DFbilayer(h, h0),

the change in bilayer elastic energy from deformation induced by

the particle. The total change in free energy is then:

DF ¼ DFint + DFline + DFsurf + DFbilayer (9)

The driving force behind penetration is the change in interfa-

cial energy, as all the other terms are positive. In what follows we

will first calculate DFsym, the total change in free energy for

penetration to the symmetric state following from eqn (9). In

section 4.7 the changes necessary to calculate DFJanus, the total

change in free energy for penetration to the Janus state, will be

outlined, again following from eqn (9).
4.1 Surface (Ising) energy

The energy of the NP surface can be determined from the Ising

model defined in eqn (1). In the simulations the Ising energy of

the surface was explicitly calculated based on pair interactions;

however, this calculation can be simplified using a mean-field
11398 | Soft Matter, 2011, 7, 11392–11404
approximation, where it is assumed that all the ligands in a given

region have the same average ‘‘hydrophilicity.’’ The two different

regions, A+ and A� will generally have different average hydro-

philicities, denoted by hsi+ and hsi� respectively. Recall that in

eqn (1), hydrophilic ligands are given a spin of +1 and hydro-

phobic ligands are given a spin of �1, so that the names of the

two areas reflect the sign of the average hydrophilicity in each.

In this mean-field approximation, the summation in eqn (1) is

replaced by

Ei ¼ �lhs(l)i2 (10)

Note that there is no reference to the number of neighbors for

molecule i, as it is assumed that the number of near-neighbors

is incorporated in the effective parameter l. The external field Bi is

also set tozero; the effect of the externalfield fromthebilayer core is

included in the DFint term described below. Given these assump-

tions, a complete expression for the surface energy is written as

Esurf ¼ �rl(A+hsi2+ + A�hsi2�) (11)

where r is the grafting density of ligands on the surface. In

addition to the surface energy, it is also necessary to include the

Bragg-Williams entropy of mixing in each region under the

assumption that the rearrangement mechanism gives rise to

a configurational entropy:

S� ¼ �kBrA�[f�ln(f�) + (1 � f�)ln(1 � f�)] (12)

S+ ¼ �kBrA+[f+ln(f+) + (1 � f+)ln(1 � f+)] (13)

where f� ¼ 1þ hsi�
2

and fþ ¼ 1þ hsiþ
2

, representing the phase

fractions of hydrophilic ligands in each region, rather than the

average hydrophilicity, and kb is the Boltzmann constant. Note

that the entropy of either region is simply set to 0 if either f is 0,

as this is the limit of complete phase separation.

The total surface free energy is then given as the sum of the

energetic and entropic components, giving:

F final
surf ¼ Esurf � T(S� + S+) (14)

Note that while this is the final surface free energy, the free

energy change DFsurf is the important quantity, so the baseline

free energy must also be calculated as described in section 4.3.
4.2 Line tension

If the average hydrophilicities of A+ and A� are different, as is

expected in general, a line tension will arise due to unfavorable

interactions along the boundary between regions. This term can

be calculated from the Ising model and eqn (10) by assuming that

ligands on the border between the regions have an environment

where half of the neighbors are from one region and half are from

the other. Along the boundary, the surface energy of the ligands

inside the bilayer will be given by � l

2

h
hsi�hsiþ þ hsi2�

i
, while

the energy of the ligands outside the bilayer will be given by

� l

2

h
hsi�hsiþ þ hsi2þ

i
. However, in the previous section it was

assumed that all ligands had the same surface energy, so to avoid
This journal is ª The Royal Society of Chemistry 2011
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overcounting �lhsi2� must be subtracted for each ligand along

the boundary internal to the bilayer and �lhsi2+ must be sub-

tracted for each ligand external to the bilayer since these energies

would have been already been included in the previous calcula-

tion. Finally, it is necessary to account for the number of ligands

affected, which is approximately given by the product of the

boundary length L and
ffiffiffi
r

p
. The total line tension (doubled to

account for the two boundaries) is then:

F
final
line ¼ lL

ffiffiffi
r

p h
hsi2� þ hsi2þ � 2hsi�hsiþ

i
(15)

Given the assumption of spherical symmetry, the boundary

length is solved as the circumference of a spherical cap, yielding

L ¼ p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4R2 � h2

p
. As with the surface energy, this expression is

for the final line tension only and must be compared to the

baseline line tension to find DFline.
4.3 Baseline surface energy and line tension

In order to calculate the free energy change upon bilayer

complexation, the baseline energy of the NP surface must be

determined as the sum of a line tension and surface energy term

with equations similar to those described above. It is assumed

that the NP surface is divided into at most two phases (corre-

sponding to a Janus particle), and that the surface energy and

line tension can be calculated in terms of A1, the area of one of

these two phases, and hsi1, the average hydrophilicity of this

phase. Numerically minimizing the sum of the surface energy and

line tension for a given l yields A1, hsi1, and the baseline free

energy. Below lc, the energy will be minimized when A1 ¼ 0,

implying only a single, homogeneous surface, while above lc, A1

> 0 implying phase separation. The critical lc marking the ODT

thus corresponds to the lowest lwhereA1 is greater than 0. Using

this method, lc was found to be invariant as a function of R, and

was equal to 0.59 for f ¼ 0.5 and 0.71 for f ¼ 0.4 and f ¼ 0.6.
4.4 Bilayer deformation

The NP-bilayer interaction could lead to deformations of the

bilayer away from its unperturbed thickness in order to gain in

interfacial energy. As a simple estimate of this deformation

energy, we used a continuum model developed by Nielsen and

Anderson44,45 that predicts the change in bilayer deformation

energy due to thickness deformations. The model has been

previously parameterized to match experimental results from the

interactions between bilayers and transmembrane gramicidin

channels, which have approximately the same size as the NPs

under consideration and hence make a suitable analogue.

Finally, the authors of this model also demonstrated that the

effect of surface tension was minimal and can be ignored, an

assumption also made in this work. Based on their work and the

choice of suitable fitting parameters the deformation free energy,

assuming a baseline of no perturbation, is written as

DFbilayer ¼
�
278:0

�
R

3:0

�1:023

þ77:0

��
h� h0

2

�2

(16)

4.5 Interfacial energy

The final free energy change to consider is the interfacial energy

of the system, reflecting the free energy change associated with
This journal is ª The Royal Society of Chemistry 2011
changing the solvent conditions around each ligand. This free

energy change can be calculated in terms of the penalty incurred

by the exposure of ligands to unfavorable solvent conditions.

Hydrophobic ligands exposed to aqueous solvent are penalized

by the parameter g, while hydrophilic ligands exposed to the

hydrophobic bilayer core are penalized by the parameter m. The

driving force for aggregation is the minimization of the interfa-

cial energy, since in the baseline state the hydrophobic ligands are

necessarily exposed to aqueous solvent in this model and incur an

energy penalty.

We can write the initial interfacial energy of the initial NP in

terms of the phase fraction of hydrophilic ligands alone, since in

principle the interfacial energy does not depend on whether the

surface ismixedorhomogeneous. Thebaseline interfacial energy is

Fbaseline
int ¼ Ar(1 � f)g (17)

In analogous fashion, we can calculate the interfacial energy of

the internal (hydrophobic) and external (hydrophilic) regions

upon complexation, with the energy based on the average

hydrophilicities of those regions.

Fþ
int ¼

Aþrð1� hsiþÞg
2

F�
int ¼

A�rð1þ hsi�Þm
2

The total change in interfacial energy is then given as:

DFint ¼ r

2
½Aþð1� hsiþÞgþ A�ð1þ hsi�Þm� 2Að1� fÞg� (18)

4.6 Conservation relations

A key assumption made in this model is that the total number of

hydrophobic and hydrophilic ligands is fixed, and hence is

determined by the initial phase fraction f of the system. Since the

total area of the system is also fixed, hsi+ and hsi� can be

determined from a conservation condition related to the relative

areas of the two regions and the initial phase fraction:

A�
A
hsi�þ

Aþ
A
hsiþ¼ 2f� 1 (19)

where A is the total surface area of the NP. Note that the

different areas can be further simplified to functions of R and h

by applying geometric identities for the area of a spherical zone

(A�) and spherical cap (A+):

A� ¼ 2pRh (20)

A+ ¼ 2pR(2R � h) (21)

A ¼ 4pR2 (22)

4.7 Janus penetration

When l/lc > 1, the NP surface will tend to phase separate into

a Janus state consistent with Fig. 1b. In this case, the NP may

penetrate the bilayer by the ‘‘Janus penetration’’ mechanism
Soft Matter, 2011, 7, 11392–11404 | 11399
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identified in simulations rather than by the three-region

symmetric penetration mechanism considered here. The Janus

penetration mechanism is preferred at high l because retaining

a two- rather than three-region morphology reduces the line

tension of the system, though at the cost of exposing more

hydrophobic area to solvent. In this section the free energy

change for Janus penetration, DFJanus, will be calculated, which

can then be compared to the free energy change for symmetric

penetration discussed above to determine the dominant pene-

tration mechanism as a function of g and l.

Fig. 5 illustrates the proposed final state of the system upon

Janus penetration. As in Fig. 4, the NP surface is divided into

three regions denoted as A+, A
I
�, and AE

�, corresponding to the

area of predominantly hydrophilic ligands exposed to solvent,

the area of predominantly hydrophobic ligands exposed to the

bilayer core, and the area of predominantly hydrophobic ligands

exposed to the solvent. It is no longer assumed that there is

symmetry around the bilayer midplane so that A+ s AE
�; this

allows both the bilayer thickness h and the thickness of the

exposed hydrophilic region hE to vary in order to minimize the

free energy change. It is assumed that the average hydrophilicity

hsi� is identical in both regions AE
� and AI

�.
Calculation of the free energy change for Janus penetration

follows along the same lines as the previous calculation for

symmetric penetration. The change in surface energy is identical

to eqn (14), with the areaA� ¼AE
� +AI

�. The line tension is equal

to 1/2 the value of eqn (15) since there are only two adjacent

regions of differing hydrophilicity. Furthermore, the value L is
Fig. 5 Schematic illustrating the different geometric variables consid-

ered for Janus penetration. a) The initial state, with a NP of radius R in

the phase separated Janus state. The unperturbed bilayer has thickness

h0. b) The final state, with a NP exhibiting phase separation and in

contact with the bilayer. Unlike the symmetric penetrated state, the NP

does not necessarily translocate to the midplane, leading to three regions

of distinct areas A+, A
I
�, and AE

�. The thickness of the exposed hydro-

philic region is given as hE, while the thickness of the deformed membrane

is h. Areas AI
� and AE

� have the same average hydrophilicity and hence

there is no line tension at their interface, which is drawn with a dashed

line. The dividing line between the two areas of different hydrophilicity,

A+ and AI
�, has length L.

11400 | Soft Matter, 2011, 7, 11392–11404
now given by L ¼ 2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hEð2R� hEÞp

due to the new geometry of

the system. The bilayer deformation term is assumed to be

identical to eqn (16). In principle, the Janus penetration mech-

anism could involve additional deformation modes (such as

bending or lipid tilt46) other than the thickness deformation

assumed, but for simplicity the same expression is used. Finally,

the interfacial energy must take into account that the regionAE
� is

exposed to solvent; this gives a revised expression for the inter-

facial energy of

DFJanus
int ¼ r

2
½Aþ

�
1� hsiþ

�
gþ AI

�ð1þ hsi�Þþ

AE
�ð1� hsi�Þg� 2Að1� fÞg� (23)

To complete the analysis of Janus penetration, the expression

for the different areas must also be updated. Again calculating

areas based on geometric formulas for spherical caps and zones

yields

A+ ¼ 2pRhE (24)

AI
� ¼ 2pRh (25)

AE
� ¼ 2pR(2R � h � hE) (26)

A ¼ 4pR2 (27)

Finally, the conservation relation eqn (19) remains the same,

with A� ¼ AE
� + AI

�.
5 Theory results and discussion

In the previous section, the free energy change for moving a NP

from a fully solvated initial position outside of the bilayer to

a position at the bilayer midplane was calculated as a function of

R, h, g, m, f and l. Furthermore, the free energy change for Janus

penetration was also calculated in terms of the same variables

and the additional geometric variable hE. To compare with

simulation results, the full free energy change for both cases was

calculated for different values of g (which is qualitatively anal-

ogous to 3np in the simulations), l, and f. In each case, the free

energy change was minimized as a function of h to find the

perturbed bilayer thickness for each set of parameters. For Janus

penetration, the free energy change was further minimized as

a function of hE, with hE constrained to the range of 0# hE # 2Rf

to be consistent with the Janus morphology. The grafting density

r was set to 4.77 ligands/nm2, in accordance with the typical

density of surface monolayers,47 though in principle the grafting

density could differ for other model systems.

Fig. 6 shows the result of calculating free energy changes for

both symmetric and Janus penetration. In Fig. 6a, the change in

free energy of each state is calculated for different values of f

with R ¼ 5nm, while in Fig. 6b the change is shown as a function

of R with f ¼ 0.5. In both figures, the thick contour lines

represent where DF ¼ 0 for either symmetric or Janus penetra-

tion; that is, to the right of the contours (higher g) penetration is

thermodynamically preferred, while to the left (lower g) the free

energy change for penetration is greater than zero and thus

penetration is not expected. To distinguish whether symmetric or
This journal is ª The Royal Society of Chemistry 2011
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Janus penetration is preferred, the dashed contour lines in both

figures indicate where the free energy change between the two

states is zero. Values of l and g above the dashed lines indicate

where Janus penetration is preferred over symmetric penetration,

while values of l and g below the dashed lines indicate where

symmetric penetration is favorable over Janus penetration.

Together, then, these contour lines can be compared to the

simulation results to show where different forms of penetration

are preferred under distinct conditions. Interpreting these results

as a phase diagram for a single value of R ¼ 5nm and f ¼ 0.5 is

shown in Fig. 7. In this figure, the full contours for both Janus

and symmetric penetration are drawn as red and yellow dashed
Fig. 6 Results from theoretical free energy minimization, with contour

lines marking where the change in free energy from the free to trans-

located state is equal to 0. The surface energy parameter l is scaled by the

critical value lc for the ODT, which was equal to 0.59 for the hydrophilic

phase fraction f¼ 0.5, 0.71 for f¼ 0.6 and f¼ 0.4, and did not change as

a function of NP radius. The dashed contours indicate where the tran-

sition to Janus penetration is preferred over symmetric penetration. a)

Contours for changing the hydrophilic phase fraction f for fixed R ¼
5nm. For higher phase fractions, a greater interfacial energy g is neces-

sary for symmetric penetration, while Janus penetration remains highly

favorable when l/lc > 1. b) Contours for changing NP radius R for fixed

f ¼ 0.5. Penetration behavior is largely invariant as a function of NP

radius, although for smaller radii Janus penetration is more favorable

than symmetric penetration for larger values of g.

This journal is ª The Royal Society of Chemistry 2011
lines respectively, with the black dashed line again indicating

where the free energy change between the two penetrated states is

zero. The different regions of the phase diagram are then colored

according to the same scheme as Fig. 3 based on whichever

penetrated state poses the largest free energy change from the

baseline value. As in Fig. 3, black corresponds to no interaction,

teal corresponds to Janus penetration, and green corresponds to

symmetric penetration.

Fig. 6a shows that for all measured values of f symmetric

penetration behavior is observed for the lowest value of g when

l/lc z 1, agreeing with simulation results. As l increases above

its critical value, Janus penetration is instead preferred, again

agreeing with simulation results. The preference of Janus pene-

tration at high l is due to the increase in line tension as l

increases; the Janus state minimizes the line tension by only

having two distinct regions rather than the three associated with

symmetric penetration. Because the line tension is lowest near the

ODT, symmetric penetration is still preferred for values of l

slightly higher than lc. If the NP surface slightly prefers mixing

(i.e. l is slightly lower than lc) then the change in surface energy

required to separate the surface into three regions is similarly low

near the ODT. In either case, then, the perturbation due to the

bilayer, captured in the change in interfacial energy, is sufficient

to induce the three regions associated with symmetric penetra-

tion. It is particularly interesting to note that although the
Fig. 7 Phase diagram interpretation of theoretical results. The yellow

dot-dashed contour indicates where DFJanus, the change in free energy

from baseline to the Janus penetrated state, is equal to 0. To the right of

this contour (i.e. higher g) the Janus state is preferred over the baseline

state. The dashed red contour indicates where DFsym, the change in free

energy from baseline to the symmetric penetrated state, is equal to 0.

Finally, the dashed black contour indicates where the DFJanus ¼ DFsym,

indicating the transition between one penetrated state being preferred

over the other. On the basis of these contours, the different regions are

colored according to what state is thermodynamically preferred; black

indicates no interaction, teal indicates Janus penetration, and green

indicates symmetric penetration. This phase diagram can thus be directly

compared to the phase diagram in Fig. 3.

Soft Matter, 2011, 7, 11392–11404 | 11401
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contours for symmetric and Janus penetration vary significantly

for different values of f, symmetric penetration is always

preferred for roughly the same values of g near the critical point.

Fig. 6b shows the interesting result that the free energy change

for penetration in either the symmetric or Janus state is roughly

independent of NP diameter, again noting that in all cases

studied the diameter is larger than the bilayer thickness. As in

Fig. 6a, symmetric penetration is still observed for the lowest

value of g when l is near the critical point. This result is relevant

given the known size-dependence of endocytosis,48 indicating

that it may be possible to design NPs to penetrate non-specifi-

cally instead of achieving cellular uptake by endocytosis and then

being trapped in endosomal compartments.

There are several discrepancies between the theoretical results

and simulation results that bear discussion. First, a comparison

of Fig. 3 and 6 a shows that in general the range of values of l

that prefer symmetric penetration is less broad in the theoretical

results than in simulations. This difference can be attributed to

the lack of fluctuations in the mean field theoretical model.

However, both the theory and simulations do predict the

important result that symmetric penetration is preferred for low

values of g or 3np when l/lc z 1. It should also be noted that at

high 3np, the simulations predict first Janus penetration then

particle wrapping behavior as 3np is increased, both results that

are not obtained in the theory. The preference for Janus behavior

at high 3np can be attributed to kinetic trapping in the simula-

tions. Because forming the three-region symmetric morphology

necessarily relies on rearranging surface ligands across regions of

the surface exposed to the bilayer core, at high values of 3np the

cost for moving hydrophilic ligands is prohibitively high, even if

the final morphology is favored thermodynamically. It is prob-

able that at long enough runtimes symmetric penetration would

be observed in simulations even for large values of 3np, but that is

not observed in the simulations presented here. Wrapping is not

considered in the theory because this would require incorpo-

rating single monolayer bending deformations into the

continuum bilayer approximation which is beyond the scope of

this study. Finally, the theory predicts that Janus penetration is

observed even for g ¼ 0 if l is sufficiently high, which is not

indicated in Fig. 3. In simulations, it is observed that lipids tend

to anchor to the curved NP surface, inducing a tilt deformation

that comes at some small energetic cost that is not considered in

the theory. This bilayer deformation would oppose penetration if

the value of g approaches zero, since then the driving force for

penetration would also drop to zero. Again, these types of bilayer

deformations are outside the scope of this study. Despite these

differences between theory and simulations, overall the results

agree well and show the same qualitative trends, particularly with

respect to the preference for symmetric penetration near and

below the ODT and Janus penetration above the ODT.

Combined with the simulation results, the theoretical analysis

suggests that penetration may be highly tunable if l can be varied

experimentally, as will be discussed for model systems in the

following section. Most important is the identification of

symmetric penetration when the NP surface is near an ODT,

since symmetric penetration mimics the morphology of trans-

membrane proteins and likely leads to stable NP complexation

for long periods of time. Another interesting result is that the

barrier for Janus penetration drops to nearly zero when l > lc.
11402 | Soft Matter, 2011, 7, 11392–11404
This low barrier implies that Janus penetration may lead to

stable pore formation when multiple NPs are present in order to

further minimize exposed hydrophobic area.22,37 Finally, it is

important to note the relatively low magnitude of the interfacial

energy g necessary to achieve symmetric penetration when the

surface is near a phase transition, providing a design goal for

physical systems.
6 Model physical systems

Both simulations and theory demonstrate that bilayer penetra-

tion can be achieved if the NP surface is capable of rearranging,

and that symmetric penetration, where the NP fuses with the

bilayer in a manner similar to transmembrane proteins, is

preferred when the NP surface is near an ODT. Several existing

soft matter systems have been shown to exhibit the type of phase

behavior assumed in this work, and hence may serve as model

systems for environmentally-responsive NPs. A first example is

gold NPs coated with a mixed hydrophilic/hydrophobic surface

monolayer, which have been experimentally observed to pene-

trate bilayers.8 Studies of this and similar systems have analyzed

the phase characteristics of the monolayer as a function of chain

length,49,50 composition,51,52 and temperature,53 variables that

could be captured in the effective parameter l and can be

modified experimentally. It also has been suggested that these

systems exhibit lateral surface mobility, providing a mechanism

for rearrangement consistent with this approach.34,54,55 Finally,

simulation studies of grafted gold NPs have also demonstrated

that a great degree of asymmetry can result from ligand tilt

alone,47,56,57 which may effectively change the morphology of the

surface, especially if biased by interaction with a preferential

solvent.58

A similar system is NPs coated with mixed polymer brushes,

rather than short chain alkane derivatives, yielding so-called

‘‘hairy’’ particles. In this system, l is best represented by the

Flory-Huggins interaction parameter c, and experimental

studies have already demonstrated the formation of different

phases in either a Janus59 or mixed morphology.60,61 Polymer

brushes can be designed to be stimuli-responsive, changing

morphology as a result of exposure to different environmental

conditions,33 including changing solvent conditions, tempera-

ture, or pH. This imparts an ability to change surface

morphology in connection to the results identified in this work,

and experiments have demonstrated the ability to translocate

stimuli-responsive particles across a hydrophilic-hydrophobic

interface.62–65 In addition, the NP core need not be gold, as tri-

block copolymers can form structures with similar

morphologies.66,67

Finally, while these two classes of NPs are probably most

suitable for further study related to this work given their exten-

sive usage in current research, several other systems may exhibit

translocation behavior. For instance, polymerosomes have

recently been assembled that undergo a phase transition in the

corona,68 a process which affected cell uptake. It is possible that

varying polymer composition to effect favorable interactions

with the bilayer core could be used to drive non-specific trans-

location as described here. Another interesting system is a NP

coated in an amphiphilic monolayer derived from V-shaped

polymers,69,70 which would maintain a fixed ratio of
This journal is ª The Royal Society of Chemistry 2011
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hydrophobic/hydrophilic ligands and could exhibit surface

rearrangement.
7 Conclusions

In this work, we have shown that a NP with an environmentally-

responsive mixed hydrophobic/hydrophilic surface can non-

specifically penetrate to the midplane of a lipid bilayer.

Penetration depends on the NP rearranging its surface to maxi-

mize favorable hydrophobic interactions while minimizing the

exposure of hydrophilic ligands to the bilayer interior. The NP-

bilayer interactions were studied via both coarse-grained Brow-

nian dynamics simulations and continuum theory. We used

a simple Ising model to characterize the dynamic rearrangement

of the NP surface, and found that the key parameter that governs

penetration is l, the interaction energy between neighboring

ligands on the NP surface. When l is near lc, the critical value for

an ODT, both theory and simulation predict that the NP will

translocate to the bilayer midplane even for small values of g, the

hydrophobic interfacial energy per ligand. During this type of

symmetric penetration, the NP surface rearranges to form

a single band of hydrophobic ligands exposed to the bilayer

hydrophobic core and two caps of hydrophilic ligands exposed to

solvent, forming a stable morphology similar to transmembrane

proteins. If l is above lc, a Janus morphology is instead preferred

on the NP surface that also leads to penetration, though at the

cost of leaving hydrophobic ligands exposed to solvent. This

state may lead to pore formation if multiple NPs are present.

From simulations, several other non-specific NP-bilayer inter-

actions were also identified depending on the relative competi-

tion between the cost of ordering the surface and the gain in

interfacial energy. The theory further predicts that if l/lc z 1,

then symmetric penetration would be observed for small values

of g independent of NP radius.

On the basis of these results, it is clear that the parameter l and

its critical value lc are crucial in determining penetration

behavior. In principle, both l and lc can be determined inde-

pendently of bilayer interactions as they are a function of the NP

surface composition and environment alone. This work suggests

that several well-studied soft matter systems with known phase

behavior may serve as suitable experimental analogues for the

NPs discussed. Furthermore, the theory suggests that NP-bilayer

interactions may be highly tunable based on modifying l, which

in general may be a function of environmental conditions like pH

or temperature depending on the specific system studied. Pene-

tration behavior also depends on the interfacial energy g; while

this parameter may be more difficult to modify experimentally,

near the ODT these results indicate that only a minimal value of

g is sufficient to drive symmetric penetration. These results thus

suggest guidelines for the design of environmentally-responsive

NPs that can complex with lipid bilayers by utilizing systems with

known phase behavior.
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