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INTRODUCTION

The advent of microelectronics and advances in
communications have made it technologically
feasible and economically viable to develop low-
power devices, sensors, that integrate general-
purpose computing with multi-purpose sensing
and wireless communications capabilities. It is
expected that wireless sensor networks (WSNs)
will have a significant impact on a wide array of
applications ranging from military to civilian,
establishing a ubiquitous computing environment
that will pervade our society, thus redefining the
way in which we live and work. Recently, in the
attempt to integrate WSNs into the fabric of
human activities, it was recognized that serving
sensor networks by mobile robots (e.g., unmanned
aerial vehicles) would bring forth superior per-
formance. Robots are able to make complex
decisions and take appropriate actions on them-
selves (e.g., controlled movement), sensor nodes
(e.g., battery recharge), and the physical world
(e.g., putting out a fire). They communicate
directly or via multihop sensor paths.

Wireless sensor and robot networks (WSRNs)
are the confluence of two traditional fields:
WSNs and multirobot systems [1]. Leveraged by
the control and mobility of robots, the network-
ing process embraces a whole new set of possi-
bilities. For example, robots may deploy and
relocate sensors to improve network coverage,
build routes and fix network partitions to ensure
data communication, and change network topol-
ogy to shape routing patterns and balance ener-

gy consumption. There is no limit to the benefits
stemming from this mutual collaboration. Figure
1 illustrates a WSRN environment for long-term
wildfire monitoring, an application example
widely recognized in the literature (e.g., [2]).

Broadly speaking, the distinctive challenges
posed by mobile robots in WSNs are robot task
allocation and robot task fulfillment.  In the
sequel, we give a detailed discussion on both
problems. We first elaborate on task allocation
and display several solutions with various design
considerations. Robot task fulfillment is
addressed afterward, from three different per-
spectives: topology control, data collection, and
sensor localization. We present a few of the
best-known algorithms. Together, these sections
offer a state-of-the-art picture of scientific
research on servicing sensor networks by mobile
robots. Finally, we discuss future research direc-
tions in this very promising field.

ROBOT TASK ALLOCATION
A prominent manifestation of inter-robot coor-
dination that has drawn significant attention
from the research community is multirobot task
allocation (MRTA, a.k.a. task assignment) prob-
lem. A task is an atomic unit of responsibility
that can be carried out independent from other
tasks to achieve the ultimate system goal. Simply
put, given a set of m tasks and n robots, we try
to determine which robot should execute which
task to optimize the overall system performance,
which is a function of the individual utility of
each robot. The utility measure is strictly task-
and robot-dependent, and takes into account the
profit gained after task completion as well as the
cost of carrying out the task.

In the context of a WSRN, a task is an action
required upon the occurrence of an event origi-
nating in the sensor field (e.g., target detection
or sensor failure), and its allocation is the coor-
dinated response of the robot team to such an
event. Sensors transmit (usually via multihop
routes) relevant event information (location,
intensity, etc.) to one or more robots. Since the
former are static and the latter mobile, finding a
robot to which to report is a fundamental prob-
lem in WSRNs.

Although this problem lies beyond the scope
of this short overview, we recommend a promis-
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ing solution in [3]. Sensors report to a nearby
robot which is discovered by a truncated mesh
that distributedly stores the robots’ latest loca-
tion. This structure is built by robots in a local-
ized way through directional transmission of a
location message in four geographic directions,
with distance-based blocking applied at nodes
where a horizontal transmission path and a verti-
cal one meet. The directional transmission is
realized by a well-known face-based geographic
routing algorithm, without requiring directional
antennas at individual sensors.

MRTA PROBLEMS: A TAXONOMY
A domain-independent classification of task allo-
cation problems in multirobot systems is unveiled
in [4] as follows:
• Single-task (ST) vs. multitask (MT) robots:

Indicates whether a robot can execute a sin-
gle task at a time or multiple tasksconcur-
rently

• Single-robot (SR) vs. multirobot (MR) tasks:
Indicates that a task requires exactly one
robot or multiple robots to perform it

• Instantaneous (IA) vs. time-extended (TA)
assignments: Indicates whether the available
information on robots, tasks, and the envi-
ronment allows only for an immediate allo-
cation of tasks to robots or information on
future tasks is known in advance and thus
proper scheduling for task allocation can be
arranged
A particular MRTA instance can be charac-

terized by a combination of the above three
axes. Table 1 lists the most frequently encoun-
tered MRTA cases in real-world WSRNs. It
does not include MT-related combinations
because MT robots (e.g., sampling a suspicious
region while replenishing a sensor’s battery) are
not frequent in current WSRN literature.

CHARACTERIZATION OF MRTA ARCHITECTURES

Among the MRTA settings described in the
above taxonomy, ST-SR-IA is the most studied
in the literature because of its conceptual sim-
plicity and wide applicability. The existing
MRTA architectures can be grouped around two
distinctive criteria: their decision-making scope
and model of cooperation.

From the decision-making standpoint, MRTA
approaches are either centralized or distributed. In
a centralized protocol, decisions on robot task
allocations are made by a single entity (e.g., a
coordinator robot or the base station) once all
the relevant information has been collected. Data
flow from every entity (robot) to the coordinator,
which runs a centralized algorithm (e.g., [5]) and
notifies each robot on its set of assigned tasks. A
distributed algorithm, on the other hand, bears a
much higher degree of autonomy, since multiple
entities are involved in deciding on an appropri-
ate response. They can use knowledge pertaining
to their immediate vicinities (e.g., one-hop neigh-
boring robots) or, in the extreme case, rely on
network-wide information. When decision mak-
ing is based on limited knowledge, we are in the
presence of a localized algorithm.

Centralized implementations are generally
more accurate (i.e., yield high-quality, even opti-
mal, solutions) than localized schemes. However,
they entail non-negligible communication over-
head, and have poor fault tolerance and scalabil-
ity properties. That is why distributed/localized
algorithmic formulations seem to be gaining
momentum nowadays.

As to the model of cooperation (i.e., the
underlying mechanism for allocating tasks to
robots) used in current MRTA protocols, we dis-
tinguish between minimalist and intentional coop-
eration. In the minimalist model, a robot derives

Figure 1. A WSRN deployed for wildfire monitoring. Two firefighter robots (e.g., unmanned aerial vehicles)
move to extinguish a detected fire, while one battery recharger robot relocates to deliver service to a sensor
node upon request.
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its individual action from the actions of other
agents learned through explicit interaction, but
there is no bargaining among individuals for task
assignments. For instance, in behavior-based algo-
rithms [6], a set of (often complementary) pat-
terns an individual robot can execute must be
defined. Such patterns (behaviors) are periodical-
ly communicated to teammates, and they trigger
adaptive action selection over the group of agents.

Intentional cooperation exploits communica-
tion more heavily, as corporate actions are “nego-
tiated” via interrobot message passing. This
model of cooperation (negotiation-based) has
enjoyed greater popularity in robotics research,
probably due to its more intuitive formulation.
Among its manifold implementations, market-
based solutions [7] seem to be the current trend
in WSRNs. In this economically inspired
paradigm, robots work as free agents trying to
maximize their own profit (utility). Tasks are
assigned to robots by means of auctions. Normal-
ly, one of the robots performs as auctioneer and
propagates the task to a bunch of bidder agents.
Each bidder replies with its own profit value, and
the task is assigned to the best bidder(s).

AN EXAMPLE:
AUCTION AGGREGATION PROTOCOL

Let us consider a recent market-based protocol
[8] for the ST-SR-IA scenario in WSRNs. Upon
occurrence of an event in the monitoring region,
the robot receiving the information directly from
the sensors (R3 in Fig. 2) becomes the auction-
eer. The goal is to find the fittest robot that can
react to the event. In a simple auction algorithm,
R3 would broadcast the task information (loca-
tion, response time, etc.) to a group of bidder
robots. Each bidder replies back to the auction-
eer through a separate routing path. The auc-
tioneer will then decide who is the winner and
notify all bidders about it. The drawbacks here
are the delay in selecting the best agent and the
high communication overhead for large robot
networks.

To simplify the process, [8] exploits some
ideas from classical leader election algorithms in
a tree. The auctioneer constructs a response tree
rooted at itself. Each robot receiving the task
offer includes the identifier of its parent robot
(the one from which it first received the packet)
in the message if forwarding is necessary. Those
who do not forward the message (because all
their neighbors already have it) or are not listed
as parents by any neighbor declare themselves
leaves and immediately bid to their parents. A
parent node waits to hear from all its children,
then aggregates their bids by only reporting the
best one to its parent. The aggregation process is
repeated along the response tree until the auc-
tioneer selects the best network-wide bid and
notifies the winning robot. This protocol is lighter
in terms of communication costs than the previ-
ous version and may improve the response time
too, depending on the robot network topology.

TOWARD INTELLIGENT TASK ALLOCATIONS
Often, in multirobot task-driven scenarios it is
not enough to identify which agents can indeed
execute a given task, but intelligent task subdivi-

sion and subsequent agent reallocation becomes
a must. Say that a fleet of aerial and ground
autonomous vehicles have agreed to work
together on putting out a threatening fire. Given
the coordinates of the entire blazing region, for
what section should each vehicle be responsible?
The degree of overlapping between neighboring
sections shall be minimized, and the specific lim-
itations and resources of the vehicles (terrain/
aerial access, extinguisher/cleaning materials,
etc.) must be taken into account.

A negotiation algorithm that simultaneously
splits and reallocates multirobot tasks was
recently put forward in [9]. The task definition is
generic enough to allow expressing different
problems. The authors expand the famous “alter-
nate offers” negotiation protocol in the theory of
bargaining, which was originally formulated as a
bilateral procedure, to the multilateral case. The
basic idea is to let two entities negotiate by tak-
ing turns in sharing offers until an agreement is
sealed. If one party is not satisfied with the
offer, it will propose a counteroffer.

The negotiation process has two main compo-
nents: the protocol level and the generation level.
The former deals with the desired target reward
per agent and the impatience to reach an agree-
ment. The longer it takes for the agents to corpo-
rately arrive at a consensus, the less their allocated
shares are worth. The generation level searches
the space, aided by an evolutionary strategy, for a
good share given a foreign proposal and consider-
ing its own resources, parameters, and limitations.
A schematic representation of the proposed pro-
tocol is given in Fig. 3. It was tested across several
domains with satisfactory results, although more
research is needed concerning the estimation of
the adversarial impatience.

ROBOT TASK FULFILLMENT
After being assigned a task, a robot needs to
geographically relocate itself to fulfill the task,
i.e. to include the service consumer in its service
range and deliver the required service. If the
task is very specific, tied with a unique location,
e.g. repairing a particular sensor node, the robot

Table 1. Task allocation scenarios relevant to WSRNs.

Name Example

ST-SR-IA

A string of small fires are suddenly detected in a forest. Each
can be put out by a single firefighter robot. Multiple robots
pause their current task and coordinate impromptu to individu-
ally and immediately tackle the fires.

ST-SR-TA

As foreseen by the spectral analysis of the forest’s heat map,
several concurrent low-intensity fires broke out. The robots
agree on a common schedule to solely focus on individually
extinguishing them. 

ST-MR-IA A large-proportion, unexpected fire requires the undivided
attention and combined effort of multiple robots.

ST-MR-TA
The robot team follows an a priori schedule to quench a series
of fires of large intensity, some demanding the intervention of
multiple, fully-concentrated team members.
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will just need to move directly toward that loca-
tion. If the task is otherwise described in a gen-
eral form for a large geographic region, e.g.
fixing faulty sensors in the region, then the robot
has to carefully plan its trajectory in order to
guarantee service delivery as well as to satisfy
task-specific requirements, mostly concerning
service delivery latency.

Central to robot task fulfillment is thus the
problem of robot mobility scheduling. Because
sensors are severely resource-constrained, robots’
actions while servicing sensors must impose min-
imal, if not zero, resource demand on the sen-
sors. To give a conceptual idea of what this
problem looks like and its polymorphic nature,
we consider below three important scenarios:
topology control, data collection, and sensor
localization. We refer to the region assigned to a

robot for service as the region of service (ROS).
Multiple robots may be assigned to the same
ROS.

TOPOLOGY CONTROL
Robots may carry sensors as payload and move
to explore the ROS. While traveling, they deploy
sensors at proper positions to establish a net-
work with a desired topology in terms of cover-
age and/or connectivity. If the ROS is bounded,
the sensor deployment problem boils down to a
graph traversal problem, where a virtual geo-
graphic graph is precomputed within the ROS
according to the topology requirement. Each
robot drops a sensor at visited empty vertices. A
straightforward solution is depth first traversal.
The challenge is to find an efficient traversal
algorithm that minimizes the total moving dis-
tance and thus the deployment latency. Because
robots possibly start at different locations, their
deployed sensors may not finally interconnect
unless they carry sufficient sensors to cover the
entire ROS, or they are allowed to reload sen-
sors. If the ROS is not bounded, it will be anoth-
er challenge to ensure a network with good
compactness. Compactness can be measured by
the radius of maximum hole-free disc in the final
network. It reflects the omnisensibility of the
sensor network.

There are only a few such robot-assisted sen-
sor placement algorithms. They (e.g. [10, 11])
assume known ROS boundaries and unlimited
robot cargo capacity. Recently, the authors in
[12] addressed the FOCUSED coverage (F-cov-
erage) problem without using these assumptions.
In F-coverage, sensors are required to surround
a coverage focus, called the point of interest
(POI), and maximize the coverage radius, that is,
the minimal distance from the POI to uncovered
areas. A localized Carrier-Based Coverage Aug-
mentation (CBCA) protocol was proposed to
incrementally construct a biconnected network
with optimal F-coverage. Biconnectivity implies
that there are at least two disjoint paths between
every pair of nodes. The protocol relies on a tri-
angle tessellation (TT) graph that is locally com-
putable provided the POI coordinates are given
and nodes agree on a common orientation (e.g.,
North).

In CBCA, robots enter the ROS from fixed
locations, called base points, and advance straight
to the POI. As soon as they get in touch with
already deployed sensors, they search by multi-
hop communication along the network border
for the best sensor placement points (i.e., empty
TT vertices) with respect to F-coverage opti-
mization, and move to drop sensors at the dis-
covered locations. Border nodes store locations
of failed sensors inside the network as well as
adjacent available deployment spots outside the
network, and recommend them to robots during
the search stage. This process is repeated until
robots run out of sensors. Robots then return to
base points for sensor reloading and re-enter the
environment afterwards to augment existing F-
coverage, as shown in Fig. 4a. Because robots
move at different speeds, they may exchange
their targets when in contact so as to minimize
coverage augmentation delay. Techniques were
developed to prevent target (sensor deployment

Figure 2. Example of a response tree in [8]. Rectangles are parent nodes, circles
are leaf nodes, and R3 is the auctioneer. Dashed arrows are forwarded mes-
sages that did not create a parenting edge in the tree.
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point) contention (sensors recommending the
same target to multiple robots) and resolve
robot collision (multiple robots serving the same
target).

Robots may also be used for improving the
topology of an existing sensor network in addi-
tion to constructing a satisfactory one from
scratch. Due to random dropping, some sensors
are very likely to appear structurally redundant
from a local perspective, while there are topo-
logically vulnerable points (in terms of coverage
or communication) in other parts of the net-
work. The mobile robots could employ the
redundant sensors for topology control (e.g., by
conveying them to reported spots) subject to the
limitation of cargo capacity on individual robots.
The problem is then to find optimal robot tours
for sensor pickup and delivery such that total
travel distance (for energy efficiency) or maxi-
mum per robot travel distance (for delay effi-
ciency) is minimized.

This problem can be modeled as a variant of
the vehicle routing problem, which bears NP-
hard complexity, and solved in a centralized
fashion using exact methods (for small instances)
and approximated algorithms (for large
instances). Efficient population-based meta-
heuristics like genetic algorithms or ant colony
optimization could be applied due to their con-
current exploration of the search space. The pre-
ferred approach is the one that returns the
highest-quality solutions and remains fairly
robust as the network size grows. The central-
ized solution requires full knowledge of redun-
dant sensors and vulnerable points, which is
expensive to obtain in resource-constrained sen-
sor networks. Finding localized solutions using
limited knowledge is an interesting open prob-
lem.

DATA COLLECTION
In a wireless sensor network (WSN), sensory
data are to be collected at data sinks for process-
ing and utilization. The main sensor-to-sink
communication pattern is multihop message
relay, as sinks are out of the transmission range
of most of the sensors. The reporting paths from
sensors to a sink form a reverse multicast tree
rooted at the sink, with sensors in its vicinity
enduring quick battery depletion due to their
intensive message forwarding job. Nonuniform
energy consumption degrades the network per-
formance and shortens its lifetime. In delay-tol-
erant WSN applications like habitat and water
quality monitoring, mobile robots may act as
sinks to collect data and thus overcome this
problem. As the robots move, the role of “hot
spot” (i.e., heavily loaded nodes around sinks)
rotates among sensors, resulting in more even
energy distribution.

To maximize energy savings for sensors, direct
data collection is the best option. That is, robots
visit all sensors and obtain data directly from
them. The service range of a robot is thus equal
to the minimum of its own communication range
and the communication range of the individual
sensor it is servicing. This method entirely elimi-
nates the message relay overhead of sensors and
optimizes their battery levels. Direct data collec-
tion is often modeled after a traveling salesman

Figure 4. Three instances of robot task fulfillment: topology control, data col-
lection, and sensor localization: a) two robots, each loaded with a single sen-
sor, enter the environment from two base points. They go to suggested sensor
placement spots when reaching the network border and return to their base
points for reloading after finishing the sensor placement; b) one sensor is
selected in each event region, represented by a cylinder in a three-dimensional
environment of space-time points. A robot travels along a shortest tour of these
selected sensors to collect data and returns to its starting position; c) an itera-
tion of robot heuristic movement toward sensor B, recommended by sensor A.
The robot starts from P1 and stops at one of P2, P3, and P5 that is closer to B
than P1. The movement track and points P2 … P5 are defined by its initial dis-
tance d to B, random choice of angle q at P1 and random choice between P4
and P5 at P3. The robot engages heuristic movement iteratively, with the end-
point of the current iteration being the start point of the next one, until B
becomes localized.
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problem (TSP) variant or relaxed TSP, with con-
straints such as speed limit, time windows (due
to buffer overflow), and event differentiation.

Recently, Xu et al. [13] suggested to select
only a subset of the sensors to visit so as to
reduce data collection delay while ensuring
proper data gathering. They model each event as
a 3D cylindric region. The underside of the
cylinder is the region where the event is detected
in space; the height is the event duration in time.
The data collection problem is then solved in
two steps. First, exactly one sensor is selected
from each event region so that the minimum
residual energy among all sensors is maximized
after data gathering. The sensor selection is por-
trayed as a network flow problem, which runs in
polynomial time irrespective of the robot’s speed
limit. Afterward, a TSP tour of the chosen sen-
sors is computed by a heuristic algorithm to min-
imize robot speed requirement. This two-step
algorithm requires complete knowledge of event
regions, which is not available in reality. There-
fore, the robot has to predict the event region
based on past event data and adjust the selection
of sensors and its tour iteratively, rather than by
one-time computation. Figure 4b depicts a robot
tour by this algorithm in a space-time setting.

Direct data collection is appealing in terms of
sensor energy savings but significantly rises the
collection delay because robots might advance
slowly. Rendezvous-based data collection is thus
investigated to achieve a trade-off between ener-
gy and time efficiency. Sensors transmit their
measurements to a group of peers called ren-
dezvous points (RPs) via multihop routes; a
robot wanders around the network and retrieves
data from encountered RPs. The use of RPs
enables the robot to collect a large volume of
data at a time without traveling a long distance
and greatly decreases the collection delay. The
direct-contact-based algorithm [13] may be
extended to a rendezvous-based variant, where
the sensors selected to be visited act as RPs and
collect data from unselected ones.

Xing et al. [14] addressed the issue of balanc-
ing energy expenses and communication delay in
rendezvous-based data collection, by jointly opti-
mizing the selection of RPs, robot trajectory,
and data transmission routes. They presented a
heuristic algorithm based on the Steiner mini-
mum tree (SMT). An SMT of data sources is
built with an arbitrary data source as root. It has
minimum length and thus energy optimal prop-
erties for transmission. In this tree, internal
nodes are either existing data sources or Steiner
points. Steiner points are added points for
decreasing the total length of connection. As
SMT is a lower bound of the optimal TSP tour
of the sources, the algorithm selects RPs along it
by a pre-order tree walk up to half of the maxi-
mum distance that the robot can travel within a
given data collection time window.

SENSOR LOCALIZATION
In many real-world sensor network applications,
a reported event (e.g. a fire in a woody area, an
enemy tank in a battlefield or a survivor of a
natural disaster) is meaningful and triggers a
response only when it its location is known.
Localization is an important problem dealing

with how a sensor determines its spatial coordi-
nates (position). A simple approach is to equip
each sensor with a GPS (Global Positioning Sys-
tem) receiver that provides an accurate-enough
location estimate. But this is not a cost-effective
solution because a WSN is normally composed
of a massive number of sensors and thus requires
a significant financial investment. Moreover,
GPS mainly works outdoors with no obstruction
to satellite signal. This limits its applicability to
indoor environments and has sparked a quest for
alternative localization methods.

Non-GPS-based localization often requires
certain location-aware devices, called localization
beacons, which periodically emit beacon signals
containing their spatial coordinates. Sensors
infer their positions out of the spatial relations
to the beacons in range, which are in turn
assessed by using various signal features such as
RSS (Received Signal Strength), ToA (Time of
Arrival) and so on. To restrict positioning possi-
bilities in a minimal area (i.e. to increase local-
ization accuracy), they should be in touch with
enough beacons. The number of beacons and
their distribution thus have direct impact on the
localization performance. A large number of
uniformly distributed beacons will lead to better
performance than a few crowdedly or linearly
deployed ones. 

Localized sensors may become new beacons
and help other sensors self-localize. This itera-
tive method reduces the initial number of bea-
cons required but brings about aggregated
localization error. Under these circumstances,
mobile robots are introduced as an alternative
budget-saving technique in delay-tolerant scenar-
ios. The idea is the following: robots are aware
of their own location; they transmit beacon sig-
nals conveying their up-to-date coordinates as
they travel through the sensory field. Such bea-
con transmission locations correspond to the tra-
ditionally fixed beacons; on an individual sensor,
a localization procedure is engaged during robot
visit.

The advantages of using robots for sensor
localization lie in reduced deployment cost (only
a few beacon nodes are required) and communi-
cation overhead (only local communication is
involved). Because sensors can be localized just
when the robots are within their communication
range and after they receive sufficient beacon
signals from the robots, these advantages come
at the expense of increased localization delay.
Hence, robot trajectory has to be properly envi-
sioned as optimal in length yet ensuring a quick,
full, and accurate localization to every sensor.
Because of random node dropping, sensor distri-
bution is not known a priori, and robot trajecto-
ry should be planned on the fly rather than
beforehand. Most existing algorithms overlook
this trajectory planning problem and focused on
the localization procedure. A few [15, 16] con-
sidered this problem, but simply adopted pre-
determined static paths or random mobility as a
solution, thus providing no localization guaran-
tee.

Li et al. [17] presented the first localized
deterministic robot mobility scheduling algo-
rithm with localization guarantee. This algorithm
does not rely on any prior knowledge of the sen-
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sory field, and it works with noisy beacon signals.
At the individual sensor level, it may accommo-
date any existing localization procedure as long
as the procedure utilizes beacon signals for sen-
sor localization. In this algorithm, each robot
first visits a sensor by random movement, then
performs a depth-first traversal (DFT) on the
network graph under the currently visited sen-
sor’s instruction. That is, a visited sensor, after
being localized, recommends an unvisited neigh-
bor for the robot to visit next. Sensors run the
built-in localization procedure to self-localize
using received beacon signals.

DFT defines the visit sequence of a robot to
sensors. The robot visit from a sensor to an
unlocalized sensor in the sequence is imple-
mented by heuristic movement following RSS-
based distance measurement. Figure 4c
illustrates how heuristic movement is engaged
by a robot to visit sensor B after localizing sen-
sor A. By DFT, each robot traverses a portion
of the network and creates a traversal tree.
Neighboring sensors that belong to different
traversal trees negotiate on behalf of their
localizing robots for the coordinate system to
be used by these robots. The robot with the
largest identifier wins; all other robots and their
localized sensors are commanded through effi-
cient tree-based flooding to align their coordi-
nate systems and coordinates with the winner
robot’s. Eventually, all robots agree on a com-
mon coordinate system in which all sensors are
localized. Topology control and node elimina-
tion are suggested to further shorten robot tra-
jectory.

FUTURE CHALLENGES
Robot task allocation and robot task fulfillment
have been largely treated in literature as two
standalone scenarios. Recently, they were put
together in the robot dispatch problem [18], in
which sensors monitor the environment and
report events occurring in the field; robots are
then dispatched to visit these event locations
(task allocation), for example, to conduct more
advanced analysis or provide timely event
response. As new events arise, multiple rounds
of robot dispatch may be needed. The goal is to
schedule the robot traveling paths (task fulfill-
ment) in an energy-balanced way so that their
overall lifetime (the number of dispatch rounds)
is maximized. This combinatorial optimization
problem is NP-hard [18]. A centralized subopti-
mal solution and its distributed implementation
(where global information is gathered at a
dynamically determined sensor node that hosts
and runs the centralized scheme) were described
in [18].

Designing distributed or localized solutions
to the robot dispatch problem stands as a
promising research avenue. For the single-event
case, the service discovery algorithm iMesh [3]
finds the nearest (or a nearby) robot with lower
communication overhead than [8]. An alterna-
tive approach was discussed in [8]. It assumes
that the event was reported already to one of
the robots, without explaining how to do it,
while iMesh in fact discusses how to report it
but emphasizing on immediate briefing to the

nearest robot. We may mix [3] and [8] into a
single scheme, with report to a nearby robot,
which can afterward consult other teammates in
its neighborhood to actually detect the closest
one. The quest for the most suitable robotic
agent undertaken by iMesh could embrace, for
instance, the reluctance of a robot to perform
the task (which is inversely proportional to its
remaining battery level) and employ distance ×
reluctance in place of distance alone as the selec-
tion metric.

A future research direction is to study how to
expand this hybrid scheme (mixture of [3] and
[8]) so that it can handle multiple events. One
option is to apply the scheme iteratively and
allow the robot who agreed to tend to the cur-
rent event to reduce its energy level accordingly,
thus pretending it is already at the event venue,
before the agent responsible for the next event is
appointed. Should two or more events be con-
currently accepted, those still unvisited may be
sorted in a different order than the already
accepted ones. The alternative is to run a similar
competition under the assumption that events do
not have access to all robots, which is a desirable
feature for a communication-efficient solution.
Instead, for each event request, there is a dedi-
cated robot (obtained by [3]) that runs an auc-
tion, and the winner robot responds to the
request. 

In previously introduced algorithms, com-
munication among robots is not implemented
directly. For example, in [8] it relies on the
assumption of constant connectivity among
robots and is realized by the distributed auc-
tioning process in order to determine the most
suitable bidder to tend the event in the sensor
field. Explicit robot-robot communication
without such a strong assumption may be need-
ful in developing future distributed solutions
for robots to service WSNs. Robots with limit-
ed communication range are very likely far
apart from each other, thus not forming a con-
nected network themselves, and they may not
be aware of each other or each other’s loca-
tion due to robot addition/removal and mobili-
ty.  Since sensors may relay messages for
robots, the challenge is to dynamically estab-
lish and maintain a connected robot graph
where edges are multihop routing paths com-
posed of sensors. Preferably, the graph is a
planar so that existing data communication
protocols can be readily adopted. Both sensor
and robot networks could benefit from main-
taining their backbones in the form of con-
nected dominating sets [19].
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