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Improved Parallel Interference
Cancellation for CDMA

Dariush DivsalarFellow, IEEE Marvin K. Simon,Fellow, IEEE and Dan Raphaeliyember, IEEE

Abstract—This paper introduces an improved nonlinear par- distance between the received signal and shm of the A
allel interference cancellation scheme for code-division multiple asynchronous user signals, i.e., the total transmitted signal. As

access (CDMA) that significantly reduces the degrading effect g,y the presence of alll users simultaneously sharing the
on the desired user of interference from the other users that

share the channel. The implementation complexity of the scheme €hannel is accounted for in arriving at the ML receiver. The
is linear in the number of users and operates on the fact that primary difference between the structure that evolves from

parallel processing simultaneously removes from each user a part such an approach and the conventional structure isjokatt
of the interference produced by the remaining users accessing the sequencalecisions are made on the setaf matched filter

channel the amount being proportional to their reliability. The Lo . . .
parallel processing can be done in multiple stages. The proposed outputs as opposed to individual bit-by-bit decisions on each

scheme uses tentative decision devices at the multiple stages ténatched filter output alone.
produce the most reliably estimated received data for generation ~ While indeed such optimum multiuser algorithms offer

and cancellation of user interference. Simulation results are given significantly improved performance by alleviating the dis-
Ig; svmcugt':ﬁgeagglgggrgni O%t‘éitrz?glse'x'.n particular, those cases 4y antages associated with the conventional scheme, they
unfortunately suffer from the fact that their complexity grows
Index Terms—Communication theory, spread spectrum com-  exnonentially with the number of users and the length of
municatons. the sequence. This follows directly from the fact that the
optimum ML decision algorithm can be implemented as a
dynamic program with time complexity per binary decision
. INTRODUCTION that isO(2™) [15]. While in many practical applications such
ULTIUSER communications systems that emploperformance complexity prohibits implementation of the Verdu
code-division multiple access (CDMA) exhibit a useglgorithm, its performance is still very much of interest since it
capacity limit in the sense that there exists a maximum numisarves as a benchmark against which to compare other schemes
of users that can simultaneously communicate over the chanwéh less implementation complexity such as those that employ
for a specified level of performance per user. This limitatioimterference cancellation to be discussed shortly.
is brought about by the ultimate domination of the other userOne disadvantage of most multiuser detectors including
interference over the additive thermal noise. Over the yedhe proposed one is the necessity of knowing the relative
researchers have sought ways to extend the user capacitpmplitudes of the various user signals present at the input
CDMA systems either by employing optimum [maximumio the receiver. One possibility around this disadvantage is
likelihood (ML)] detection, interference cancellation (IC)o perform multiuser amplitude estimation [16], or employ
methods, or other methods such as the decorrelating receiygs decorrelator receiver which is not sensitive to the relative
[1]-{14]. powers of the users. An alternative scheme is to employ power
With regard to the former, the work of Verdu [1], [2] iscontrol at the transmitter which is a common technique used
perhaps the most cited in the literature and the one upon whigftellular radio systems to solve the near—far problem. In this
much of the other work is based. In Verdu's work, the receivegse, all received users are assumed to have the same power.
structure is derived based on minimizing the squared Euclide@ybte that in practical applications perfect power control is
hard to achieve.) The most obvious solution to the multiuser

interference problem would be to design the user codes to have
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so-called decorrelating receiver [4]. In this method, the difaterference caused by all the other usefs we shall see in
ferent users are made uncorrelated by a linear transformatitins paper, this is not necessarily the best philosophy. Rather,
This linear transformation is computed by measuring all crogéhen the interference estimate is poor (as in the early stages
correlations between pairs of user codes and then inverting tifeinterference cancellation), it is preferable not to cancel
resulting (typically huge) matrix of cross correlations. Since ithe entire amount of estimated multiuser interferehds
practical systems each user is assigned a very long peudondiée IC operation progresses, the estimates of the multiuser
(PN) code, each bit has essentially a random code assigfi@rference improve and, thus, in the later stages of the
to it. Thus, in this case, the above procedure would have itgrative scheme, it becomes desirable to increase the weight
be repeated for each bit in succession! In the asynchron@ighe interference being removed. The motivation behind this
and/or time dispersed case the complexity of the computatidRProach can also be derived from ML considerations as was
is increased still further. done for the total IC approach previously considered.
Another popular approach is to employ interference can-With the above discussion in mind, this paper presents a
cellation, i.e., to attempt removal of the multiuser interferend¥W parallel interference cancellation scheme that significantly
from each user’s received signal before making data decisiofduces the degrading effect of multiuser interference but with
In principle, the IC schemes considered in the literature f&l cOmplexity linear in the number of users and with improved
into two categories, namelserial (successiveind parallel performgnce over the previously conS|dereq paraIIe.I and serial
cancellation. With regard to the former, Viterbi [6] (see alsBrocessing techniques. When compared with classical CDMA

Dent [7] and Patel and Holtzman [19]) suggested coordinatigfout IC, the improvement in performance is dramatic at

processing of the received signal with a successive cancellatYBﬁlepﬁnse tha practlcally/llfeasr:ble ;:lcreaﬁe in compl_exny(.j
scheme in which the interference caused by the remainiﬁg ough our scheme (as well as the other schemes mentioned)

users is removed from each user in succession. One disad\}gng’u'table to the case of a nonuniform power distribution

tage of this scheme is the fact that a specific geometric po rsweallI 2? vieugggﬂm r?rﬁ\;vr?lr ?‘fgﬂgugfr:hin;;:gr t?ﬁ ;cfc?i:isér:n
distribution must be assigned to the users in order that eaaq bap X y ' '

see the same signal power to background plus interferel?ce ough ours and the other parallel schemes are applicable

. . . asynchronous transmission with no increase of complexity,
noise ratio. This comes about because of the fact that witho>. plexity
we shall assume here that all users have synchronous data

successive cancellation the first user to be processed See%t?élams This case results in worst case performance, i.e
of t?}e mterf:renc? from the relmam'd%T 1 u_setrs,fwhereas if the data transition instants of the various users are not
each user downstream sees 1ess and 1ess interlerence a%ﬁ ﬁed, then on the average they have less of an interfering
cancellation progresses. Another disadvantage of this sche

. ! -effect on one another. This happens since the subchip intervals
has to do with the required delay necessary to fully accomphB duced by the multiplication of two sequences spreads

the IC for all users in the system. Since the IC proceed, 5 wider spectrum and their integral is on the average

serially, a delay on the order a¥/ computation stages iS | yer Note, that in the asynchronous time/nonuniform power
required to complete the job. Nevertheless, Viterbi showed thafca the estimation of more parameters is needed, namely,

the successive IC scheme could approach channel capacity;fy delays of the users and their powers. This parameter

the aggregate Gaussian noise channel. As such, the sche@gnation problem is common to most of the above tech-
does not become multiuser interference limited. niques.

Parallel processing of multiuser interferergimultaneously
removes fromeach user the interference produced by the
remaining users accessing the channel. In this way, each user
in the system receives equal treatment insofar as the attempiVe consider a CDMA communication system in whith
is made to cancel his or her multiple-user interference. Asers are communicating simultaneously at the same rate over
compared with the serial processing scheme, since the dGcommon additive white Guassian noise (AWGN) channel
is performed in parallel for all users, the delay required t@ach with a binary phase-shift keying (BPSK) data modulation
complete the operation is at most a few bit times. The eadyd its own PN code. As such, the received signal is the sum of
papers that dealt with parallel IC recognized the desire to arrigé direct sequence BPSK signals each with pofigibit time
at a structure that could be motivated by the ML approachs, and PN chip timél%., and AWGN with single-sided power
In particular, a multistage iterative approach was suggestectral density (PSD), W/Hz. At baseband, this signal can
by Varanasi and Aazhang [8], [9] which at a given stagee written in the complex forfn
estimated a given user’s bit under the assumption that the exact o o
knowledge of the other users’ bits in the same transmissign,, ] _ - N
interval needed to compute the multiuser interference couldct?) ) ; si(f) +n(t) ; VSimi()PNi(B)e’” + n(t)
replaced byestimatesof these bits from the previous stage. It 1)
was indeed this basic idea which led to the multistage iterative
schemes subsequently proposed by Yoon, Kohno, and |m6{~|We shall refer to such a technique brute forceor total interference

cancellation.
[11]-[13] and Kawabet al. [14]. What was common to a_” of _ 2We shall refer to such a technique artial interference cancellation.
these schemes was the fact that at each stage of the Iteratloﬂ-"or convenience, we shall use complex notation to represent the various
an attempt was made for each userctampletelycancel the signals in the receiver.

Il. MULTIUSER COMMUNICATION SYSTEM MODEL
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Fig. 1. An L-stage interference cancellation scheme with parallel processing for CDMA (complex baseband model).
where, for theith user, PN;(¢) is the PN code waveform, cross correlation matrif’ = [v;;] is defined as
m;(t) = > e _.o aap(t — kT;) is the data modulation with
kth bit ;. taking on equiprobable valuesl and unit power 1 1 T
rectangular pulse shapgt) of duration 7}, and ¢; is the 7Vij = " Z CikCik = 7 / PN;(t)PN;(t) dt,
carrier phase. For the equal user power case, one would have k=1 bJo o
S;=8:i=1,2, .-, M. As previously mentioned, one must i,j=12--, M (3)
provide a means (not discussed in this paper) to estimate the
user’s power, the carrier phase, and, in the asynchronous cag#) v; = 1; ¢ = 1,2, ---, M. Note that computation of
the code delays. the cross correlation matrix is not needed for the receiver

We shall assume for the purpose of analysis and simulatidaveloped in this paper.
that the users have purely random PN codes assigned to them.
This assumption is justified by the use of long PN codes, with
period much longer than the bit duration, as, for example, in
the 1S-95 cellular mobile standard. It is to be emphasized,
however, that the IC schemes to be discussed in what followsAs previously stated, the optimal multiuser detector [1] is
apply equally well to any appropriate set of PN codes chosderived from a joint ML decision on thé/ user data bits in
for the users, provided that the codes are known to the receiveergiven interval and thus has exponential complexity in the
In view of our assumption, over the bit interv@l< ¢ < 7,, number of users. Instead, we chooseéntdividually decide on
the ¢th user's PN waveform can be expressed in the form each user’s data bit in this same interval, the motivation being

to reduce the complexity of the detector. Clearly, in deriving
n such an ML metric for any one user, one would theoretically
PN;(t) = Z cap(t — k1) (2) need exact knowledge of the data bits corresponding to all
k=1 of the other M — 1 users. Since indeed this information
is unknown, the abovéheoretical assumption igpractically
wherep(t) is again a unit power rectangular pulse shape nawvalid. However, by replacing exact knowledge of the other
of durationT, n = T3 /7. is the number of PN code chips perd/ — 1 user bits by estimates of their values, we arrive at
data bit, i.e., the spreading ratio, afigl; } is a random binary an iterative scheme (see Fig. 1) wherein each stage of the
(£1) sequence. For a given set of user codes, their normalizeztation produces new and better estimates of the user bits

I1l. DERIVATION OF THE NEW PARALLEL
ITERATED MULTIUSER DETECTOR
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Fig. 2. kth stage of total interference cancellation.

based upon those obtained in the previous stage. By solving|, are the estimated data bits from the previous iteration,
this ML problem with the above condition imposed, we arrivand I, (k) denotes the estimated interference contributed by
at the following decision rule for user 1's (assumed herein the other users to user 1. The decision represented by (4) is
be the user of interest) bit at theh iteration stagé(see Fig. 2) referred to as dentative decisior{for any stage previous to
the last) since indeed the final decision on user 1's data bit is

, only made at the last iteration stage, i.e., after the interference
a1 (k) = Sgn{Re eIy has been removed to whatever extent is possible.
In the above scheme, insofar as detection of user 1's data
Mo BE, . (imb1) bit is concerned (or, for that matter, any other user of interest’s
- Z VN ai(k = 1)e” ™™ m; data bit) thetotal interference is estimated and canceled
A =2 . from the received signal at each stage of the iteration. Since
= sgn{Y; — L;(k)} in the early stages of interference cancellation the tentative
41(0) = sgn{Y1} (4) decisions are less reliable than they are in later stages, it

is not intuitively clear that the above philosophy of entirely
canceling the full amount of interference at each iteration
stage necessarily leads to the best suboptimum decision metric.
5 T, Rather, a better philosophy is one which in the early stages
Y =4/ / r(t)PN;(t) dt (5) cancel only a fraction of the multiuser interference with the

NoTy Jo amount being canceled increasing as one continues to iterate
toward the ultimate final data decisions, i.e., as the fidelity of
the tentative decisions improves. Viewing the receiver as an
iterative algorithm, what we do, in effect, is control the step
size of the algorithm. To see how a metric motivated by such

4The_details of the derivation leading to (4) are given in [18]. For simplicity hilosophy can come about we proceed as follows.
of notation, we shall drop the second subscript on user 1's data bit and assum . . L .
e first note that in arriving at the estimate @f (the user

that we are considering only the inten@l< ¢ < T}, i.e., we shall denote ' - . ] ) 3 .
ayo by a1 and likewise for the decisions on this bit. of interest’s bit) in (4), the information on this bit (e.g., its

whereY; = Re{e %1y} with

i.e., a normalized projection of the received signal on u'ser
code, Fy; = S,;T; is the bit energy in usef's signal, {a;(k —
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Fig. 3. kth stage of partial interference cancellation.

estimate) available at the previous iteration stage has not béea real part of (6) gives an expression of the form
used at all. By including this information from the previous

; ; ; i 2F / 2F .

iteration, namely, the tentative hard d.e.c~|5|6){(k —.1), or, y, — Mo+ N 2 LEPRY S /%
better yet, the soft (linear) tentative decisior{k—1) (i.e., the 0 0 X

value just before the decision device), one can improve upon Wi=9I—-L+N (7)

the above IC technigue. In particular, the improved soft (linear)

decisiond, (k) at thekth iteration stage will be obtained as avhere IV, is a zero-mean unit variance Gaussian RY,
weighted sunof &, (k — 1) and [Y; — I, (k — 1)]. The tentative denotes the real part of the multiuser interference experienced
bit estimateii, (k) is then obtained by passirig (k) through a by user 1 due to the remaining — 1 users, and; denotes
tentative decision device. Interestingly enough, the suggesti®h estimate of/; based on estimates of the other user data
to form such a weighted sum comes from considerations bad¥- As such[; —I; represents theesidual (uncanceled) real

on jointly observingy; anda, (k — 1) as opposed t&; alone, Multiuser interference. Since the estimates of the other user
and leads to an iterative structure analogous to Fig. 1 ktith data bits are not available at the time that user 1's data bit is
stage as in Fig. 3 and conceptual equivalent as in Fig. 4. #ging estimated, (6) and (7) suggest, as previously discussed,
particular, consider the component of the normalized received iterative (multistage) structure in which the other user data
signal vector corresponding to user 1, ig.,of (5), which, Dit estimates are obtained from the previous stage. As such,

when multiplied bye=7¢1, is obtained from (1)—(5) as (7) can be rewritten as
2F,
| . Mo Yi= 55 et Lk) + Wak) (®)
6—J¢1y1 — bl a; + Z il aieﬂ(@—%)fyli
V. No — V No where
+ e i (6)

Wi(k)=1 — Il(k + Ny

i i - i 2Eb1 A S (Bi—en)
where n; is a zero-mean variance two (unit variance per I (k i (9)
dimension) complex Gaussian random variable (RV). Taking 1_2
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Fig. 4. Conceptual block diagram of stage 1 /ah iteration.

with the notation {%)” referring as in the previous discussiongon the data bitz;) Gaussian RV, namely
to thekth stage. For the purpose of what follows we can model
the residual interference term of (9) as a zero-mean Gaussian ~ _ [2En
RV which, when combined withV;, results in a zero-mean (k-1) = N T Walk —1) (10)
Gaussian RW, (k) with variance E{W2(k)} = o%,. Note
that the variance?, depends on the iteration stage where E{Wx(k — 1)} = 0, E{W3(k — 1)} = o3 The

We recursively definei; (k) as the log-likelihood ratio Gaussian RWV(k—1) depends on thermal noigé, and also
(LLR) for a; given a;(k — 1), Y1, and I(k). It will be on residual interferences from previous iterations. Our intent
convenient to normalize this LLR such that its conditiondp to Obtain an iterative solution fa (k) givenYy, a1 (k—1)
average is equal tQ/2Ey; /Ny a;. Note that under the Gauss-and I; (k).
ian assumptions to follow, this LLR is also identical (up to Ata minimum, because bot#(k— 1) andW, (k) contain
a constant factor) to thénear minimum mean-square errorthe same thermal noise component, they are correlated, i.e.,
estimate of,/2F}; /No a;. For the first iteration no additional E{W1 (k)W,(k—1)} 2 Pro1k02, k—1. As we shall see shortly,
information is available; thus, we sét(0) = Y;. We call it is not necessary to be able to specifically evaluaig,
a1 (k) thetentativesoft decision for user 1 generated atthk o2 1, and p,. Rather, a specific combination of these
iteration stage. As we will show in the following, a decision oparameters will be used to define a paramegjewhich shall
nonlinear estimation of;; at each stage (using the Gaussiahave significance in terms of the amount of interference for
model) is simply a function ofi; (k). This function is the which cancellation is attempted at each stage of the receiver.
tentative decision device mentioned earlier. For the sake ofUsing (8) and (10), the joint conditional probability density
the derivations to follow, we shall assume that it is possible fanction (pdf) of Y; andd;(k — 1) is given by (11), shown
approximatei; (k — 1) of the previous stage as a conditionaht the bottom of the page, which upon simplification becomes

plY1, (k- 1)|a1,1f1(k)]

_27r0'1k0'2,k—1 V1-p3
2
2F A
T3 ko1 {Yl - Tob a — Il(/f)}

QU%W%, p—1(1— pi)

2
~ 2E 2E‘ " N 2E
ot [al(k —1) =4/ Tob a1:| = 2pK01k02, k—1 |:Y1 - Tob ap — Il(k)} [al(k -1)- Tob al}

QU%kff%,k—l(l - pi)

. exp —_

+
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(12), shown at the bottom of the page, where the constant(MMSE). Since the natural logarithm is a monotonic function
includes terms that do not depend en We now introduce of its argument, then taking the natural logarithm of (14), we
a normalization so as to make the coefficients¥pf— 7; (k) see that the ML value ofi; at the kth stage of iteration is

anda;(k — 1) in (12) sum to unity. Letting simply given by
2
A 03 p—1 — PkO1KO2, k—1 .
pe S a1 (k) =sgn{axA}
01k + 0—27 k—1 " 2pk01k02, k—1 EN ~
02— LI kot =sgn{pk[Y1 — [1(k)] + (1 = prar(k — 1)}
1 i . = Lk d ; AT 13 = " Z
L R B PP (13) sgn{a; (k)}. (18)
then (12) can be written in the desired form The ML approach produces a decision metric in which the

tentative decisions at each stage of the iteration are hard

plYy, ay(k = Dlas, L(k)] decisions. The MMSE estimator (derived in the Appendix) is

2Ey, O'%k + O’% k—1 — 2PKO1L02, k—1
=Cexpia 5 3 2 .
Ng 01392, k1 (1= pz) a1 (k) = tanh(agAr). (29)
ApelYs = LB+ (1 = pr)an(k — 1)}} Comparing (19) with (18), we see that the hard tentative
decisions have been replaced by soft tentative decisions in the
= C exp(aiarAr) (14)  form of hyperbolic tangent functions. Furthermore, the slope
where of these functions (which is proportional t®;) is another
parameter to be optimized at each stage of the iteration. For
A [2Ey |0+ a%jk_l — 20101102, k-1 the simulations reported in this paper, we used only the hard
Ok = Ny (,—%ko—%’k_l(l —p2) decision approximation, although better performance can be

A N } obtained with the hyperbolic tangent function. At the last stage

Ak = Y1 = L(B)] + (1= pr)a(k - 1). (15) the best decision function for the uncoded case is the hard

Consider the LLR for bita; as decision whergas, for the soft input coded case, using the LLR
output [i; (k)] is recommended.

Lu(k) =1 play = 1]Y1, ay(k — 1), I (k)] Comparing (18) with (4) we observe that theight fac-
1) = play = —1|Y1, ay(k — 1), fl(k)] tor in thg kth iteration p;, represents the _amount of partial
A)plar = 1) cancellation attempted at that stage and is a parameter to be
=1In A=L)plas = —1) optimized for each value of. Intuitively, one would expect
Al praL = that the value ofyp;, (which depends on the particular stage
=1In 1 (1) = 200\ (16) through the subscript) would monotonically increase as one
(=1) progresses toward the final data decision, i.e., as one iterates

The mean ofi, (k— 1) is obtained from (10) ag/2E;, /No a1 more and more, the fidelity of the tentative decisions improves
and the mean ofL,(k) given a; is obtained from (16) as and, thus, one should attempt to weight more the interference
2ax /2By /No a1. Since from (10) the mean of (k) is cancellation term. Indeed, the numerical results to be presented

V2Eu /Ny a1, then dividingL, (k) by 2a gives the relation 'at€r on bear out this intuition. _ ,
In summary, Fig. 1 is a multistage receiver structure with

a1 (k) = M\ = pr[V1 — Li(B)] + (1 — pr)ar(k — 1).  (17) kth stage as in Fig. 2, which together result from the partial
N ) o ) IC cancellation scheme suggested by (17) and (18) or (19).

In addition to the linear estimation above, we would like t§ne modification of each iteration stage resulting from a brute
obtain anonlinearestimate ofa; for the purpose of obtaining ¢5,ce (total IC) approach such as that in Fig. 2, as suggested in
the best reproduc_:tion of the_ othgr user_s’ interf_erence_ to _[14] and (4) of this paper, is the inclusion of a paramejer
used for subtraction. An estimation af is possible using t, gjiow for partial cancellation of the multiuser interference
the ML principle, or using minimum mean square estimatiogy e rh stage and also the inclusion of estimated data for

5Note that based on its definition, the paramepgr is not necessar- the user of interest obtained from the previous iteration. With
ily restricted to lie in the range) < p; < 1. However, if p, < regard to the form of the tentative decision device used at
min(o1e/os k1 02.k1/01k) hen it can be shown that this restriction o o jyeration stage for each user, there are several options

is valid. This implies eithew;, < o2, p—1 OF 02 1 < oy4. Intuition, ) e ’
however, would suggest the former. (see Fig. 5). A hard decision on user 1's data bit can, as

pl(Y1, au(k — 1)]ay, J1(k)]

= C exp <a1

2By | (03,51 — prowkoa, k—1)[Y1 — L))+ (02, — proioa,k—1)dr(k — 1) (12)
No U%kff%,k—l(l - pi)
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Fig. 5. Tentative decision devices. (a) Hard-limited (one-bit quantizer). (b) Linear (infinite-bit quantizer). (c) Hyperbolic tangent (saferjuda}
Null zone device.
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Fig. 6. A comparison of the degradation factors for one- and two-stage linear interference cancellation—equal power users.

described by (18), provide a tentative bit polarity for thene can use are linear, null zone, and hyperbolic tangent
next iteration. However, from a performance standpoint, it devices. For example, the linear decision requires neither
better to provide soft tentative decisions to the succeedipgwer estimates nor carrier demodulation; hence, a differential
iteration stages. Among the possibilities for softer decisionketection scheme can be employed instead of the coherent
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Fig. 7. A comparison of the degradation factors for one-, two-, and three-stage nonlinear interference cancellation—equal power users.

detection scheme assumed here. The null zone device providegradation factor versus the number of uskfsfor fixed
slightly better performance than the hard decision device butalues of processing gainand bit-error probabilityP;, ( £).
still inferior to the hyperbolic tangent device which is optimal Partial IC schemes were simulated with optimized values of
from MMSE considerations based on a Gaussian interferertbe partial cancellation parameters up to three stagesThe
assumption. performance results described above are illustrated in Fig. 6
for linear and in Fig. 7 for nonlinear (hard decision) tentative
decision devices along with the corresponding simulation and
V. PERFORMANCE RESULTS analysis results for a single-stage brute-force (total cancella-
The analysis of the performance of a single-stage interfeian) scheme. Also illustrated are the results for conventional
ence cancellation is given in [18] and is quite tedious to obta@DMA with no interference cancellation. We observe that, for
despite many simplifying but valid assumptions. Extendingne parameters considered and uncoded BPSK users, a three-
the analysis to only two stages is even more complicatestage nonlinear partial IC scheme allows as many as 80 users
hence, it is expeditious to obtain the performance of-a with a degradation of only 1 dB, as compared to nine users
stage iterative partial IC scheme from computer simulatioris. a conventional CDMA system with the same degradation.
Software programs have been written to model user transmiitais ideally represents an almost ninefold increase in the user
ters and the base station receiver in the complex basebga@acity of the system.
domain. Random PN codes are generated for each user and
used to spread his or her random data bits. The results of these
spreading operations are multiplied by the complex form of
the carrier phases'®|}., following which complex Gaussian In both the analysis and simulation results presented here,
noise samples are added to the combined received signal wih assumed an AWGN channel. If multipath is present and
at least one sample per chip time. The carrier phases whigsumed to be known, and can be modeledLadistinct
are generated independently for each user are assumed ténb#ipath rays, then the following modifications of the above
constant over the integration time of the detector and uniform$gheme would take place. First, in the description of the
distributed in the interval(( 2r). received signal, one would replace the modulation pulse
It is common in analyses of CDMA systems [17] to definéhapep(t) with its channel output version, namepy(t) =
a degradation factorD as the ratio (in dB) of theE, /N Zle hip(t — 1), 7; are the multipath delays, ankl; the
required to achieve a given bit-error rate in the presence of
M users, to that which would be required to achieve the Sam(gThe optimum values of;, for the three stages were ba;ically found by a
level of performance if only a single user was communicatingy i cror computer search with the only restriction baifgs 1 < s-
y clear as previously discussed near the end of
The performance results to be illustrated are plots of théction I.

V. MULTIPATH CONSIDERATIONS
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multipath channel coefficients. Next, the correlator in thehere
receiver would be replaced by an optimal coherent RAKE
combiner, and finally, the respreader (multiplication of the Alay) EY pY1, ay(k — Dlay, 11 (k)]

tentative decision by the PN code) would be replaced by a (a1) = pla i ()] (A3)
circuit imitating the effects of the multipath on the PN code. aa) = plats Sl '

This circuit should compute ) oo
Evaluating (A.2) atz; = 1 anda; = —1 and substituting the

L ! .
ar PN (1) Z P Ny(t — 70)é (20) results into (A.1) gives
B G A(1)g(1) = A( 1g(—
E{ay Y1, aa(k — 1), L(k)} =
VI. CONCLUSIONS @lfL, 3 ! AD)g(1) + A—D)g( (2\4)

The inclusion of multistage parallel interference cancellatidBecause of the symmetry of the problem, i.e., the equiprobable
in a CDMA receiver can significantly improve its performancgroperties of the data streams, we have @) = ¢(—1).
relative to that of a conventional CDMA receiver where nejence, (A.4) becomes
interference cancellation is attempted. A partial interference
cancellation philosophy, in which the amount of interference A . . A — A(-1)
canceled is related to the fidelity of the tentative decisions #1(F) = E{a[Y1, a1(k 1), Li(k)} = AD + A=Y
involved in forming the interference estimate, is in general (A.5)
superior to a brute force philosophy of entirely canceling theeferring to (14) of the main text for the evaluation/ofa; ),
interference at each stage. Using a hyperbolic tangent devige obtain the desired result
for making the tentative decisions at the various stages of
the cancellation process is superior to using either a hard C exp(arA) — C exp(—agAx)
limiter or linear device. The linear device, on the other hand, (k) = C exp(apAp) + C exp(—agAp)

has the advantage that the receiver implementation does not o8
=tanh| 4/ bl
0

= tanh(ak)\k)

Ulk + 0271{_1 — 2pk01k02, k-1

Ufkff%, k11— pi‘i)

require knowledge of the user powers nor does it need carrier
synchronization at the various stages. The latter implies that
the final data decisions can be performed with a differential .

(rather than a coherent) detector. The technique is equally ApeY1 = Li(k)] + (1 = pr)as(k — 1)})- (A.6)
applicable to uncoded as well as coded modulations, the latter

being discussed in [18]. Finally, the authors wish to alert
the readers to an excellent survey article [20] on multiuser
detection of CDMA which appeared after our paper wagi] S. Verdu, “Minimum probability of error for asynchronous Gaussian
submitted for publication but includes reference to our work as Mmultiple-access channels|EEE Trans. Inform. Theorwol. IT-32, pp.
originally presented at the 199_5 IEEE Communication The_orYZ] 85_96” ‘:ggt'in%gr?q(shultiuser asymptotic efficiency/EEE Tran. Com-
Workshop and later reported in [18]. Another survey article = mun, vol. COM-34, pp. 890-897, Sept. 1986.

that deserves mention’ in particu'ar because of its focus on t[ﬁa K. S. Schneider, “Optimum detection of code division multiplexed

. . . . signals,”IEEE Trans. Aerosp. Electron. Systol. AES-15, pp. 181-183,
performance in the presence of multipath propagation, is the 7. 5o

work of Duel-Hallen, Holtzman, and Zvonar [21]. [4] R. Lupas and S. Verdu, “Linear multiuser detectors for asynchronous
code division multiple access channelt£EE Trans. Inform. Theory
vol. 35, pp. 123-136, Jan. 1989.
APPENDIX A [5] , “Near—far resistance of multiuser detectors in asynchronous
DERIVATION OF THE NONLINEAR MMSE ESTIMATE d; (k) channels,”|[EEE Trans. Communvol. 38, pp. 496-508, Apr. 1990.
[6] A.J. Viterbi, “Very low rate convolutional codes for maximum theoreti-
Consider using for d;(k) the nonlinear estimate cal performance of spread-spectrum multiple-access chanheEE J.
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