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Abstract—In this paper, we present a method of extracting the
time-delay between speech signals collected at two microphone
locations. Time-delay estimation from microphone outputs is the
first step for many sound localization algorithms, and also for
enhancement of speech. For time-delay estimation, speech sig-
nals are normally processed using short-time spectral information
(either magnitude or phase or both). The spectral features are
affected by degradations in speech caused by noise and rever-
beration. Features corresponding to the excitation source of the
speech production mechanism are robust to such degradations.
We show that these source features can be extracted reliably
from the speech signal. The time-delay estimate can be obtained
using the features extracted even from short segments (50–100
ms) of speech from a pair of microphones. The proposed method
for time-delay estimation is found to perform better than the
generalized cross-correlation (GCC) approach. A method for en-
hancement of speech is also proposed using the knowledge of
the time-delay and the information of the excitation source.

Index Terms—Hilbert envelope, source features, speech en-
hancement, time-delay.

I. INTRODUCTION

LOCALIZATION of the source speaker from the speech
signal collected at an array of microphones and enhance-

ment of the received speech signals are challenging tasks [1],
[2]. While the same speech information is present at all the mi-
crophones in the array, the received signal is different at different
microphones. The nature and quality of the received signal de-
pends not only on the distance of travel of the direct sound
from the speaker, but also on several other factors, such as other
speaker’s speech, background noise, and distortion due to mul-
tiple reflections or reverberation. The received speech signals
from pairs of microphones are processed to estimate the time-
delay between each pair. The estimated time-delay informa-
tion is useful to derive the location of the source speaker. The
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time-delay information is also useful to enhance the speech, by
combining the output signals from several microphones after
compensating for the time-delays.

The problems of time-delay estimation, localization of
single/multiple speaker sources and enhancement of degraded
speech, all have been handled traditionally by exploiting the
spectral characteristics of speech signals [3], [4]. The three
broad strategies used in these studies are [5] 1) Steered re-
sponse power of a beam-former, 2) high resolution spectrum
estimation, and 3) time difference of arrival estimation. In
the steered beam-former the microphone array is steered to
various locations to search for a peak in the output power.
The delay and sum beam-former time shifts the array signals
to compensate for the propagation delays in the arrival of the
source signal at each microphone. Sophisticated beam-formers
apply filtering to the array signals before time alignment and
summing. These beam-formers depend on the spectral content
of the source signal. A priori knowledge of the independent
background noise is used to improve the performance [6].

The second category of source locators are based on high
resolution spectrum estimation. In this case the spatio-spectral
correlation matrix is derived from the signals received at the
microphones. This matrix is derived using an ensemble average
of the signals over the intervals in which the noise and the
sources are assumed to be stationary, and their estimation
parameters are assumed to be fixed [7]. These high resolution
methods are designed for narrowband stationary signals, and
hence are difficult to apply in the case of wideband nonstationary
signals like speech.

Methods based on the time differences of arrival (TDOA)
estimation are more suitable for speech source localization
than the previous two approaches [5]. These involve a two-step
process: 1) Obtaining the time-delay estimation of the speech
signals corresponding to a pair of spatially separated micro-
phones and 2) using the estimated delays and knowledge of
the microphone separation for determining the location of the
source. For estimation of the time-delays, the weighted gener-
alized cross-correlation (GCC) method is often used [8]. The
method relies on the spectral characteristics of the signal. Since
the spectral characteristics of the received signal are modified
by the multipath propagation in a room, the GCC function is
made more robust by deemphasizing the frequency-dependent
weightings [9]. The phase transform is one extreme where
the magnitude spectrum is flattened. However then the low
signal-to-noise ratio (SNR) portions of the spectrum are given
equal emphasis as the high SNR portions. Cepstral prefiltering,
which was proposed to reduce the effects of reverberation, is
also difficult to apply to speech signals due to the nonstationary
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nature of the signal [10]. Moreover, this approach is not suit-
able for estimating the time-delays from short (50–100 ms)
segments.

Recently methods have been suggested for speech source
localization using explicit modeling of speech [11]. Strategies
are proposed separately for both the frequency domain and
time domain models. In the frequency domain, models with
explicit knowledge of the periodicity of the voiced speech
are considered to improve the spectrum estimation from the
received speech signals [12]. Time domain methods use the
knowledge of the large prediction error at the closure of the
glottal vibration cycle in the voiced segments. The error due
to reverberant components occurs at different random instants
for different microphone locations. This information, together
with the knowledge of the time-delays, is used to determine
a weight function that emphasizes the residual around the
instants of glottal closure. This is used to estimate speech from
the degraded signal.

It is obvious that most methods for time-delay estimation and
source localization rely on the spectral characteristics of the
source signal, and the knowledge of the degrading noise and en-
vironment. The spectrum of the received signal depends on how
the waveform is modified due to distance, noise and reverbera-
tion. Therefore the spectra of the signals obtained at two dif-
ferent microphone locations differ significantly. Compensating
for the spectral side effects or enhancement of the speech spec-
tral components have met with limited success, as there still will
be a lack of coherence in the filtered or spectral compensated
signals from different microphones.

In this paper we propose a method that relies on some
features of the excitation source of voiced speech for estimating
the time-delays [13]–[20]. The method is based on exploiting
the characteristics of excitation source especially for voiced
speech. The excitation source for voiced speech consists of
impulse-like excitation around the instants of glottal closure,
called the epochs. The sequence of these impulse-like excitation
are robust to degradation in the sense that the relative spacing of
these epochs due to direct sound remain unchanged at different
microphone locations. On the other hand, the impulse-like
excitation due to reflected sound occurs at random locations
at the microphones. In this work the impulse-like excitation
characteristics are captured by using the Hilbert envelope of the
linear prediction (LP) residual of voiced speech. The Hilbert
envelopes can be added coherently to reinforce the direct sound
and reduce relatively the effects of noise and reverberation.
Thus the proposed method is better than the previous efforts
because: 1) the vocal tract influence which changes more
rapidly, is removed, 2) the Hilbert envelope tends to emphasize
the instants of significant excitation, and 3) the instants of
significant excitation from the Hilbert envelopes of different
microphones can be cohered to get a more reliable output.
For coherent addition of the Hilbert envelopes the time-delay
between two microphone signals need to be estimated.

This paper is organized as follows. In Section II, we discuss
the characteristics of the speech signal that can be exploited for
developing the proposed nonspectrum-based approach for time-
delay estimation. The implementation of the new method for
estimating the time-delays is given in Section III. In Section IV,
the performance of the proposed method is compared with the

Fig. 1. Nature of excitation of voiced speech: (a) glottal volume velocity and
(b) speech waveform.

GCC approach. Knowledge of the time-delay estimation can be
used to enhance the speech from a degraded signal. An approach
for enhancement of speech is presented in Section V. Finally, in
Section VI a summary of the work is given along with some
issues for further study.

II. NATURE OF THE SPEECH SIGNAL

In our proposed method for time-delay estimation the pro-
duction characteristics of speech are exploited to extract the rel-
evant information from the degraded speech signal received at
a microphone. Speech is the result of exciting a time-varying
vocal tract system with a time-varying excitation. The common
and significant mode of excitation of the vocal tract system is
the voiced excitation caused by the vibrating vocal folds at the
glottis. The significant excitation of the vocal tract system takes
place at the instant of glottal closure within each glottal cycle
[18]. The rate of closure is an indication of the strength of exci-
tation. In speech the response of the vocal tract system is su-
perimposed on the sequence of the glottal excitation pulses.
The response of the vocal tract system depends on the shape
the vocal tract takes to produce a given sound. The resonance
characteristics of the vocal tract system appear as damped-sinu-
soid-like waveforms within each glottal cycle (see, Fig. 1). Since
the waveform is affected by the transmission medium, noise and
the response of the room, the received speech signal contains
information about the vocal tract system corrupted by different
types of degradations at different microphones. It is difficult to
determine the characteristics of these degradations to compen-
sate for their effects by processing the received signal.

The instants of significant excitation in a voiced segment are
unique, and their locations along the time scale do not vary with
the transfer characteristics of the medium and the microphones
[18]. The identification of the epochs due to direct sound is dif-
ficult due to presence of reverberation component in the speech
signal. It is important to note that the effect of reverberation is
different in different regions of a voiced segment [19]. For ex-
ample, in the vowel region of a typical syllable-like unit the ini-
tial high energy pitch periods are less affected by reverberation
compared to the later pitch periods.
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Fig. 2. Nature of speech signals at four different microphone locations (mic-0, mic-1, mic-2, and mic-3). (a), (d), (g), and (j) Waveforms of the speech segments
at the four microphone locations. (b), (e), (h), and (k) are the extracted instants of significant excitation corresponding to the four segments. (c), (f), (i), and (l) are
the short-time spectra for the portions marked in the segments.

Fig. 2(a), (d), (g) and (j), respectively, shows the signals re-
ceived by a close speaking microphone (mic-0) and 3 other mi-
crophones (say, mic-1, mic-2 and mic-3) placed in a normal

room ( m m m) with an average reverberation time of
about 200 ms. The waveforms are clearly different from each
other, and from the clean speech waveform obtained with a
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Fig. 3. Illustration of the characteristics of the Hilbert envelope of a voiced
speech segment. (a), (b) and (c) are respectively, the LP residual, its Hilbert
transform, and the Hilbert envelope for the signal at mic-0. (d), (e), and (f) are
respectively, the LP residual, its Hilbert transform and the Hilbert envelope for
the signal at mic-1.

Fig. 4. Effect of coherent and incoherent additions of the Hilbert envelopes.
(a) Hilbert envelope for the signal at mic-1. (b) Hilbert envelope for the signal
at mic-2. (c) Hilbert envelope for the signal at mic-3. (d) Result of incoherent
addition of the Hilbert envelopes. (e) Result of coherent addition of the Hilbert
envelopes.

close speaking microphone. The figure also shows the short-
time (50 ms frame shown by dashed lines) spectra for each of
the segments to show the differences in the short-time spec-
tral envelopes. Fig. 2(b), (e), (h) and (k) shows the epoch lo-
cations for all the four cases of microphone signals using the
method proposed in [15]. The epochs are computed from the
LP residual of the received signal. The LP residual is obtained
using a 10th-order LP analysis [21]. Throughout this study the
speech signals sampled at 8 kHz are used. It is obvious from
the clean speech case [Fig. 2(b)] that if the epoch locations can
be derived from the received signals, the problem of time-delay
estimation is not only trivial, but also the resulting estimation

Fig. 5. Cross-correlation function of the Hilbert envelopes of frames of
size 50 ms (400 samples), corresponding to signals at mic-1 and mic-2. The
time-delay between mic-1 and mic-2 signals is 14 samples.

Fig. 6. Characteristics of the estimated time-delay for different sizes of
analysis frame. (a) Normalized Hilbert envelope energy. Time-delays from
analysis frames of size (b) 50 ms, (c) 200 ms, and (d) 500 ms, each with a shift
of 10 ms.

will be accurate. But the spurious epochs due to noise and re-
verberation makes it difficult to use the epoch locations directly
for time-delay estimation.

A better method to estimate the time-delay is to exploit the
property that the strength of excitation in voiced speech is large
around the glottal closure instant. The impulse-like excitation
results in large error in the LP residual around the glottal clo-
sure instant. But it is difficult to determine the location of the
glottal closure instant due to fluctuations of the amplitudes of
the residual samples depending on the phase of the signal. Ide-
ally it is desirable to derive an impulse-like signal around the
glottal closure instant. A close approximation to this is pos-
sible by using the Hilbert envelope of the LP residual, instead of
the energy in short intervals of time. Even though the real and
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Fig. 7. Characteristics of the estimated time-delay for different levels of
reverberation obtained by collecting speech data at distances (b) 2 ft, (d) 4 ft,
and (f) 6 ft from the speaker. The time-delays are estimated using an analysis
frame of 50 ms with a shift of 10 ms. The corresponding normalized Hilbert
envelope energy plots are shown for each case in (a), (c), and (e), respectively.

Fig. 8. Characteristics of the estimated time-delay for speech degraded by
different types of noises, namely, (a) air-conditioning noise, (b) fan noise and
(c) both air-conditioning and fan noise collected at a distance of 6 ft from
the speaker. The microphones were placed close to the noise source. The
time-delays are estimated using an analysis frame of 50 ms with a shift of
10 ms. The normalized Hilbert envelope energy plots are shown for each case
in (a), (c), and (e), respectively.

imaginary parts of an analytic signal (related through the Hilbert
transform) have positive and negative samples, the Hilbert en-
velope of the signal is a positive function, giving the envelope
of the signal [22]. For example, the Hilbert envelope of a unit
sample sequence or its derivative has a peak at the same in-
stant. Thus the properties of Hilbert envelope can be exploited
to derive the impulse-like characteristics of the excitation. The

Hilbert envelope of signal is defined as follows [14],
[22], [23]:

(1)

where is the Hilbert transform of , and is given by
[14]

(2)

where DFT and IDFT are the discrete and inverse discrete
fourier transforms, respectively, and is the DFT of .

Fig. 3 shows the LP residual, its Hilbert transform and the
Hilbert envelope for a segment of the speech signal at the close
speaking microphone (mic-0) and also for a segment of the de-
graded speech signal at mic-1. The figure clearly illustrates the
important property of the Hilbert envelope of a voiced speech
segment, namely, the peak of the envelope occurs around the
instant of glottal closure within each pitch period. Note that due
to phase relations among the signal samples, the LP residual or
its Hilbert transform need not have a peak at the instant of glottal
closure. This can be seen at each instant of the glottal closure in
the plots in Fig. 3(a)–(c) for the clean speech signal from mic-0.
Even for the degraded speech signal at mic-1, the Hilbert enve-
lope shows the largest peak around the instant of glottal closure
within each pitch period. This important property of the Hilbert
envelope forms the basis for the method proposed in this paper
for estimating the time-delay.

While the amplitude of the Hilbert envelope is high at the
instant of significant excitation, the amplitudes of the Hilbert
envelope will also be high at the epochs of the reflected sound
in the reverberant speech. But these epochs will be located
at random instants. In the next section we will show how the
Hilbert envelopes of the LP residual signals from different
microphones can be used to estimate the time-delay for each
pair of microphones.

III. ESTIMATION OF TIME-DELAY FROM HILBERT

ENVELOPE OF THE LP RESIDUAL

The Hilbert envelope of the LP residual signal shows large
amplitudes around the instants where the residual error is large.
The error is large around the instants of glottal closure in the
direct signal as well as in the reverberant components of the
signal. The instants corresponding to the direct signal will be
coherent at different microphone positions. On the other hand,
the instants corresponding to the reverberation components will
be at random locations along the time scale. This can be seen
from Fig. 4, where the Hilbert envelopes for signals from the
three microphone positions are time aligned and displayed. The
effect of coherence of the direct components can be seen when
we add the delay-compensated Hilbert envelope signals from
the three microphones. It is important to note that the coherent
addition in Fig. 4(e) produces significant peaks at the epochs,
whereas the incoherent addition in Fig. 4(d) produces several
peaks at random locations.
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Fig. 9. Quantitative comparison of the proposed time-delay estimation method with GCC. Standard deviation of the samples of the Hilbert envelope vs. estimated
time-delay (in samples) are shown for different cases. (a) mic-1 and mic-3 signals. (b) mic-1 and mic-2 signals. (c) mic-2 and mic-11 signals. (d) mic-1 and mic-14
signals. (e) mic-1 and mic-15 signals. (f) mic-2 and mic-9 signals.

For the coherent addition one needs the values of the time-
delays. We propose a cross-correlation method to determine
the time-delays. Consider a frame of 50 ms from one of the
microphones, say mic-1, and compute the cross-correlation of
the Hilbert envelope of the LP residual of this frame and the
corresponding frame of 50 ms from the second microphone,
say mic-2. The location of the peak in the cross-correlation
corresponds to the delay. The time-delay to be estimated
is assumed to be much less ( 10%) than the size of the
frame (50 ms in this case) being considered. Fig. 5 shows the
cross-correlation function of the Hilbert envelopes of segments
of the two microphone signals. The delay is indicated in number
of samples from the center sample number, which is 400 in
this case.

The time-delay for each frame of 50 ms is computed with
a shift of 10 ms between successive frames, and the result is
plotted in Fig. 6(b). Note that the estimation results in random
delays, mostly for nonvoiced segments. This is indicated by seg-
ments corresponding to the low energy regions of the Hilbert
envelope, as shown in Fig. 6(a). The energy of the Hilbert en-
velope is obtained for each frame of 50 ms by computing the
mean squared values of the amplitudes of the envelope within
the frame. The normalized energy plot in Fig. 6(a) is obtained

by computing the energy for each frame shifted by 10 ms, and
normalizing the energy values by dividing them with the max-
imum value over the segment. The regions of the low normal-
ized values, say values below 0.25 in the Fig. 6(a), correspond
mostly to silence or noise or unvoiced or low voicing regions.
The low voicing regions are those regions where the strength of
excitation around the glottal closure is not high. This is also in-
dicated by the lower values of the Hilbert envelope relative to
the values in the high voicing regions.

The estimation of the time-delay gets better when we consider
longer frame sizes as shown in Fig. 6(b) and (c), for frame sizes
of 200 ms and 500 ms, respectively. The improvement in the
delay estimate is indicated by fewer spurious or random delays
compared to the case of 50 ms frame. But using longer segments
for delay estimation may make it difficult to keep track of a
moving source/speaker.

Figs. 7 and 8 illustrate the performance of the time-delay
estimation using the Hilbert envelope of the LP residual for
two different types of degradation. The time-delay estimation
for different levels of reverberation are obtained by placing the
microphones at different distances from the speaker. Note that
for longer distances the SNR decreases due to the constant
background noise. In Fig. 8 the estimated time-delays are
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Fig. 10. Results of enhancement of reverberant speech. (a) Degraded speech. (b) Enhanced speech by waveform addition. (c) Enhanced speech by the proposed
method. (d) Spectrogram of the degraded speech. (e) Spectrogram of the enhanced speech obtained by waveform addition. (f) Spectrogram of the enhanced speech
obtained by the proposed method.

plotted when the microphone is placed close to a room air
conditioner and a fan. A constant value of the time-delay is

obtained for successive frames in the regions of high energy
values in all the plots in Figs. 7 and 8.
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IV. COMPARISON WITH THE GCC METHOD

In this section we compare the time-delays estimated by
the proposed nonspectral approach with the standard GCC
approach. The GCC is computed as the inverse
Fourier transform of the cross-spectrum of the
received signals, scaled by a weighting function [9].
That is

(3)

where and are the Fourier transforms of the mi-
crophone signals and . The weight function is chosen
as . This corresponds to the use of
phase transform for cross-correlation.

Since accurate estimation of the time-delays with smaller
frame size helps in tracking a moving source, we consider a
frame of 50 ms with a shift of 10 ms to compare the perfor-
mance of the time-delay estimation by the proposed method and
by the GCC method. Note that in the Hilbert envelope plot in
Fig. 3, for the voiced segments there are large values around the
instants of glottal closure, followed by small values within each
pitch period. Therefore the variance of the sample values of the
Hilbert envelope in the voiced region will be large, compared to
the nonvoiced segments where the sample values are relatively
more uniformly distributed, thus contributing to low variance.
The variance of the sample values of the Hilbert envelopes is
computed for each frame of 50 ms shifted by 10 ms. Plots of
the standard deviation of the samples of the Hilbert envelope
against estimated time-delays for every frame of 50 ms with a
shift of 10 ms are shown in Fig. 9. The figure shows the plots
for different pairs of microphones to illustrate the effects of
degradations as the signals at different microphones are not of
the same quality. One important point to be noted from these
plots is that, even in the low voiced regions (low standard de-
viation), the proposed method estimates the delays accurately,
whereas the GCC shows significant variations in the estimated
delays. Ideally all the points should lie along a vertical line at
the delay value. So the spread of points from the vertical line
indicates degradation in the performance of the method.

An objective measure for comparison of the performance
could be the ratio of the number of points around the
time-delay within 1 sample deviation to the total number of
points above a certain threshold of the value of the standard
deviation of the samples of the Hilbert envelope. Since lower
values of the standard deviation correspond mostly to nonvoiced
regions, we can ignore the values below 0.25 for computing
this ratio. The values of for the different cases are shown in
Fig. 9. The larger the value of , the better is the method for
estimating the time-delay. From these illustrations we can infer
that the proposed method is superior to the GCC method.

V. ENHANCEMENT OF SPEECH USING

TIME-DELAY INFORMATION

We propose a simple but effective method of enhancing the
speech in the received degraded signal. Speech signals from

multiple channels are coherently added using the estimated de-
lays. This addition reduces the effect of background noise, but
the effects of reverberation will still remain. This can be reduced
as follows: The coherent addition of the Hilbert envelopes from
different microphone signals yield an envelope function in the
time domain as shown in Fig. 4(e). A smoothed envelope func-
tion is derived from the coherently-added Hilbert envelope using
a running mean of 24 samples corresponding to 3 ms, i.e., less
than a pitch period. The resulting envelope function is normal-
ized with respect its maximum value. The square root of the
normalized envelope function is used as a weight function for
the LP residual derived from the coherently-added signal. The
objective of this weighting is to enhance the perceptually sig-
nificant component of the excitation signal, and reduce the ex-
citation component due to noise and reverberation.

The weighted LP residual is used to excite the all-pole filter
derived from the coherently-added speech signal. The degraded
speech from one of the microphones, the enhanced speech
signal by waveform addition and the enhanced speech signal by
the proposed method are shown in Fig. 10. The corresponding
spectrograms are also shown in the figure. The enhanced speech
sounds significantly better compared to the degraded one. En-
hancement of speech can also be obtained using the proposed
algorithm for speech degraded by other types of noise, such
as reverberation and background noise. Thus the proposed
method of time-delay estimation is useful for enhancement
of speech degraded by different noise sources. The degraded
speech signals and the corresponding enhanced speech sig-
nals by the proposed method are available for listening at
http://speech.cs.iitm.ernet.in/Main/result/timedelay.html.

VI. CONCLUSION

In this paper, we have proposed a method for estimating the
time-delays from speech signals collected with spatially dis-
tributed microphones. The method uses the knowledge of the
excitation source, unlike the commonly used spectrum-based
methods. The proposed method uses the Hilbert envelope of the
LP residual of the speech signal. Since time-delays can be esti-
mated accurately even from short segments of speech, it is also
possible to develop algorithms to track a moving speaker.

Knowledge of the time-delays between pairs of microphones
can be used to enhance the speech collected at different micro-
phones. This is accomplished by coherently adding the speech
signals after compensating for the time-delays. The resulting
speech will reduce the background noise. But it still has signifi-
cant reverberation component. This is reduced by using a weight
function for the LP residual of the coherently added signal. The
weight function is derived from the coherently added Hilbert en-
velope of the LP residuals of the speech signals from different
microphones.

Several refinements are possible for improving the perfor-
mance of the proposed enhancement algorithm. A new set of
linear prediction coefficients can be derived for each frame
using the knowledge of the region around the instants of glottal
closure, which is obtained from the coherent sum of the Hilbert
envelopes as shown in Fig. 4(e). The new time-varying all-pole
filter can be re-excited using the weighted LP residual to obtain
further enhancement of speech.
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