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Abstract

The objedives of this paper are to gve abrief overview of the code LogMIP and to report numerical
experience on a set of test problems. LOGMIP is currently the only code for disunctive programming,
which has implemented the research work dore on this areaon the last decale. Major motivationsin the
development of LogMIP have been to fadlitate problem formulation o discrete/continuows
optimization problems, and to improve the dficiency and robustnessof the solution of these problems,
particularly for the norlinea case. LOGMIP is a software system linked to GAMS for solving problems
that are formulated as diunctivelhybrid programs (Vecdietti and Grossnann, 1999. For linea
problems the digunctive/hybrid model can be automaticdly reformulated as a mixed-integer (MIP)
formulation wsing either a big-M reformulation, or a convex hul reformulation (Balas, 197) depending
on the dhoice seleded by the user. The other option for solving norinea problems is the Logic-Based
Outer-Approximation (LBOA) (Turkay and Grossmann, 1996). Computational experience on a set of
linear and na-linear problems is reported. These problems correspond to the synthesis of process
flowsheets, synthesis, retrofit and design of batch plants, scheduling d a multi-product pipeline,
jobshop scheduling, and strip pading problem.
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Introduction

Modeling and solving linea and ron-linear discrete
continuows program optimizaion problems is a very
challenging task. Models are difficult to build and solve,
and the main goal pursued isto generate program models
easy to pose, read, understand and solve, goals that
frequently compete eat other. Modeling frameworks like
GAMS, AMPL, AIMMS, etc, fadlitate the task of
building a model by providing powerful language
sentences and management tools. On the other hand,
solution algorithms and solvers play an important role on
driving the problems to their solutions.
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Over the last decade an adive reseach area has been
digunctive programming applied to process g/stem
engineging poblems (Raman and Grossmann, 1994;
Turkay and Grossmann, 1996 Bjorkqvist and Westerlund
1999; Lee ad Grossmann, 2000). Mgor motivations of
this work have been to fadlitate the problem formulation
of discrete/continuows optimization poblems, and to
improve the dficiency and robustness of the solution o
these problems, particularly for the nonlinear case.

In this paper we report LogMIP, the only code that is
currently available for disunctive programming. Recent



theoretical advances and methods in disunctive
programming have been incorporated in the code LogMIP.
This is a software system that is implemented in GAMS
for solving problems that ae formulated as
digunctivelhybrid programs (Vecchietti and Grossmann,
1999). Here by hybrid we mean when part of the model is
expressed in digunctive form, and the other part in mixed-
integer form. Recent developments in LogMIP include a
language parser for writing and interpreting digunctive
programs. In this sense, LogMIP complements the GAMS
modeling framework by adding the capability of writing
discrete decisions in the form of digunctions. The
language is based on IF.. THEN.. ELSE/ELSIF sentences
for representing digunctions that contain Boolean
variables and constraints involving continuous variables
(Vecchietti and Grossmann, 2000, Gil and Vecchietti,
2002). The logic operators, implication (=>), equivalence
(¥)), logical AND/OR, negation (~) are used for writing
relationships between the Boolean variables in the form of
logic propositions. Special sentences such as ATLEAST,
ATMOST and EXACTLY, are also used to express
relationships for Boolean variables in a more natural and
expressive form. Based on these features, LogMIP can
currently be used to mode linear and non-linear
digunctive/hybrid programs. More detailed description
can be found in http://www.ceride.gov.ar/logmip/.

Regarding the solution algorithms and methods, for
linear/non-linear problems the disunctive-hybrid model
can be automatically reformulated as a mixed-integer
linear(MIP)/non-linear(MINLP)  program  formulation
using either a linear/non-linear big-M or convex hull
reformulation (Balas, 1979, Lee and Grossmann, 2000)
respectively. Once the reformulation is performed any
MIP/MINLP solver can be applied to solve the problem.
One option for solving nonlinear problems is the Logic-
Based Outer-Approximation  (LBOA) (Turkay and
Grossmann, 1976). For both linear and nonlinear problems
the Digunctive Branch and Bound (DB&B) method (Lee
and Grossmann, 2001), which is currently under
development, can also be used to solve digunctive
programs.

In the following section we present the numerical
experience with LogMIP on a set of linear and non-linear
problems. Most of these problems are in the area of
process system engineering and include for instance the
synthesis of process flowsheets, synthesis, retrofit and
design of batch plants, scheduling of a multi-product
pipeline, jobshop scheduling, and strip packing problems.
Due to space limitations we briefly describe each problem
and in some cases highlight key digunctions that were
used.

Linear Examples
Jobshop scheduling

The first set of examples is the jobshop-scheduling
problem (Raman and Grossmann, 1994). In this problem,
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there is a set of jobs i1 that must be processed in a
sequence of stages but not all jobs require al stages. Zero
wait transfer policy is assumed between stages. To obtain
a feasible solution is necessary to eliminate al clashes
between jobs. It requires that no two jobs be performed at
any stage at the same time. This is expressed by the
following disjunction:
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where t, is the starting time of job i and T, the processing
time of job i in stage j. The meaning of (1) is that either
the job i precede job k or viceversa in the stage j where a
clash can occur. The objective is to minimize the
makespan.
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Strip packing problem

The problem considered in this section deals with the
problem of fitting a set of rectangles of fixed dimensions
in a strip with fixed width W and variable length L that is
to be minimized (Sawaya and Grossmann, 2003). If the N
rectangles have height h, and length I, the problem can be
formulated as follows:
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where OsxsU-l, hsysW. No rotation between the
rectangles is assumed, and the meaning of this disunction
is to state that either rectangle j is to the left or to the right
of rectanglei, or above or below.

Retrofit

Another problem solved is the one proposed by
Jackson and Grossmann (2002) related to the retrofit
design of a processes network. This type of problem is
difficult to solve due to the constraints involved in the
preexisting design and operations imposed to the network.
They proposed a digunctive model involving the
following constraints:
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The first digunction selects the operation mode m between
all possible modes M, for processi in the planning horizon



tOT, while the second dsjunction selects the @st ¢
corresponding to the first choice made, FC'_ is the st
coefficient correspondng to the operation mode m at time
t for processi. Boolean variables Y, and W, are related
by logic propositions. The model aso includes mass
balances, and other logic proposition constraints.

Multi-product pipeline scheduling

This example was taken from Cafaro and Cerda
(20). It corresponds to a scheduling model of a multi-
product petroleum refinery pipeline, where large anourts
of different products must be delivered from the refinery
to the depats. It is a mmplex continucus/discrete model.
The main discrete dedsions of the model are: the product
orders to process the anount of product to pump, the
product orders to fea into the pipeline axd the product
transference (or not) from the pipeline to the depots. Itisa
large model applied to an interesting industrial problem.

Non-linear examples

The nonlinear solution agorithm  currently
implemented in LogMIP is Logic-Based Outer
Approximation. This algorithm was developed mainly for
the synthesis of processnetworks and that is the reason for
which is applied for problems formulated by spedal two-
term digunction formulated in (5).
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The meaning o (5) isthat if the pieceof equipment |
of the process network is sleded the mass and energy
balances and the st eguation apply, otherwise the flux,
cost and some other variables goesto zero.

Even with the restriction of two terms per digunction,
optimization problems other than the synthesis of process
networks can be formulated as for instance, the design and
retrofit of multiproduct batch plants, the mvariance matrix
determination for an infrared spedroscopy experiment.

The problems lved with LogMIP corresponds to the
synthesis of a process network, the multiproduct batch
plant design with intermediate storage tanks (Vecdietti
and Grosgnann, 1999), the retrofit of a multiproduct batch
plant, the covariance matrix determination for a infrared
spedroscopy, and the synthesis of amethanal plant.

Results

LogMIP gredly fadlitates the task of posing a
discrete model through the use of the digunctions. The
error messages given by the language cmpiler guide the
task of writing a model when it is not formulated
acording to its gntadic and semantic rules. To write
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discrete dedsions by means of disunctions make the
model more dea and easy to understand.

In LogMIP, the linear models can be transformed into
a MILP modd by using the Big-M or convex-hull
relaxations, and then solved by any B&B solver like OSL,
CPLEX, Xpress etc. The process of transforming and
solving the problem is dore systematicdly withou user
intervention. The Big-M transformation hes a cuge of
options to cdculate the best value of the M parameter if
appropriate bounds on the variables are given.

Table 1 shows the results obtained on the solution o
the digunctive linea problems of different sizes. The Big-
M and convex hul relaxations algorithms were gplied to
all problems. The first column shows the problem name,
and then the number of equations, variables and dscrete
variables are listed. Finaly the CPU time, number of
iterations and number of nodes taken to the B&B
agorithm to read the solution for both the Big-M
relaxation (BM) and the awnwvex hull (CH) are shown. The
solver used was CPLEX 7.5 withou preprocessing and
cuts, using a Pentium [11-850 Mhz procesor.

From Table 1 can be seen that the somewhat
unexpeded result that the Big-M reformulation takes less
CPU time, number of nodes, and iterations for the jobshop
problems, except for the retrofit, retrofit_big and cut-1
problems. For the cases of the strip pading problems (cut-
1 and cut-2) athough the Big-M relaxation takes lessCPU
time and rumber of iterations, the cmnvex hull relaxations
requires fewer number of nodes to read the solution. It
must be noted that no revisions were made on the problem
formulation in terms of variables and constraints; the
original problem formulations were nverted in
digunctive problems. In this snse the problems
formulation can be improved by adding/eliminating
constraints that accéerate/slow-down the problem solution
respedively. In that case the w@nvex hull relaxation
algorithm can be & competitive & the Big-M relaxation.
Observe aso the impressive behavior of the Convex-Hull
against the Big-M reformulation for the cae of the
retrofit_big problem where reduction in orders of
magnitude in CPU time has been achieved.

Table 2 shows the results of using LogMIP on solving
non-linear discrete-continuows problems by applying a
modified verson of thelogic Based Outer-
Approximation agorithm. In this modified version, we
have included the termination criterion d no improvement
in the NLP subproblem asis used in DICOPT++.

Four problems have been solved. In Table 2, the
number of equations, variables and dscrete variables used
in the models are shown, together with the number of
initial NLP's sub-problems, number of total NLP's sub-
problems and master’s sub-problems lved, with the CPU
time neaded to read the solution. CONOPT and CPLEX
were used as NLP and master sub-problems slvers,
respedively, onthe same mmputer described before



Table 1.Results obtained on the solution of linear digunctive models

Problem | #Equat. | #var. | #disc. var. CPU BM iter. BM | nodes | CPU CH iter nodes
(sec) BM (sec) CH CH
cut-1 30 34 24 0.05 64 32 0.11 92 0
cut-2 236 202 180 7.19 29196| 4673 43.78 44434 873
jobshop-1 13 21 12 0.05 5 0 0.001 9 0
jobshop-2 78 253 245 0.16 341 86 0.93 2155 200
jobshaop-3 219 319 320 3.57 10034| 2209| 154.45 207605| 20600
retrofit 211 160 72 0.72 1449 136 0.11 122 0
retrofit-big 2935| 1635 336 5719 | 4009307439273 17.19 4898 47
pipeline 3385| 1640 387 327.52 89820 13657 940.65 420574| 23750
Table 2. Results obtained onthe solution of non-linear disjunctive model
Problem #Equat. | #var. |#dsc. |#np #nlp [ # master | CPU master [ CPU nlp
var. |initia. total (sec) (sec)

8 processs 70 42 8 3 4 1 1.2 0.22

batch-design 217 113 54 1 2 2 0.82 0.18

spedroscopy 162 99 30 1 14 14 1.71 0.74

methanol 557 310 17 2 5 3 0.55 1.27

Conclusions References

The development of LogMIP has been part of a
reseach effort that has taken several yeas. The idea
behind this solver is to provide a new tool for the
formulation and solution d discrete-continuous problems
throughthe use of digunctions and logic propositions. As
was $rown with several test problems, linea digunctive
problems can reaily be formulated with LogMIP, which
will then automatically perform the transformation into
mixed-integer programs either by using the linea Big-M
or convex hul relaxation. The numericd results have
shown that either option can perform better, although the
big-M performed much better than expeded. In LogMIP
the user can trivialy spedfy any of the two, which alows
eaily exploring both formulations.  For non-linear
problems the Logic-Based Outer-approximation algorithm
was implemented, althoughwe plan to include in the nea
future the digunctive B&B. The numericd results have
shown that one can efficiently and reliably solve nonlinea
digunctive problems. This follows from the fad that the
NL P subproblems exclude the eguations and variables that
do nd apply for afixed choice of the Boolean variables.
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