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Abstract—Visual surveillance system has been well studied 

in past decades. Because of the conflict between surveillance 

range and resolution of single-camera system, visual 

surveillance using multiple cameras has attracted increasing 

interest in recent years. In multi-camera systems, dual-

camera system which contains active camera such as PTZ 

(pan-tilt-zoom) camera is the simplest and typical one. The 

superiority of this system lies in that it can obtain multi-

resolution information and depth information. But as far as 

we know, few of the dual systems make full use of the two 

superiorities. In this paper, we propose a new binocular 

vision system which is composed of two PTZ cameras. 

Different from other systems, stereo rectification is used to 

establish correspondence between two image coordinates. 

Then, both global and detailed image information can be 

obtained. Furthermore, we use the depth information to 

help solve the occlusion problem in tracking. The 

experimental results on indoor surveillance environments 

have demonstrated the effectiveness and robustness of our 

system. 

 

Index Terms—Binocular Vision System, PTZ (Pan-Tilt-

Zoom) Camera, Stereo Rectification, Occlusion 

 

I. INTRODUCTION 

With the rapid demands of security and safety, vision-

based surveillance technologies have become an active 

subject in the field of computer vision [1-3]. Some large 

research projects have been conducted in many countries, 

e.g., the VSAM project supported by DARPA, the 

ESPRIT PASSWORDS project in Europe and Japan’s 

Cooperative Distributed Vision project. These systems 

have been well applied in commercial, law enforcement 

and military fields. The aim of vision-based surveillance 

system is to replace traditional passive surveillance 

system and accomplish the entire surveillance task as 

automatically as possible. There are several important 

factors in visual surveillance: global information, specific 

attention with high resolution (local information), stereo 

information and so on.  

According to the number of cameras, the visual 

surveillance system can be classified into monocular and 

multi-camera system. Systems using single camera 

(monocular) have been widely applied in the past decades 

[4-6]. However, they are limited by their fixed view 

angles, fixed resolutions and limited depth information. 

Due to rapid progress in computer vision, camera control, 

network cooperation [7] technology, hardware 

development, and so on, multi-camera systems’ 

superiority become more and more obvious. Binocular 

vision system is a simple and typical one. In the past 

decades, lots of related works have been published. We 

only review some of them which we consider typical. Ref. 

[8] proposes a vision system using two omnidirectional 

cameras. This type of vision system is mainly used for 

robot vision, which can enlarge view field. Ref. [9] 

proposes a vision system with one omnidirectional 

camera and one PTZ camera. This kind of vision system 

is mostly applied in indoor environment. The 

omnidirectional camera is used for monitoring the whole 

surveillance scene, and PTZ camera is used for acquiring 

high resolution image of interested target. The two 

cameras work in a fixed master-salve mode. The main 

disadvantage of the above vision systems is the usage of 

the omnidirectional camera, whose image resolution is 

low and uneven. This drawback has great limitation in 

real application. 

In addition to binocular vision system mentioned 

above, dual static, static plus active or dual active system 

are the mostly well applied vision systems in real 

application. Traditional dual static system could get depth 

information by stereo vision. Generally speaking, the 

larger the baseline, the more difficult the correspondence 

between two image points can be build. This kind of 

system can be integrated as a vision unit to improve its 

stability. All these systems work on a symmetrical mode. 

Ref. [10] proposes an object tracking method that 

combines color and depth information using dual static 

cameras. The works in [11] propose that use of plan-view 

maps to represent stereo information more efficiently. 

The main drawback of this kind of systems is that it could 

not obtain multi-resolution and multi-visual-angle 

information. Static plus active or dual active system 

always works on master-slave mode, which means that 

the two cameras are asymmetrical. In [12], Zhou et al. 

present a master-slave system for acquiring biometric 

imagery of interesting subject in an outdoor environment. 

The relationship between static image coordinates and 

active camera’s PTZ parameters is contained in a sample-

interpolated mapping. Ref. [13] is similar to Ref. [12] in 

that it is also for outdoor scene, but it assumes that the 

ground in the area can be viewed as planar, and a linear 

transform associate with a mapping between object height 

in the master image and height in the slave image is 

applied to align two images. Bodor et al. present in Ref. 

[14] a system for both indoor and outdoor scene. Their 
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system disregards the base line between two cameras, and 

uses planar mapping from pixel in static image to pan and 

tilt parameters of PTZ camera. Li et al. [15] propose a 

mater-slave surveillance system for indoor scene. The 

method uses a mosaic image created by images of slave 

camera to estimate the relationship between static master 

camera image plane and pan-tilt controls of slave camera. 

All these systems mentioned above use static and active 

cameras. Bimbo et al. in Ref. [16] propose a novel 

framework exploiting two PTZ cameras to achieve the 

task of relating the feet position of a person in the image 

of the master camera to head position in the image of the 

salve camera. The system also uses a global map or a 

mosaic image to realize master-salve configuration. The 

main advantage of these systems mentioned above is that 

it could obtain global information and local multi-scale 

information. But all these works did not use depth 

information. 

In this paper, a novel binocular vision system using 

two PTZ cameras for indoor scene is presented. Different 

from other systems, the proposed system can work on 

multimode: asymmetrical mode and symmetrical mode. 

In asymmetrical mode or master-salve mode, we propose 

a rectification-disparity-based method to establish 

correspondence between two image coordinates, and it 

does not need any pre-configuration, such as image 

mosaic, mapping construction, etc. Then, the salve 

camera could capture high resolution image to assist 

master camera’ task. In symmetrical mode, we use 

images from the two cameras to estimate the depth of 

object located in common field of view (FOV). The 

calculated depth information is used to help solve the 

occlusion problem in tracking. The experimental results 

on indoor surveillance environments have demonstrated 

the effectiveness and robustness of our system. The paper 

is organized as follows: Section II gives an overall 

description of the PTZ camera calibration. Section III 

describes the stereo rectification method of dual PTZ 

cameras. Section IV introduces our proposed system, 

which consists of two modules, i.e. high resolution visual 

attention and object tracking using depth information. 

Section V gives the experimental results. Section VI 

summarizes the paper. 

II. PTZ CAMERA CALIBRATION 

Calibration of PTZ camera plays an important role in 

the visual system using PTZ cameras. In our system, PTZ 

camera calibration is an elementary preparation. This 

preparation can be done off-line. Our method is similar to 

[17] which is feature based combined with the parameters 

inquired from the PTZ camera. In order to calibration the 

PTZ camera, we first make some assumptions as follows: 

(1) The rotation axes of pan and tilt are orthogonal and 

intersect at the origin of the camera coordinate system. In 

this cases, the extrinsic matrix can be directly calculated 

from the pan and tilt parameters. 

(2) The camera’s pixel aspect ratio 1  , and 

skew 0s  . 

(3) The principal point 0 0( , )u v is fixed, and we use 

zoom center to replace the principal point. 

With the rapid improvement of camera manufacturing, 

these assumptions can be well satisfied. Based on the 

above assumptions, the simplified camera model can be 

written as:  

 ( ) ( , )x Z P T K R X    (1) 

where x and X are image coordinates and world 

coordinates respectively,   is a scale factor. In (1), 

( )ZK  is the intrinsic matrix which can be determined by 

the zoom parameter: 

 

0

0

( ) 0

( ) 0 ( )

0 0 1

f Z u

Z f Z v

 
 


 
  

K    (2) 

The extrinsic matrix ( , )P TR  can be determined by the 

pan and tilt parameters which can be acquired from the 

camera: 

cos( ) 0 sin( )
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A. Principal Point Estimation 

As mentioned above in assumption (3), we use zoom 

center to replace the principal point. To estimate the 

zoom center, we capture successive images 0 , , zI I from 

the camera at varying zoom level with fixed pan and tilt 

parameters, where z is the maximum zoom level of the 

camera. Then we detect and match SIFT feature points 

[18] between ( 1,..., )kI k z
 
and 0I . For each of the 

matched points, we can obtain a straight line in the image 

plane. Ideally all the straight lines should converge at one 

point, i.e. the zoom center. So zoom center can be 

calculated by (4). Where  ( 1, , )i iy k x b i n  
 
is the 

straight line determined by each of the matched points, 

n is the total number of the matched points. 
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Taking derivatives with respect to x
 
and y . Then we 

have  

 

2 2 2
1 1 1

2

22 2
11 1

1

1 1 1

11 1

n n n
i i

i i ii i i

nn n
i ii i

ii i ii i

k b

k k kx

y k bk k

kk k

  

 

    
               
   

     

  

 

 (5) 

The solution of the above equation can be viewed as 

the estimation of the zoom center. Considering the 

existence of mismatching points, we use RANSAC 

method [19] to obtain a robust estimation of the zoom 

center finally. Fig. 1 shows our experiment result, where 

the black lines are the straight lines determined by the 
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matched points, and the solid circle is the estimated zoom 

center. The size of image is 320 240 . 

 

Figure 1.  Zoom center estimation result. 

 

(a) (b)

(c)
 

Figure 2.  PTZ camera calibration verification. The top two images are 

the origin images captured from one of the two PTZ cameras. The 

bottom image is the warping result according to our calibration 

procedure. The PTZ parameters: (a) 1 [91.35, 11.23,2.00]PTZ   and 

(b) 2 [87.44, 9.23,9.00]PTZ   . 

B. Focal Length Estimation at Different Zoom Level 

As shown in (2), the focal length is determined by the 

zoom parameter. So we first estimate focal length at a 

specified zoom value Z . Two images under the same 

zoom value but different pan and tilt parameters are 

captured. We assume the parameters of the two images 

are ( , , )P T Z and ' '( , , )P T Z respectively. Then we use 

SIFT feature points to establish correspondence between 

the two images. For each of the matched points, we have 

 

0

0

0
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0

0
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x R X

 (6) 

As the extrinsic matrix R can be calculated by (3), and 

the principal point 0 0( , )u v has been estimated in previous 

content. So solving (6), we can obtain the estimation of 

focal length for each of matched points. In order to 

improve the robustness, we use all the matched points to 

calculate the mean value as the final result of focal length. 

After focal length has been estimated at several 

discrete zoom levels, we choose a proper model to fit 

these samples. In our study, we use (7) for approximation. 

The four unknown parameters
1p ,

2p ,
3p  and 

4p  can be 

solved by using curve fitting tools. 

 2 4

1 3( )
p Z p Z

f Z p e p e   (7) 

To verify the effectiveness of our calibration procedure, 

we capture two images from the PTZ camera shown in 

Fig. 2 (a) and (b) at different parameters. We use the 

camera calibration result to warp image (b) to image (a) 

with the same image coordinates. The result is shown in 

Fig. 2 (c). The result shows that the warped image fits the 

origin image well. 

III. STEREO RECTIFICATION USING DUAL PTZ 

CAMERAS 

In traditional dual static system, the two cameras have 

the same intrinsic parameters then the acquired images 

are known as a rectified pair of stereo images. In these 

images, corresponding points lie on a same horizontal 

scan lines. So stereo matching algorithm can be directly 

applied to calculate the disparity or depth information. In 

dual PTZ camera system, it’s hard to directly estimate 

disparity because that the two cameras may have different 

extrinsic and intrinsic parameters especially the focal 

length. Stereo rectification is a way to reduce the 

searching scope in stereo matching from 2D to 1D. Many 

stereo rectification methods have been proposed in the 

past years [20-24]. In this paper, we use spherical 

rectification method [23] to rectify images captured from 

PTZ cameras. The reason for choosing this method lies in 

that it can rectify images under arbitrary PTZ settings. 

Meanwhile, disparity obtained by this method could 

reflect the depth of the scene.  

The main idea of spherical rectification method is 

using two spherical surfaces as the bridge to achieve fast 

and robust stereo rectification. It includes three steps: (1) 

estimate a rotation matrix and establish spherical 

coordinate system for each of the PTZ camera, the goal of 

this step is to make sure the longitude components of 

corresponding points be the same after coordinate 

conversion from the camera coordinate to spherical 

coordinate; (2) use PTZ camera model to map the image 

plane to the unit spherical surface according to current 

PTZ parameters; (3) the rectification is applied from the 

sphere to rectified plane. This method is independent to 

specific PTZ parameters, which is very convenient in 

application. More details can be found in [23]. Fig. 3 

shows an example of spherical rectification for two 

images with quite different PTZ settings. 

In our system, we use spherical rectification method to 

establish correspondence between two image coordinates. 

The conversion between origin image coordinate and 

rectified image coordinate are frequently used in our 
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system. So we summarize the conversion procedure as 

follows. 

(a) (b)

(c)
 

Figure 3.  Example of spherical rectification: (a) and (b) are the origin 

images captured from the two PTZ cameras with different parameters; 

(c) is the rectification result. The PTZ parameters: (a) 

1 [92.31, 10.65,5.00]PTZ   and (b) 2 [93.28, 12.62,6.31]PTZ   . 

C. From Origin Image Coordinate ( , )x y to Rectified 

Image Coordinate ( , )r rx y  

Step1. Get camera coordinate X  by the camera 

model 1 1 x  X R K , where  is a scale factor 

and T[ , ,1]x x y . R and K are the extrinsic matrix and 

intrinsic matrix respectively, and can be obtained from 

the calibration result (see (2) and (3)). 

Step2. Use (8) to transform X to spherical coordinate 

and obtain longitude and latitude coordinate ( , )  . 

Where rR is rotation matrix which can transform the 

camera coordinate to spherical coordinate. ( )r mX is the 

m th component of vector r
X . 

 arctan( (3), (2))

arccos( (1))           

r

r

r r

r





 



 

X R X                       

X X

X

  (8) 

Step3. Adjust ( , )  to ( , )  by cot    so that 

the disparity can be preserved [23]. 

Step4. Calculate linear transformation parameters and 

transform ( , )  to ( , )r rx y . 

D. From Rectified Image Coordinate ( , )r rx y to Origin 

Image Coordinate ( , )x y  

Step1. Linear transform ( , )r rx y to ( , )  by using the 

calculated transformation parameters. 

Step2. Calculate the longitude and latitude coordinates 

( , )  by 1tan ( 1/ )   . 

Step3. Get corresponding camera coordinate X from 

( , )  by (9). Where 1

r


R is the inverse matrix of rR . 

 

1

(1) cos         

(2) sin cos

(3) sin sin  

            

r

r

r

r

r



 

 


 









X

X

X

X = R X

 (9) 

Step4. Get origin image coordinate ( , )x y from the 

camera coordinate X by camera model (see (1)). 

IV. THE PROPOSED SYSTEM 

A. System Overview 

Visual tracking 

Need high 

resolution 

information?

Call object tracking 
using depth 

information part 

Call high resolution 
visual attention part

No

Need depth 

information to 

deal with 

occlusion?

Yes

System initialization

Exit?

Tracking 

database

Yes

 

Figure 4.  System flow chart. 

For our system, the hardware configuration is 

composed of two PTZ cameras. The flow chart of our 

system is shown in Fig. 4. Before main procedure starts, 

an initialization procedure is needed. We first choose one 

camera as the static view, and the other camera will be 

served as the active camera. Then, in order to reduce the 

computational complexity, some parameters can be pre-

calculated, i.e. camera calibration, stereo rectification 

parameters, etc. The main procedure is composed of one 

main thread and some other assistant threads. The main 

thread is a common visual tracking loop in the static view, 

including foreground extraction, objects detection and 

tracking. The other assistant threads include high 

resolution visual attention and object tracking using depth 

information. Both of the two assistant threads need the 

active camera’s cooperation. The visual tracking in static 

view has been well studied in past decades. So we mainly 

consider the two parts, i.e. the high resolution visual 

attention and object tracking using depth information. In 

high resolution visual attention part, two cameras work 

on asymmetrical or master-salve module, and we use the 

stereo rectification result and disparity to build the 

relationship between two camera image coordinates. 

Therefore, visual attention of multi-resolution can be 

obtained. In object tracking using depth information part, 

two cameras work on symmetrical mode, and we estimate 

depth information on the rectified image fair. So that it 

can be used for object tracking under the situation of 

occlusion. In summary, the proposed system has the 
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advantage of both traditional dual static and static-active 

system. 

B. High Resolution Visual Attention 

In high resolution visual attention part, the two 

cameras work on asymmetrical mode or master-salve 

mode. The key technique of high resolution visual 

attention is to calculate the new PTZ parameters of the 

salve camera according to the master’s PTZ setting and 

the selected region in master camera’s image. So the 

slave camera could cover that region with a higher 

resolution. Traditional methods mainly have two kinds of 

control strategies: sampling-interpolation method and 

mosaic image-based method. The first method constructs 

a mapping from every pixel coordinates in static image to 

PT parameters (such as [12]). This method has two 

drawbacks. First, it assumes that the baseline is too small 

comparing to the depth of the scene. So if the scene has 

great change in depth, such as indoor environment, this 

method may have large error. Second, if the master 

camera’s view changes, the pre-configurations should be 

re-done. The second method uses a mosaic image created 

by snapshots of slave camera to estimate the relationship 

between static master camera image plane and pan-tilt 

controls of slave camera (such as [15, 16]). This method 

relies on feature matches of master camera image and 

salve camera mosaic image, and when the scene 

appearance changes, the mosaic image should be updated.  

To overcome the drawbacks of these methods, we 

proposed another approach which directly uses rectified 

image and disparity to calculate new PTZ parameters. 

Rectified image pair and disparity map is a bridge 

between the two images coordinates, so that two image 

coordinates can be mapped from one to another by 

rectification mapping added a disparity translation. We 

denote 
1I  and 

2I  as the master camera image and salve 

camera image respectively, 
1 1 1( , , )P T Z and 

2 2 2( , , )P T Z as 

the parameters of the master and salve camera. We 

denote  as the selected region in master camera’s image. 

The procedure of our method is listed as follows: 

Step1. Use spherical rectification method to rectify 1I  

and 2I . We denote the rectified images as 1rI and 2rI . 

Step2. Find the center 1c of the region  in image 1I . 

Then calculate 1c ’s corresponding location 1rc in rectified 

image 1rI (see detailed procedure in section III). 

Step3. Use graph cuts based stereo matching algorithm 

[25] to estimate the mean disparity d  at 1rc . Denote 

2rc as the corresponding point in rectified image 2rI of the 

salve camera image 2I , where T

2 1 [ ,0]r rc c d  . 

Step4. Calculate 2c in 2I from corresponding 2rc in 

2rI (see detailed procedure in section III). 

Step5. Calculate new PTZ parameters 
' ' '

2 2 2( , , )P T Z given point 2c and the origin PTZ parameters 

2 2 2( , , )P T Z of the slave camera. This step can be divided 

into two parts, the PT parameters and Z parameter 

calculation. Let 2 ( , )s sc x y , and the principal point 

is
0 0( , )u v . According to (7) and zoom value of slave 

camera
2Z , we can calculate the focal length f . Then the 

absolute angles of pan and tilt parameters are 
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Based on the position of point 2c , we use (11) to 

compute the new pan and tilt parameters, '

2P and '

2T . Fig. 

5 is the sketch map for pan and tilt parameters estimation 

of slave camera. 
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Figure 5.  Sketch map for pan and tilt parameters estimation of slave 

camera. 
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C

 

Figure 6.  Sketch map for rough PTZ estimation by the maximum and 

minimum depth. Where SO C  decides pan and tilt values, SO L and 

SO R decide the zoom value. 

The new zoom parameter '

2Z of slave camera can be 

determined by the size of the bounding box of the given 

region. Firstly, we use a lookup table to get a zoom level 

0Z according to the size of given region bounding box. 

Then we define the reliability of disparity dY as a function 

of the variance of the local disparity in the target region, 
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which satisfies [0,1]dY  . We use 
dY as a weight, so the 

final zoom parameter '

2 0( , )dZ Z Z R (in our 

system, '

2 0 (0.7 0.3 )dZ Z R  ). That’s means if the 

reliability of disparity is low, we lower down the zoom 

level. Otherwise, we give a higher zoom level. 

If the target region is not visible in the salve camera 

image, we can’t estimate the disparity translation on the 

two rectified images. In this situation, we first estimate 

rough PTZ parameters by the maximum 
maxD and 

minimum 
minD  depth, see Fig. 6. Then after the salve 

camera moves to the rough PTZ position, we use 

procedure described above to estimate precise PTZ 

parameters. 

C. Object Tracking Using Depth Information 

Depth information is very useful in visual surveillance. 

And the depth information can improve object 

segmentation and tracking in case of multiple occluding 

objects. All work before use dual static cameras. In this 

paper, the depth information is introduced to our dual 

PTZ camera system. In this part, the two cameras work 

on symmetrical mode. As we know, when occlusion 

happens, part of the occluded object is invisible. So the 

occluding and occluded objects have different depth. 

Although the depth information estimated by vision 

approach is always less credible because of the 

uncertainty of stereo matching, in our system, this coarse 

depth information is adequate in that we only need to 

give a depth order of occluded objects.  

In our system, we implement a tracking loop in static 

camera procedure which works well with no occlusion. 

Under occlusion situation, the tracking procedure will 

send a message to active camera. Then two cameras can 

calculate depth information by spherical rectification and 

stereo matching. In order to reduce computational work, 

we only estimate the depth information in foreground 

area. The prior knowledge of segmentation and tracking 

comes from the tracking history which can be obtained 

from the tracking database, see Fig. 4. The prior 

knowledge includes the number of objects in the 

occlusion area and previous location of each object. Then 

we classify each foreground pixel into objects according 

to location and depth information of each pixel. To 

improve the robustness of our system, we also use a post 

process of validation. The validation considers the 

proportion of segmentation region. If the region is too 

small, the segmentation is invalid. For valid segmentation, 

the timestamp, segmentation region and depth 

information will be updated into tracking database. 

We summarize the procedure as follows: 

Step1. Use spherical rectification method to rectify 

images of the two cameras. 

Step2. Estimate the disparity map in the foreground 

region by using graph cuts based stereo matching 

algorithm [25]. 

Step3. Collect prior knowledge from the tracking 

database, such as the objects number in occlusion area 

n and the previous location of each object.  

Step4. Classify all the foreground pixels into n classes 

according its disparity and coordinates. 

Step5. Calculate the property of each new class, such 

as area, centre and depth. 

Step6. Validate the segmentation result. We consider 

the proportion of segmentation area, that a too small 

value suggests an invalid segmentation. 

Step7. Update new class centre and depth into tracking 

database for valid segmentation result. 

V. EXPERIMENTAL RESULTS 

The validity of our system has been evaluated on an 

indoor environment. The system runs on one computer 

with Intel 3.0G CPU and 1.5G memory. Two SONY EVI 

D70 cameras were placed on the top window, at about 1.2 

meters far from each other. Images from both cameras 

were taken at 320 240  pixels of resolution.  

(a)

(b)
 

Figure 7.  Results of high resolution visual attention. The top two 

images of (a) and (b) are the origin images of the master and salve 

camera respectively. The bottom images of (a) and (b) are salve camera 

images after moving to newly estimated values. (a) The selected object 

is visible in the salve camera image; (b) The selected object is invisible 

in the salve camera image. 

Firstly, we present the experimental results of high 

resolution visual attention. The experiments try to explain 

the robust result in two cases of salve camera’s state: the 

selected object is visible in the salve camera image and 

the selected object is invisible in the salve camera image. 

Fig. 7 shows the results under these two conditions. In the 

initialization, the target region is selected in master 

camera image highlighted by white box. The parameters 
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(a) (b) (c)
 

Figure 8.  Experimental results of object tracking under occlusion. (a) Rectified image pair; (b) Disparity map of foreground region; (c) Tracking 

result. The parameters of the two cameras are 1 [90.51, 14.55,4.03]PTZ   and 2 [86.91, 13.73,5.65]PTZ   respectively. 

of master camera are 1 [90.44, 14.55,4.03]PTZ   . In Fig. 

7 (a), the initial parameters of the salve camera 

are 2 [99.14, 15.68,5.11]PTZ   , and the selected object 

is visible in the salve camera image. We calculate the 

new PTZ parameters of the salve camera using method 

illustrated in section IV. The estimated parameters of 

salve camera are '

2 [94.93, 11.18,14.33]PTZ   . In Fig. 7 

(b), the initial parameters of salve camera 

are 2 [83.84, 10.88,7.51]PTZ   , and the selected object 

is invisible in the salve camera’s image. So we first use 

the given rough depth range [2 ,15 ]m m to calculate the 

rough parameters of salve camera. After the camera 

moves to the new setting, we estimate the precise 

parameters finally. The estimated parameters of salve 

camera are '

2 [94.71, 11.48,12.81]PTZ   . 

When occlusion happens in the static camera view, we 

use two cameras to estimate depth information, and the 

depth is used in object tracking in our system. The 

designed algorithm is based on disparity map, and no 

appearance features are used. We take the previous 

location as the prediction for current frame, and the goal 

is to find the new center of each person in current frame. 

Fig. 8 gives four groups of results. For each group, the 

left two images are rectified images captured from two 

cameras at the same time stamp. The third image is the 

disparity map of the foreground region, the greater the 

intensity, the smaller the disparity, the greater the depth. 

The right image shows the tracking result. The two 

objects are presented by different intensity. The 

segmented region will be used to update the property of 

tracked object in tracking database. Note that the gray 

levels in different images are not comparable. This 

experiment is used to validate the depth information 

acquired from two PTZ cameras can be used in object 

tracking, especially when occlusion happens. And this 

application could handle those partly occlusion situation 

with not too small difference in depth. 

VI.  CONCLUSION 

In this paper, we propose a novel binocular vision 

system for indoor scene visual surveillance. Our system 

can work on multimode: asymmetrical mode (master-

salve mode) and symmetrical mode. In asymmetrical 

mode, we propose a rectification-disparity-based method 

to establish correspondence between two image 

coordinates. Then, both global and detailed image 

information can be obtained. In symmetrical mode, we 

use depth information to deal with occlusion problem in 

object tracking. The proposed system has the advantages 

of both dual-static system and static-active or dual active 

system. The experimental results show the merits of the 

proposed system. In our future work, we plan to combine 

multiple other features and depth information to deal with 

occlusion problem in object tracking. 
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Abstract—These Real-time video streaming over networks 

operates under stringent network resource constraints, with 

multiple video clients competing for limited network 

resources. In this paper, we study the problem of bandwidth 

allocation for video transmission over heterogeneous 

networks, with multiple video clients connecting to the video 

server simultaneously and demanding for the video services, 

and aim to provide the best possible Quality of Service (QoS) 

under limited bandwidth of both the video server and 

multiple video clients. We propose a classification-based 

approach for multi-client video transmission over 

heterogeneous networks (CMVT). Firstly, the video server 

detects the available bandwidth of multiple video clients and 

classifies the clients into different classes. Secondly, the 

limited export bandwidth of the server is allocated to 

different video clients using the client classification results 

and greedy algorithm. Finally, the video server transmits 

video streams to video clients in different classes through 

Unicast and clients in the same class through Unicast and 

forwarding. Experimental results demonstrate that the 

proposed video transmission method can use the network 

bandwidth efficiently and provide better video quality to 

more video clients. 

 

Index Terms—Video Transmission, Client Classification, 

Bandwidth Allocation, Unicast and Forwarding 

 

I. INTRODUCTION 

With the fast development of the real-time video 

demands and networking techniques, real-time video 

applications are playing more and more important role in 

the industrial area as well as our daily lives, a lot of video 

transmission schemes have also been proposed in the 

literature.  

Generally, in real-time video transmission, a single 

video stream cannot satisfy the requirements of multiple 

video clients in a heterogeneous network environment [1], 

because the available bandwidth of each video client 

might be different. What is more, when multiple video 

clients connect to the video server simultaneously, they 

have to compete for the limited export bandwidth of the 

video server. If the limited export bandwidth cannot be 

allocated to video clients reasonably, the reconstructed 

video quality provided to the video clients would severely 

degrade.  

The most commonly used traditional transmission 

methods are Unicast, Multicast and Broadcast. Unicast is 

a commonly used transmission scheme which establishes 

one connection between each sender and receiver. The 

control of Unicast is flexible, but it cannot efficiently 

utilize the network bandwidth. Multicast is used to 

transmit data from a single sender to multiple receivers 

simultaneously which can efficiently utilize the network 

bandwidth. However, the flexibility and security of 

Multicast is poor [2], [3]. The receivers may attempt to 

request different video quality with different bandwidth, 

but only one video stream is sent out from the video 

server when using Multicast, which cannot meet various 

requirements of the receivers. Broadcast transmits data 

from one sender to all the receivers, regardless of whether 

the receivers need or not. Several Broadcast schemes [4] 

such as fast broadcast, harmonic broadcast and staggered 

broadcast have been proposed, and it has been proved 

that the harmonic broadcast is more efficient than the 

other broadcast schemes [5]. In [6], [7], video 

transmission methods combining Broadcast and Unicast 

are proposed. These methods may consume minimal 

export bandwidth of the video server, but they may also 

introduce the broadcast storms easily, which will results 

in severe network congestions and significant 

performance degradation. What is more, similar to 

Multicast, the safety and flexibility issues prevent 

Broadcast from many practical video applications. 

Considering the transmission safety and data privacy, 

most network intermediate devices such as 

routers/switches in current networks like Internet do not 

support Multicast and Broadcast and only support Unicast.  

In most practical applications, the export bandwidth of 

the video server is limited, and the resulting transmission 

bottleneck on the video server side cannot be avoided [8]. 

So how to allocate the limited export bandwidth and 

provide better video quality to satisfy the requirements of 

different video clients becomes a critical issue. Several 

bandwidth allocation algorithms have been proposed in 

[9], [10]. These algorithms are either operated on the 

network intermediate devices or not aiming at the 

characteristics of the video transmission. But in most 

practical applications it is not allowed to access the 

intermediate network devices. More practical solutions 

are those end-system based schemes which do not require 

the participation of the networks and are applicable to 

both the current and future Internet. In [11]-[15], several 
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rate-distortion optimization-based video transmission 

algorithms have been proposed. They improve the 

reconstructed video quality considering the rate-distortion 

characteristics of the video. But these algorithms are 

proposed only for single video transmission. When 

multiple video streams are transmitted in the same 

network link, the quality of all the video streams should 

be considered jointly. Moreover, some of these 

algorithms may bring long capture-to-display latency 

(CDL) [16] which can not satisfy the real-time 

requirements in the video applications, especially for the 

video applications with interactions between the video 

clients and the video server. In [17], an efficient 

bandwidth resource allocation algorithm, M-LDLF 

(Multiuser Low-delay resource allocation algorithm with 

Low-fluctuation), is proposed. M-LDLF provides low 

fluctuation of quality for each user and consistent quality 

among all users by exploring the variation in the scene 

complexity of each video program and jointly 

redistributing available system resources among users. 

Given the limited export bandwidth of video server, M-

LDLF may achieve good performance with small number 

of clients connect to the video server simultaneously. But 

if there are more clients, the transmission scheme adopted 

in M-LDLF that one encoder corresponds to one user 

would cause severe degradation in the reconstructed 

video quality. 

In real-time video applications, when multiple clients 

with different available bandwidth connect to the video 

server simultaneously, only one video stream cannot 

satisfy all the requirements of these clients. On the other 

hand, it is too expensive or even impossible to generate 

and transmit a video stream with specific bitrate to 

accommodate each client using Unicast with guaranteed 

video quality, since the computational and storage 

resource as well as the export bandwidth of the video 

server are limited.  

In this paper, we alleviate this dilemma with a novel 

client-classification-based approach. Aiming to enable 

more video clients to access the video server 

simultaneously and obtain better reconstructed video 

quality under limited export bandwidth of the video 

server, we propose a classification-based multi-client 

video transmission (CMVT) scheme over Heterogeneous 

networks. Firstly, we classify video clients into different 

classes according to their available bandwidth. Secondly, 

the greedy algorithm is adopted to allocate the export 

bandwidth of the video server to different classes using 

client classification results. Finally, a hybrid video 

transmission scheme is developed, in which Unicast is 

used to transmit video streams to the clients in different 

classes, Unicast and forwarding are both used to transmit 

video streams to the clients in the same class. The rest of 

the paper is organized as follows. Section II describes the 

discriminant analysis-based client classification scheme. 

In Section III, we present the proposed greedy and client 

classification-based bandwidth allocation algorithm. The 

hybrid video transmission scheme is developed in Section 

IV, followed by the proposed classification-based multi-

client video transmission scheme. Section V presents the 

experimental results and performance comparisons. 

Finally, the paper is concluded in section VI. 

II. DISCRIMINANT ANALYSIS-BASED CLIENT 

CLASSIFICATION 

In this section, we present the discriminant analysis-

based client classification scheme. When a video client 

connects to the video server, its available bandwidth can 

be detected using bandwidth detection method firstly, like 

that in [18].  

The client classification is a typical problem of 

discriminant analysis. Since the goal of the proposed 

classification is to enable more video clients to access the 

video server simultaneously and improve the 

reconstructed video quality that the video clients receive 

under limited export bandwidth, the discriminant rule 

should satisfy the following two conditions: 1) the video 

clients with close available bandwidth should be 

classified into the same class and, 2) the bandwidth center 

of each class should have sufficient difference to each 

other. We choose the distance discriminant analysis [19] 

as the discriminant analysis methods and the Mahalanobis 

distance (MD) [20] as the discriminant rule to solve the 

video client classification problem. Note that the 

abovementioned two conditions can be appropriately 

described by the covariance and mean value of the 

bandwidth in one class. The covariance and mean value 

represent the degree of dispersion and the center of each 

class, respectively.  

In statistics, the MD is based on the correlations 

between variables and measures the similarity of an 

unknown sample set to a known one. It outperforms the 

Euclidean distance by taking into consideration of the 

correlation of the data set and is scale-invariant. The MD 

of x  to the class iC  can be calculated as follows. 
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where x  is the new sample, which is the available 

bandwidth of the new joined client in our scheme. i  

and i are the mean value and covariance of the samples 

in the class iC , respectively. In our client classification 

scheme, they represent the center and the degree of 

dispersion of the bandwidth of different video clients in 

one class. ( , )iD x C  is the Mahalanobis distance from x  

to iC . The smaller the value of MD is, the higher the 

probability of x  belongs to iC .  

In this paper, the discriminant function is formulated as: 
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where ijW  represents the discriminant result, and 

0i j   . If i j  and 0ijW  , then ix C ; otherwise, 

if i j  and 0ijW  , then jx C ; if 0ijW  , then x  

belongs to the class whose   is bigger than the others, 
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because   indicates the dispersion degree of a class. The 

bigger   is, the higher the dispersion degree is. If the 

new client x  joins the class with bigger dispersion 

degree, the impact on the dispersion degree would be 

smaller. Otherwise the impact may be bigger. As shown 

in Fig. 1, the dispersion degree of Class J (denoted by 

squares) is bigger than that of Class I (denoted by circles). 

When a new client x  (denoted by red dot) joins, 

if 0ijW  , x  would be classified into class J.  

If 0i j   , we use (3) to classify clients, 

  2 2( ) ( )ij i jW x x      (3) 

In (3), if i j  and 0ijW  , then ix C ; otherwise, if 

i j  and 0ijW  , then jx C ; if 0ijW  , x  belongs to 

the class whose 0  . 

the new joined client

Center of class I

Center of class J

The new joined client

Class I Class J

 

Figure 1.  Client classification. 

So far, we can classify the video clients into different 

classes according to their available bandwidth using the 

distance discriminant analysis. The problem now 

becomes: How many classes the video clients should be 

classified? The more classes the video clients are 

classified into, the more the requirements of different 

clients can be satisfied. But more classes also mean that 

more export bandwidth and more computational and 

storage resources of the video server are required. If the 

resources of the video server are not enough, they would 

become the bottlenecks of video transmission. On the 

contrary, if the video clients are classified into fewer 

classes, the export bandwidth and the other resources 

would be no longer the bottleneck, but the requirements 

of different video clients would not be fully satisfied.  

Typically, the current network transmission links can 

be classified into three types according to the available 

bandwidth. The first type includes the links of broadband 

networks or those constructed or leased specially for 

video transmission, where the available bandwidth of 

more than 1Mbps can be usually guaranteed. The second 

type is that the links in public networks or some private 

networks are used to transmit many kinds of data, where 

the available bandwidth is usually around 

200Kbps~600Kbps, such as the uplinks of ADSL. The 

third type is those low bandwidth links, like 2G/2.5G/3G 

wireless links, where the available bandwidth is usually 

around 30Kbps~150Kbps. 

Considering the abovementioned practical 

heterogeneous network infrastructures, in this paper, we 

classify the video clients into three classes: the high-

bandwidth class, the mid-bandwidth class and the low-

bandwidth class. Corresponding to the three classes, the 

video server starts three video encoders: the high-

bandwidth encoder, the mid-bandwidth encoder and the 

low-bandwidth encoder. If a video client connecting to 

the video server is classified into the high-bandwidth 

class, the high-bandwidth encoder would start to work to 

output higher-resolution (720×576) video streams to the 

video client. The mid-bandwidth encoder outputs lower-

resolution (352×288) video streams to the video clients in 

the mid-bandwidth class. If the available bandwidth of a 

video client is relatively poor, the low-bandwidth encoder 

will be triggered to output mid-resolution but low-frame 

rate video streams to satisfy the requirements of the video 

clients. 

III. DYNAMIC BANDWIDTH ALLOCATION BASED ON 

GREEDY ALGORITHM AND CLIENT CLASSIFICATION 

In the real-time video transmission, the reconstructed 

video quality provided to the clients need to be 

guaranteed [21], [22]. However, the available bandwidth 

of each client is usually different and limited under the 

complex and heterogeneous network infrastructures. 

Although in Section II, we use (2) and (3) to classify 

clients into three classes according to their available 

bandwidth, the reconstructed video quality would 

severely degrade if the limited export bandwidth of the 

video server cannot be allocated reasonably. 

In [1], by analyzing the real-time video transmission 

techniques, two general approaches, network-centric 

approaches and end system-based approaches have been 

proposed. The network intermediate devices such as 

routers/switches are required to provide QoS support to 

guarantee bandwidth, bounded delay and packet loss for 

video applications for the network-centric approaches. 

But in most practical applications, we cannot access the 

network intermediate devices and impose any 

requirements on the network. So in this section, we 

propose an end system-based approach called dynamic 

bandwidth allocation based on greedy algorithm and 

client classification to maximize the overall reconstructed 

video quality to all video clients. This bandwidth 

allocation algorithm operates on the video server and 

does not impose any requirements on the network. Given 

the export bandwidth of the video server, we can allocate 

the export bandwidth to different classes reasonably, 

especially when the export bandwidth is limited. The 

encoders in the video server can adaptively adjust their 

output bitrates accordingly and send them to different 

video clients. This bandwidth allocation algorithm can 

efficiently utilize the limited bandwidth, thus improve the 

reconstructed video quality provided to the video clients. 

In this paper, when some bandwidth is allocated to a 

class, the corresponding encoder will adjust its output 

bitrate to adapt to the allocated bandwidth, so we can 

regard the allocated bandwidth to a class as the output 

bitrate of the corresponding encoder. The Rate-Distortion 

(R-D) theory [23] gives the relationship between the 

output bitrate of the encoder and the distortion of the 

reconstructed video, as shown in Fig. 2.  
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Figure 2.  The R-D curve. 

It also can be seen from Fig. 2 that the higher the 

bandwidth is allocated to a sequence, the smaller the 

distortion of the reconstructed video is, and vice versa. 

What is more, the less the bandwidth is, the bigger the 

improvement of reconstructed video quality is when the 

same amount of additional bandwidth is allocated.  

In order to make the best use of the limited network 

bandwidth and provide better video quality to the video 

clients, we propose a bandwidth allocation algorithm 

based on greedy algorithm and client classification. The 

greedy algorithm is adopted to determine how many 

video clients can connect to the video server directly and 

how much bandwidth should be allocated to each class. 

The principle of the greedy bandwidth allocation is to 

enable higher bandwidth clients to connect to the video 

server directly, because the reconstructed video quality 

provided to the clients with higher bandwidth is better 

and the capture-to-display latency of direct-connected 

clients is smaller. During the video transmission, if there 

is still remaining bandwidth and the transmitted bitrates 

are lower than the available bandwidth of the classes, the 

classes would gain some remaining bandwidth to improve 

its received video quality. The principle of the remaining 

bandwidth allocation is to improve the reconstructed 

video quality as much as possible with the same amount 

of additional bandwidth. The proposed dynamic 

bandwidth allocation algorithm can be described as 

follows. 

(1) Initialization.  

Set the initial bandwidth center of each class for client 

classification at the beginning, denoted as ini

hB , ini

mB  

and ini

lB , corresponding to the three types of 

heterogeneous transmission links. In this paper, we set 

that 1300ini

hB Kbps , 300ini

mB Kbps  and 50ini

lB Kbps . 

With more clients joining in and being classified into the 

classes, the bandwidth center can be updated as the 

average available bandwidth of clients in the class. 

(2) Rough bandwidth allocation.  

Determine the bandwidth that should be allocated to 

the high-bandwidth class, the mid-bandwidth class and 

the low-bandwidth class, denoted as hB , mB  and lB  by 

the following formulas, respectively.  

  

min{ , }

min{ , }

min{ , }

k ini

h h h
k

k ini

m m m
k

k ini

l l l
k

B B B

B B B

B B B







 (4) 

where k

hB , k

mB  and k

lB  are the available bandwidth of the 

k-th client in the high-bandwidth class, the mid-

bandwidth class and the low-bandwidth class, 

respectively. We bound the allocated bandwidth to each 

class with the initial bandwidth, as in (4), to avoid that 

too much bandwidth might be allocated to the high 

bandwidth class and the clients in the low bandwidth 

class might get starved at the very beginning of the 

bandwidth allocation. Then the corresponding encoders 

adjust their output bitrates to adapt to the allocated 

bandwidth. 

Determine the number of direct-connected video 

clients in the high-bandwidth 

class, min{ , , }total

h h total h

h

B
n N N

B
 , where hN denotes the 

maximal number of video clients in the high-bandwidth 

class that the video server allows to connect it directly, 

total hN   denotes the total number of video clients in the 

high-bandwidth class. totalB  denotes the total export 

bandwidth of the video server. Then the number of direct-

connected video clients in the mid-bandwidth class and 

low-bandwidth class can be determined as follows. 

 min{ , , }total h h

m m total m

m

B n B
n N N

B



  (5)  

 min{ , , }total h h m m

l l total l

l

B n B n B
n N N

B


 
  (6) 

where mN  and lN  denotes the maximal number of video 

clients in the mid-bandwidth class and low-bandwidth 

class that the video server allows to connect it directly, 

total mN 
and total lN 

 denotes the total number of clients in 

the mid-bandwidth class and low-bandwidth class, 

respectively. 

(3) Fine bandwidth allocation.  

If the total bandwidth allocated to the direct-connected 

video clients is less than the export bandwidth of the 

video server, and the allocated bandwidth is lower than 

the available bandwidth of any video classes, fine 

bandwidth allocation will be conducted to reallocate the 

remaining bandwidth to the classes. According to the 

second principle mentioned above, different priorities are 

assigned to the video classes: the low-bandwidth class 

has the highest priority while the high-bandwidth class 

with the lowest. More specifically, two thresholds mT  

and lT are defined. When the remaining bandwidth is less 

than lT , only the low-bandwidth class will be reallocated 

bandwidth. When the remaining bandwidth is more 

than lT but less than mT , it will be reallocated to the low-

bandwidth class and the middle-bandwidth class rather 

than the high-bandwidth class. The remaining bandwidth 

will be reallocated to all the classes only when the 

remaining bandwidth is more than mT . mT and lT  can be 

determined according to the research results that an 

quality improvement would be visible to the human eyes 
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only if it is more than 0.5dB in PSNR [24]. In this paper, 

mT  and 
lT are set to be 150Kbps and 50Kbps. 

After the fine bandwidth allocation, the output bitrates 

of the encoders for the three video classes can be adjusted 

accordingly to match the allocated bandwidth.  

(4) Bandwidth allocation when a new client joins.  

When a new client 
newC joins, if there is sufficient 

bandwidth available for it besides those allocated to the 

direct-connected clients, 
newC will be allowed to connect 

to the video server directly and the allocated bandwidth to 

other direct-connected clients remain unchanged.,  

If the remaining bandwidth is not enough to allocate to 

newC  to make it connect to the video server directly, then: 

If 
newC  belongs to the high-bandwidth class, 

and
h total hn N   and 

total h hN N  and total

total h

h

B
N

B
  , then 

the allocated bandwidth adjustment of all the three 

classes can be calculated as follows, 

  ( )total h h m m l l hB n B n B n B B       (7) 

 
( 1)

total

h h m m l l

B

n B n B n B
 

  
 (8) 

where   is the adjustment factor.  

If 
newC  belongs to the mid-bandwidth class, then 

 
( 1)

total

h h m m l l

B

n B n B n B
 

  
 (9) 

And if 
newC  belongs to the low-bandwidth class, then 

  
( 1)

total

h h m m l l

B

n B n B n B
 

  
  (10) 

To avoid severe fluctuation on the bitrate and thus the 

video quality, a threshold adjT  is introduced for . In this 

paper,   is set to be 0.9. If adjT  , then the allocated 

bandwidth of three classes would be adjusted as follows: 

  

h h

m m

l l

B B

B B

B B







 

 

 

 (11) 

If adjT  and 
newC is not the first one in the high-

bandwidth class, newC  would be specified as a forwarded 

client which will be discussed in Section IV in detail. If 

newC  is the first one in the high-bandwidth class, then 

some connected clients would be chosen to disconnect to 

save enough bandwidth to make newC  connect to the 

video server directly. The rule to choose the client to be 

disconnected can be determined according to different 

practical video applications. According to the two 

principles mentioned above, we assign different priorities 

to different video clients. The priority of the first client in 

a class is the highest, and then are the clients in the high-

bandwidth class. The priorities of clients in the low-

bandwidth class are the lowest. In such case, we 

disconnect the video clients with lower priorities. 

(5) Bandwidth allocation when a current client 

disconnects.  

If a direct-connected video client disconnects to the 

video server, then the bandwidth allocated to it would be 

reallocated to other classes as described in (3). 

IV. CLASSIFICATION-BASED MULTI-CLIENT VIDEO 

TRANSMISSION 

In this section, we first proposed a hybrid video 

transmission scheme by combining Unicast and 

forwarding, then the proposed Classification-based Multi-

client Video Transmission algorithm is presented. 

As mentioned above, the output bandwidth of the 

video server is often very limited. If all the video clients 

connect to the video server directly and obtain the video 

streams by Unicast, each video client might not get 

enough bandwidth to guarantee the reconstructed video 

quality. What’s more, the more the video clients connect, 

the worse the provided reconstructed video quality will 

be.  

To address this problem, we proposed a hybrid video 

transmission scheme by combining Unicast and 

forwarding. More specifically, when there is enough 

export bandwidth of the server to be allocated or when 

the adjustment factor adjT  , more video clients will be 

regarded as direct-connected clients and allowed to 

connect to the video server directly, and the video server 

will transmit video streams to these clients by Unicast. 

But when the remaining bandwidth is not enough to be 

allocated and the adjustment of allocated bandwidth is 

bigger than the predefined threshold, i.e., adjT  , we 

choose limited video clients to connect to the video server 

directly as mentioned in Section III, and the others will be 

regarded as forwarded clients ( adjT  and 
newC is not the 

first), who receive the video streams forwarded from the 

direct-connected clients in the same classes. The 

proposed hybrid transmission scheme can efficiently 

alleviate the pressure on the limited export bandwidth of 

the video server. It should be noted that the first client of 

all classes is directly connect to the video server in all 

cases.  

It should be noted that in order to make the video 

server response faster, the forwarded video clients still 

send their feedbacks and interactive controls to the video 

server directly rather than forwarding, because the 

transmission display of direct-connected clients is smaller 

than that of forwarded clients. And if a forwarding client 

disconnects, the forwarded clients would reconnect to the 

video server automatically. The process of the 

reconnection is the same as shown in Algorithm 1. 

V. PERFORMANCE EVALUATION 

In this section, we first evaluate the performance of 

proposed bandwidth allocation in Subsection A. The 

performance of the proposed CMVT is then assessed in 

Subsection B. 
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The experiments are conducted on a practical video 

surveillance platform, with multiple clients demanding 

for the real-time captured and x264 coded video streams 

through a heterogeneous network connections. The initial 

bandwidth centers of the high-bandwidth class, mid-

bandwidth class and low-bandwidth class are set to be 

1300Kbps, 300Kbps and 50Kbps, respectively. The 

export bandwidth of the video server is set to be 2Mbps, 

and the video server buffer is set to be 1000K bits, half of 

the export bandwidth. 

A. Performance of Proposed Bandwidth Allocation 

Algorithm 

When multiple video clients with different available 

bandwidth connect to the video server, in order to 

evaluate the performance of the bandwidth allocation 

algorithm, each of the three classes has only one client.  

The illustrative network topology is shown in Fig. 3, 

where VS denotes the video server, A, B and C represents 

the three video clients, of which the available bandwidth 

are detected as about 2MKbps, 500Kbps and 128Kbps, 

respectively. 

vs 2Mbps

2M
bp
s

128Kbps

A

C

B500Kbps

 

Figure 3.  Clients A, B and C connect to the video server with different 

available bandwidth. 

 
(a) Allocated bandwidth adjustment. 

 
(b) The remaining bandwidth. 

Figure 4.  Bandwidth allocation by our proposed algorithm. 

Based on the client classification, Clients A, B and C 

will be classified into the high-bandwidth, mid-bandwidth 

and low-bandwidth class, respectively. According to our 

proposed bandwidth allocation and video transmission 

schemes, these three clients will connect to the video 

server directly. The total bandwidth which has been 

allocated to the three video clients is 1650Kbps, less than 

2Mbps. So the remaining 350Kbps bandwidth will be 

further allocated to the classes. The bandwidth allocated 

to the clients is shown in Fig. 4. From Fig. 4 (b), It can be 

seen that the remaining bandwidth is more than 150Kbps 

from time t=0 to t=5, so the bandwidth is allocated to all 

the three clients. After time t=5, the remaining bandwidth 

is less than 150Kbps and stops to be allocated to Client A, 

while Clients B and C are still allocated bandwidth. At 

time t=7, the remaining bandwidth is less than 50Kbps, 

which stops to be allocated to Client B either. At time 

t=10, because the bandwidth allocated to Client C has 

reached 128Kbps, the maximal available bandwidth of 

Client C in the low-bandwidth class, the remaining 

bandwidth is allocated to Client B again. At time t=37, 

Client B disconnects. The bandwidth allocated to Client 

B is available to be reallocated, so Client A gains 

additional bandwidth. The remaining bandwidth 

converges to around zero in a little more than 10 seconds, 

and the total export bandwidth of 2Mbps has fully and 

reasonably allocated to Clients A and C, which indicate 

that the proposed bandwidth allocation algorithm can 

adaptively adjust the optimal bandwidth allocation under 

dynamic networks connections and bandwidth conditions.  

The performance of the M-LDLF algorithm proposed 

in [17] is also compared with our proposed scheme. In 

our experiment, three video encoders in the video server 

can be seen as three senders, and the export bandwidth of 

the video server can be seen as the shared resource. In M-

LDLF, each client has a video encoder and the R-D 

models of the current frame are sent to the resource 

allocation module. However, it does not consider that if 

the same amount of additional bandwidth is allocated to 

an encoder, the improvement of reconstructed video 

quality would be much bigger when the available 

bandwidth of the corresponding client is lower. In our 

proposed bandwidth allocation, when the bandwidth is 

enough to allocate, each video client will gain additional 

bandwidth to improve its reconstructed video quality. But 

when the bandwidth is not enough, the bandwidth is 

allocated to the video clients in low-bandwidth class first 

to get the biggest improvement of reconstructed video 

quality by the same amount of remaining bandwidth.  

 

Figure 5.  The Y-PSNR results of reconstructed video when using 

CMVT and M-LDLF. 

Fig. 5 shows the objective quality (Y-PSNR) of 

reconstructed video provided to the video clients. The 
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reconstructed video quality provided to Clients A and B 

are similar to each other using M-LDLF and our proposed 

scheme. While for Client C, compared with M-LDLF, the 

average value of Y-PSNR using our proposed scheme 

increases more than 2dB. This is because for the low-

bandwidth class little additional bandwidth can improve 

the reconstructed video quality greatly, while for the 

high-bandwidth and mid-bandwidth classes the 

improvement of reconstructed video quality is negligible 

by allocating little additional bandwidth. In M-LDLF, 

three clients compete for the bandwidth all the time 

regardless of how much bandwidth remains, so Client C 

cannot get as much bandwidth as in our proposed 

algorithm for its video transmission, and its reconstructed 

video quality degrades unavoidably. The experiment 

results illustrate that our proposed bandwidth allocation 

algorithm can use the limited bandwidth more efficiently 

and provide better video quality to clients than M-LDLF. 

B. Performance of Our Proposed CMVT Scheme 

In this subsection, the experiments are conducted to 

verify our proposed CMVT scheme. Six Clients A, B, C, 

D, E and F with different available bandwidth connect to 

the video server simultaneously demanding for the real-

time captured video. The detected available bandwidth of 

the six clients are 2Mbps, 1.9Mbps, 2Mbps, 500Kbps, 

700Kbps, and 128Kbps, respectively.  

 

Figure 6.  Clients classification results. 

First, based on our proposed client classification 

scheme, six clients are classified into three classes. More 

specifically, Clients A, B and C are classified into the 

high-bandwidth class, D and E are classified into the mid-

bandwidth class, and F is classified into the low-

bandwidth class, as shown in Fig. 6.  

 
(a) Bandwidth adjustment using M-LDLF. 

 
(b) Bandwidth adjustment using Unicast. 

Figure 7.  Bandwidth adjustment using different transmission schemes. 

Fig. 7 shows the adjustments of allocated bandwidth to 

six clients when using M-LDLF and Unicast. When using 

M-LDLF, all the six clients connect to the video server 

directly, and the video server has to send six video 

streams to satisfy the requirements of the clients. 

Although the bandwidth allocator can dynamically 

distribute the bandwidth to each client, each client can 

only be allocated much less bandwidth than its available 

bandwidth because of the limited export bandwidth. The 

video server has to decrease its output bitrates to enable 

the video streams to be transmitted under the allocated 

bandwidth, otherwise a large amount of video packets 

may be lost and the reconstructed video quality that 

provided to the clients will be poor. Similarly is the 

bandwidth adjustment using Unicast. 

While in our proposed CMVT scheme, six clients are 

classified into three classes, only Clients A, D and F 

connect to the video server directly, and the video server 

specifies Client A as the forwarding client to forward 

video to Client B, then Client B forwards video to Client 

C, and Client D forwards video to Client E. The 

bandwidth adjustments using our proposed CMVT 

scheme is similar as shown in Fig. 4 (a), where the 

bandwidth of Clients A, B and C represents the 

bandwidth adjustment results of the high-bandwidth class, 

the mid-bandwidth class and the low-bandwidth class, 

respectively. The bandwidth adjustment curves of all the 

three classes increase at the beginning when using our 

proposed scheme, while using M-LDLF and Unicast the 

bandwidth adjustment curves decrease at the beginning. 

This is because the export bandwidth has to be allocated 

to all the six clients in M-LDLF and Unicast, while in our 

proposed scheme, the export bandwidth only needs to be 

allocated to three direct-connected clients, each video 

client will gain more bandwidth, so the reconstructed 

video quality provided to all the clients will be better.  

 

Figure 8.  The reconstructed video quality for six video clients when 

using CMVT, M-LDLF and Unicast. 

The comparison of reconstructed video quality (Y-

PSNR) is shown in Fig. 8. As can be seen, the 

reconstructed video quality using our proposed video 

transmission scheme is much better than that using the 

other two algorithms for all the six video clients.  

VI. CONCLUSIONS 

In this paper, we have developed a client classification-

based bandwidth allocation and video transmission 

scheme for multi-client video transmission over 

heterogeneous networks. Multiple video clients are first 

classified into different classes according to their detected 
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available bandwidth using discriminant analysis, based on 

which the limited export bandwidth is allocated to 

different classes using greedy algorithm. The video 

streams are then transmitted to the clients using the 

proposed hybrid video transmission scheme. Extensive 

experimental results have shown that notable video 

quality improvements can be achieved for all the video 

clients with different available bandwidth. 
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Abstract—This paper presents a novel progressive mesh 

model based on collapse tree, which can accomplish the 

disordered expansions and collapses of the simplified mesh 

and is able to restore the mesh just in a specific area. With 

arbitrary collapse and expansion, we design an edge collapse 

algorithm for mesh optimization. Its summary process can 

be described as follows: generating a series of new simplified 

meshes through the two operations from the original mesh, 

meanwhile, controlling the process by simulated annealing 

algorithm to optimize the mesh constantly, looking forward 

to a better simplified mesh on global scale. 

 

Index Terms—Mesh Simplification; Simulated Annealing 

Algorithm; Collapse 

 

I. INTRODUCTION  

Mesh model is used to describe the three-dimensional 

shape of the spatial entity, and is frequently applied to the 

fields such as geographic information systems, computer 

graphics, and virtual reality. With the development of 

science and technology, the acquisition of space 3D data 

became more and more easily, the spatial mesh data 

generated by a large number of points is increasingly 

large. Complex and dense meshes can exhibit entities’ 

physical realism and sense of hierarchy, but the large 

amount of data brings inconvenience to model storage, 

transmission, calculation and graphics rendering, 

especially in the devices with the limit of the hardware 

conditions [1]. Mesh simplification could not only 

preserve the original feature of the model, but also 

perform the entity with the fewer number of meshes, so 

that the model can meet the users’ actual needs and 

reduce the overhead at the same time. 

The most basic problems of mesh simplification are 

the simplification methods and error metric. Judging from 

the methods of mesh simplification, the most 

representative methods are Schreorder’s vertex 

decimation [2], Rossignac’s vertex clustering [3], 

Hoppe’s edge collapse [4], and Hamann’s triangle 

decimation [5]. Vertex decimation is easy to realize, and 

can guarantee the vertices of the simplified model are the 

subset of the original model, but it needs to re-mesh the 

removed polygonal area. Rossignac’s scheme is only 

suitable for the specific algorithm, and cannot guarantee 

the model topology, while triangle decimation is efficient 

but cannot be applicable to other meshes, and its 

implementation is more complicated. Edge collapse is 

relatively wide used in practice, it can be applied to any 

meshes with flexible expansibility, and what’s more, it is 

easy to achieve a progressive mesh. 

Error metric is to measure the similarity between the 

simplified mesh and the original mesh, but there is no 

generally accepted metrics so far. Taking the efficiency 

and practicality into consideration, general algorithms 

commonly use partial metric to guide the process of the 

mesh simplification. Schreorder used the average distance 

of the point to the plane as a local error metric in his 

algorithm [2]; Turk took the neighborhood curvature as 

the measure standard and can maintain the characteristic 

geometric detail of meshes [6]; Local quadratic error 

metric method is applied to calculate the approximate 

error by Garland [7]. Some algorithms, both closely 

integrated. In some of the algorithms, the two basic 

problems are closely Contact and blend together, for 

instance, Eck’s simplification model based on wavelet 

technology [8], and Cohen’s envelope mesh 

simplification model of the global error [9]. Some new 

scheme introduce concept in other areas to measure the 

cost [10]. 

Most existing algorithms [11-17] do the mesh 

simplification based on the local optimum to current 

mesh. This could improve the efficiency of the algorithm, 

however, would result in a cumulative error in the 

simplifying process, thereby reducing the accuracy of the 

algorithm. Hoppe gave a progressive mesh optimization 

method based on energy assessment, it could get a better 

effect of simplification, also to establish detail mesh 

model of different levels. However, the algorithm is not 

efficient, and the progressive mesh model including most 

other general models comes to a poor effect when 

establishing models at the level of higher detail in a 

specific area.  
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In this paper, we propose a progressive mesh 

optimization algorithm with less computation and it could 

preferably achieve the refinement of a particular region 

based on the collapse tree. General progressive mesh 

achieve the level of details by recording the relevant 

information in each step without noticing the relationship 

between every step, so the progressive mesh is limited to 

the collapse sequence. In our scheme, not only the 

collapse information but also the relation information is 

stored by collapse tree. So collapses and expansions in 

disorder are available and users can refine a specific area 

without limits. By introducing the simulated annealing 

algorithm we optimize the simplified mesh through the 

two operations, finally resulting in better simplified mesh. 

II. PROBLEM DESCRIPTION 

Mesh model contains the information of both data 

points’ space coordinates and network topology: data 

points are the basic data in mesh model and are also the 

original data of constructing the network model; network 

topology information represents the association 

relationship among vertices, edges and faces, which 

reflected in graphics is the model’s meshes. Thus, the 

mesh model can defined as: 

 ( , )M K V  (1) 

where V represents the set of vertices and V= {v1, v2… 

vn}, K is topology information of mesh model. 

Mesh simplification can be divided into two situations, 

one is simplifying in a certain residual threshold, and the 

other is under a certain compression ratio. Due to error 

metrics in vary algorithms are different and there is no 

unified standard, the application of first situation is 

restricted to the specific algorithms. So in this paper, we 

choose the latter to describe our mesh simplification. 

Mesh simplification is to reduce meshes (or vertices) 

to the greatest extent while preserving the original mesh 

shape features as many as possible [18]. When the 

number of vertices is fixed, determining which simplified 

mesh is better should measure the matching degree 

between simplified mesh and original mesh. Therefore, 

we need to design a simplification method and establish a 

matched method of error metrics as well. By simplifying 

the mesh according to the error metrics, more satisfied 

meshes are obtained. 

III.  PROBLEM SOLUTION 

A. Method of Mesh Simplification 

There are many ways to simplify meshes and different 

methods have different advantages and disadvantages as 

we have discussed. Taking the expandability and 

simplicity into consideration, we finally adopt the edge 

collapse as the basic operation for our simplification 

process. Any meshes such as quad meshes [19] can be 

subdivided to triangle meshes, to describe the algorithm 

conveniently and uniformly, we take triangle mesh as the 

example, and introduce the basic concepts. 

(1) Collapse point 

Collapse point refers to the new vertex generated in the 

process of mesh simplification. During multiple collapse 

processes, collapse point can be collapsed again. Hence, 

the collapse point can be divided into two kinds. One is 

visible collapse point, that hasn’t been collapsed again 

after being created, and it is one of vertices in the current 

mesh. In the view of users it is visible. The other kind is 

intermediate collapse point, which has been collapsed 

more than twice and is invisible. Visible collapse point 

and invisible collapse point is relative to a specific mesh. 

As shown in Fig. 1 collapse point v12 is visible in M2 (v12 

is the vertex of M2), while it is invisible in M3. Therefore, 

for a certain simplified mesh, the vertices can be divided 

to original data vertex and visible collapse point, let 

primitive mesh model as 
0 0 0( , )M K V , then any 

simplified mesh can be represented as: 

 ( , , )s vM K V V  (2) 

where 
0 ,s s vV V V V V  and 

vV is the set of visible 

collapse vertices in M. 

(2) Relevant vertex 

In the process of collapses, it is necessary to record the 

relevant vertex of collapse edge in order to reversed 

recovery which is the base of progressive mesh. Relevant 

vertex is another vertex that constitutes triangle besides 

the two of collapse edge. Generally, collapse edge that is 

not the border corresponds to two relevant vertices, while 

the border corresponds to only one relevant vertex. As 

shown in Fig. 2, the relevant vertices corresponding to 

collapse point v12 are v6 and v7. Hence, let collapse 

vertices be v, the vertices been collapsed are v1 and v2, 

the relevant vertices r1 and r2, thus one collapse can be 

noted as: 

 1 2 1 2( , , , )v v v r r  (3) 

(3) Collapse tree 

In our scheme, the collapse tree is the basic unit to 

record collapse operations. Its data structure is binary tree 

owed to its name. For any visible collapse point vv V in 

simplified mesh, there is a corresponding collapse tree, 

such as v12 in M2, v123 in M3 shown in Fig. 2.

 

Figure 1.  Collapse and Expansion 
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Figure 2.  Collapse Tree 

The pairs beside the collapse vertices are relevant 

vertices in Fig. 2, particularly for the collapse vertex that 

has only one relevant vertex the vacant position puts 0 

instead. The two child of any non-leaf node corresponds 

to the two vertices of collapse edge, and every collapse 

operation equals two collapse trees correspond to the two 

vertices of collapse edge composes to a new binary tree, 

and the tree root is the new vertex after collapse. So every 

visible collapse vertex has a collapse tree rooted with it. 

We use ( )T v  to represent the collapse tree rooted with v. 

Thus, the results of this progressive simplification are the 

simplified mesh and the collapse trees of the mesh’s 

visible collapse points, which store the collapse 

information of the simplification process. 

For a collapse tree, we can get its leaf nodes which are 

the vertices of the original mesh noted as S by tree 

traversal. Then it is easy to obtain the relevant area Star(S) 

of the original mesh from the points set S. while with the 

collapse tree root v, we can get the relevant area Star(R) 

of the current mesh, then calculate the local error between 

the Star (S) and Star(R) to regional mesh. The error is 

called collapse error ( )ET v  and we use it to represent 

the collapse error of the collapse tree rooted with v, in 

particular 
0( 0)ET v   if 

0 0v V . 

B. Expansion of Simplified Mesh 

Progressive mesh [20] can be recovered though the 

reversed operations based on the recorded collapse 

information. In this paper, the reversed operation is called 

expansion. For a general collapse progressive mesh 

model, the model can be expanded successfully only 

through expansions strictly in accordance with the order 

of collapse. However, with the extra information stored in 

collapse tree, our simplified mesh can be expanded in 

disorder 

The main factors to block the expansions in disorder 

are the changes of relevant vertices. The relevant vertices 

recorded in the process of collapse will change during the 

process of collapse and expansion, expansions in order 

can ensure that the relevant vertices can be restored in 

sequence, so that it can guarantee the accuracy of the 

relevant vertices in every expansion operation. But if 

being expanded disorderly this can’t be guaranteed. 

Therefore, in order to realize the disordered expansion, 

we need to solve the two problems: (1) How to update the 

information of the collapse points when its relevant 

vertices are collapsed in the later process; (2) How to deal 

with the change when the relevant vertices are expanded. 

To the first problem, according to the collapse tree we 

can track back to the visible point in current mesh from 

the original relevant vertex and replace it. As Fig. 2, the 

relevant vertex of v123 is v4, and we can track back to v46 

through the collapse tree, in this way the mesh can be 

expanded successfully. 

The solution to solve the second problem is to update 

the information about relevant vertices of the collapse 

vertex. For example, when collapse point A (A1, A2, B, C) 

is expanded, we should update the collapse point D (D1, 

D2, A, E) of which A is one of the relevant vertex. The 

specific updating method should be discussed in the two 

situations: 

(1) In the two vertices generated by the expansion of 

collapse point A, there is only one vertex that is linked 

with D, let the vertex be A1, then the relevant vertex A 

should be updated as A1. 

(2) When the collapse point D is linked with the two 

vertices generated by expansion of A, the situation will 

be more complicated. The brief derivation is given as 

follows. According to the assumed condition, D is linked 

with both A1 and A2, then there must be one vertex 

among A’s relevant vertices B and C being D’s expansion 

vertices (D1or D2) or the ancestor node of D’s expansion 

vertices. Suppose Ps (B) =D1 (Ps (P) stands for any node 

on the vertex P’s root path in the collapse tree). If D is 

expanded at present there will be an ambiguity as shown 

in figure 3, but as Ps (B) =D1 and B is the relevant vertex 

of A, D1 is linked with A1, A2, situation b can be 

eliminated. That is to say, D’s relevant vertex A should 

be updated to A2, which is linked to D2. 

 

Figure 3.  Two ways of expansion 

Taking the mesh M3 as an example in Fig. 1, the edge 

v4v6 is folded to v46 (v4, v6, v123, 0), and then we firstly 

expand v123 and then v46 instead of the collapse sequences, 

as follows in Fig. 4. 
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Figure 4.  Expansion in disorder 
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Figure 5.  Trace collapse information 

When expanding v123 (v12, v13, v4, v5), there is a 

problem that v4 is no longer in mesh (v4 is invisible). But 

with the collapse tree, we can track back to root node 

corresponding to v4, then expand it, and get mesh M2’, 

meanwhile update v46 (v4, v6, v123, 0), which takes v123 as 

relevant vertices. It’s easy to  reckon that v12 is linked to 

v4 and v3 according to the rules above, so we choose v12, 

connected to v6, to replace v123, thus M2’ can be restored 

to M2 by expanding v46, and then M2 can be restored to 

the original mesh by spreading v12. 

C. Progressive Mesh Model Based on Collapse Tree 

Based on the theoretic foundation, we can build a 

progressive mesh model based on collapse tree. The 

model takes the collapse points as the base to store the 

collapse information and the hierarchical relation 

between the collapse points, which makes it possible to 

implement the disordered expansions of any visible point 

in simplified mesh, and the algorithm in the following 

section is based on this. 

Generally, the algorithms just use collapse steps to 

store the information of progression. Those mesh model 

can be expanded successfully by inversing the collapse 

sequence. However they are inappropriate to the 

expansions just in one certain area. For example, in the 

progressive transmission, detail presentation and virtual 

reality in some limited situation [21], we need the 

detailed information of certain area, and then we cannot 

but traverse most collapse information in other areas as 

well which is actually unnecessary. Our mesh model, by 

contrast, can expand the mesh by choosing collapse 

points in certain areas and avoid redundant transmission 

and operations. 

D. Measurement of Mesh Error 

Error measure is used to quantify the difference 

between the input model and the output model. We need 

the difference to tell which simplified mesh is better. So 

how to measure the match degree between the simplified 

mesh and the original is one of the key problems that 

should be solved and what’s more the error metric is the 

basis of simplification, and is used to guide the 

simplification process.  

There are several schemes to measure the error. One 

simple way can be defined as follows, as the distance 

between corresponding sections of the meshes. 

 
1

1 2 2( , ) max ( )v
v M

E M M d M


  (4) 

where ( )vd M is the distance from vertex v to mesh M, 

( ) min || ||v
w M

d M v w


  ( || ||  means the Euclidean 

distance of the two vectors). 
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Sometimes we need a mean result, with the distance 

define above, it’s easy to get the mean distance. 

 
1

1 2 2

1

1
( , ) ( )v

M
E M M d M ds

M
   (5) 

Note that this definition of distance is not symmetric, 

that is to say 
1 2( , )E M M  may not equals 

2 1( , )E M M . 

So in this paper, we adopt a two-sided distance 

(Hausdorff distance) to measure the difference between 

the two mesh models [22]. Let 
1 2( , )E M M  be the 

distance between mesh M1 and M2, then 

 
1 2

1 2 2 1( , ) max(max ( ),max ( ))v v
v M v M

E M M d M d M
 

  (6) 

E (M1, M2) is used to measure the maximum deviation 

between the two models in our scheme. 

IV. ALGORITHM DESCRIPTIONS 

Simulated Annealing Algorithm (SAA) is a calculation 

model simulating the annealing process of objects. It is 

first proposed in 1983 by S. Kirkpatrick, et al. [23], and it 

is a widely used random search algorithm for solving 

global optimization problems [24, 25]. Simulated 

annealing algorithm is different from the traditional 

random search strategy, it not only introduces the 

appropriate random factors, but also borrows the natural 

mechanism of the annealing process in the physical 

system [26], and consequently there is a greater 

probability of global optimal solution. Therefore, we 

apply SAA to the mesh simplification problem to get a 

global optimal mesh or better simplified mesh from a 

global perspective. Combining the principles of the 

general simulated annealing algorithm with mesh 

simplification, the proposed algorithm consists of the 

following steps: 

Step 1: (Data Preparation) Input the original mesh M0. 

Calculate the number of collapses according to the 

compression rate. 

Step 2: According to the number of collapses, collapse 

the original mesh M0 randomly to generate the initial 

mesh as the state of the initial solution M, and in the 

process record each collapse step in accordance with the 

proposed method. Set the parameters, including the initial 

temperature T (sufficiently large), and the iterations L for 

every T. 

Step 3: In the mesh of current solution, take a visible 

collapse point randomly to do the expand operation, then 

select one edge to fold, so that a new solution M’ could 

be produced. 

Step 4: Calculate the energy difference ΔE before and 

after step 3. 

Step 5: If the energy is reduced (ΔE<0), accept the new 

solution as current solution, otherwise, accept M’ as the 

current solution with the probability of 1 2( , )/E M M T
e


. 

Step 6: If the iterations does not exceed the setting and 

the accuracy does not meet the requirements, turn to step 

4. 

Step 7: Finish. Output the current solution as the result. 

A. Generation of Iinitial Mesh 

Our simplification is under a certain compression rate, 

so the number of faces in the ultimate mesh could be 

calculated by the compression rate and the original mesh. 

Then it’s easy to get the initial mesh for the algorithm 

containing specific number of faces. The initial mesh is 

generally not optimal, and we used it as the initial 

solution of the simulated annealing algorithm. There are 

two solutions to generate initial mesh, one is to do the 

collapse operation on the edge randomly; the other to get 

the initial mesh is by the existing schemes of mesh 

simplification, then use SSA to optimize the initial mesh, 

something like the scheme in [27, 28]. According to the 

compression proportion, the initial mesh is generated 

after certain collapses from the original mesh, and the 

collapse information required by the progressive mesh 

model is recorded as well. 

v11

v21 v22

v12 v13

v23

M1 M2

 

Figure 6.  The changes after collapse and expansion 

B. Transition of State 

In order to ensure the certain number of triangle faces 

in the mesh (i.e. the compression rate remains 

unchanged), we do expand and collapse operation 

respectively for one time to the current mesh as the state 

transition in SSA. The concrete steps are: select a visible 

point from the collapse points in current mesh to do 

expand operation, and then select the one edge of the 

mesh to collapse. For the new solution, we need to 

determine whether it is acceptable or not based on 

simulated annealing algorithm. In order to avoid large 

number of repetition calculations, the basic method is 

compared the difference between the two meshes. The 

normal algorithms are just to compare the relative error 

between the current mesh and the former mesh, so the 

difference error is shown as: 

 1 2 2 1( , ) ( , )E M M E M M   (7) 

However, the method would lead the error to be 

accumulated. So we firstly compare the current mesh and 

the former to the original mesh, and then use their 

difference value. 

 1 2 2 0 1 0( , ) ( , ) ( , )E M M E M M E M M    (8) 

The amount of the theoretical error calculation is very 

large, so in the actual application, representative sample 

points in both mesh surfaces are usually used to do 
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Figure 7.  The Compare results of the model cow 

 

Figure 8.  The Compare results of the model Porsche 

 

Figure 9.  The Compare results of the model bunny 

 

 

approximate calculation (these sampling points including 

at least the vertex of each mesh). The same approximate 

method is adopted in this paper. The process of state 

transition will involve six collapse trees (including the 

original data points). The Fig. 6 shows the trees of both 

former state and new state respectively. 

TABLE I.  BASIC DATA OF THE TEST MODEL 

Model Vertex Face Area Diagonal 

Cow 2903 5804 21.1821 5.603207 

Porsche 5247 10474 276.7388 15.814117 

Bunny 35947 69451 0.0571 0.250246 

V. EXPERIMENTAL RESULTS AND ANALYSIS 

In order to test the effect of our simplification 

algorithm, we do some comparison test between our 

algorithm and some other classical algorithms (including 

the Garland method and the Shortest Distance method). 

The error is calculated using the Metro. Metro is a tool 

designed to evaluate the difference between two 

triangular meshes, and it adopts an approximated 

approach based on surface sampling and point-to-surface 

distance computation. This experiment is carried out 

without introducing a new point, and therefore the 
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collapse point can only choose one from the two vertices 

of the collapse edge with smaller error. 

In the experiments we have carried out the tests with 

three models respectively, the basic data of the three 

models are shown in Tab. 1. For each model, the 

comparisons of the three simplification algorithms are 

carried out at the different compression ratios. The results 

are shown in Fig. 7, 8, 9. 

From the results, we can conclude that our algorithm 

has lower error relative to the other algorithms at higher 

simplification rate. In addition, the algorithm can be used 

as a method of optimization to other algorithms. For a 

more detailed explanation, we use other algorithms to 

simplify the model at the fixed compression ratio, take 

the result as the initial solution, and then optimize it with 

our algorithm, thereby to obtain more preferably 

simplified mesh. 

VI. CONCLUSION 

The progressive mesh model based on collapse tree 

can collapse and expand the mesh disorderly. Depending 

on this characteristic, it is able to convert the mesh 

optimization problem to the combination optimization 

problem. In this paper, we adopt the simulated annealing 

algorithm to search the more optimal simplified mesh on 

global scale. During the optimization process, by tracking 

the relevant information of the original mesh according to 

collapse tree and calculating the error with the original 

information, we can avoid progressive deviation caused 

by calculating the current mesh merely. Moreover, taking 

the visible collapse points as the expansion unit can meet 

the requirement of refining certain areas in simplified 

model, which can be used to improve the mesh’s 

progressive transmission and multiple-level detail model. 
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Abstract—As we know, feature extraction has an important 

role in crowd density estimation. In our paper, we introduce 

a new texture feature called Tamura, which is usually used 

in image retrieval algorithms. On the other hand, the time 

consuming is another issue that must be considered, 

especially for the real-time application of the crowd density 

estimation. In most methods, multiple features with high 

dimension such as the gray level co-occurrence matrix 

(GLCM) are used to construct the input feature vector, 

which will decrease the performance of the whole method. 

In order to solve the problem, we use Principal Component 

Analysis (PCA) method, which can obtain the mainly 

information of the feature using less dimension features. In 

the end, we use the Support Vector Machine (SVM) for 

estimating the crowd density. Experiments demonstrate that 

our method can generate high accuracy at low 

computational cost compared with other existing methods.  

 

Index Terms—GLCM, Tamura texture features, 

dimensionality reduction, SVM 

 

I. INTRODUCTION 

With the rapid economic development and increasing 

people's social activities, the flow density of large malls, 

supermarkets and places such as subway station is 

growing more and more serious and brings security risks 

by the crowd congestion. According to news agency 

reports: On February 27, 2013, LaoHeKou of Hubei 

province occurred a stampede caused by crowd of local 

elementary school, 11 students were injured, 4 students 

died. Therefore, if we can analyze the events in advance 

and predict the likelihood of the risk, then timely and 

effective measures can be took to ease the crow. It can 

effectively avoid the social security problem that caused 

by the high crowd density. According to the different 

feature extraction methods, crowd density estimation 

techniques can be divided into three categories: 1) 

estimation based on pixels statistical categories; 2) 

estimation based on texture analysis technique;3) 

estimation based on individual characteristics. For the 

first category, Davies, Chow et al proposed a approach of 

using foreground-pixels, which is based on the 

relationship between number of people and crowd density 

using a linear methods for estimating the density. The 

Hong Kong Chow et al proposed a neural network 

method by using a mix of global learning algorithm for 

the crowd density. The method is mainly based on the 

extraction of the three characteristics of the crowd: 

population object edge length, a proportion of object 

pixels in the image and the background of the object 

pixels in the image. Paragios [1] proposed a method 

based on Markov Random Field (MRF) real-time crowd 

density estimation. The method is divided into two steps: 

The first step is to distinguish the image’s foreground and 

background by Markov Random Field; The second step is 

to get the image by changing detection combined with a 

geometric module to perspective correction, and then 

estimate the population density of the monitored area. 

Chow et al. joined the body template matching module 

and match for human body for the people who are clearer 

individual characteristics and near camera. The 

performance of the system has been obviously improved 

and is applied in the subway system in Hong Kong. In the 

method of crowd density estimation based on texture 

analysis technology: it was proposed by Brazilian Marana 

as early as in 1998. Marana think that images of crowds 

with different densities tend to present distinct texture 

patterns. High density crowded areas are often made up 

of fine patterns (which correspond to high frequencies in 

the frequency domain), while images of low density 

crowded areas are mostly made up of coarse patterns 

(which corresponds to low frequencies in the frequency 

domain), especially when their backgrounds are also 

made up of coarse patterns. H. Rahmalan [2] take the 

crowd image as texture image, and extract gray level co-

occurrence matrix and the min Khodorkovsky fractal 

dimension, scale invariant orthogonal Chebyshev torque 

characteristics. Finally, crowd density is classified by 

using self-organizing mapping learning and classification 

algorithms. Wu [3] segments image into different sizes by 

adopting the method of projection transformation in 

accordance with the different distances from the camera. 

Then extract texture feature vectors from each input 

image grid and use support vector machine (SVM) 

method to get the population density in each grid. Finally, 

the support vector machine (SVM) method id used again 

to detect abnormal density distribution based on the 

estimated density vector. CHAN [4] established the 

regression equation by comprehensive utilization the 
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groups of pixels and texture feature information, and get 

the function relation the number of scenarios and the 

characteristics of the crowd. The Qing WEN et al [5] 

proposed the mathematical method by the texture 

characteristics of the crowd and the number of the scene 

to statistics the number. The method of using the 2-d 

Gabor filter to extract the crowd global texture 

characteristics can effectively avoid the overlap between 

the crowd and perspective distortion. In paper [6], the 

authors put forward a new kind of approach which 

through the accumulation of Mosaic image difference 

feature to represent these complex random motion models 

for accurate detection. Then, through the perspective 

distortion correction model, the observed field achieved 

considerable population density measurements obtained 

on the basis of the foreground image. Chow methods 

cannot solve the problem of high density crowd to 

distinguish, but crowd density estimation method based 

on texture analysis technology can solve it. This method 

is currently under further development. In crowd density 

estimation based on individual characteristics, Shcngfim 

Lin etc. put forward a kind of through the crossing 

transform to extract the head contour feature to locate 

each one, to determine the number of a crowded 

environment. D.B. Yang [7] obtained images of the same 

scene by multiple sensors from different angles computes 

scenario 2d projection and used background difference 

method to detect prospect. Then, prospects are detected 

from various angles for fusion. Finally, geometric 

algorithms are used to calculate the projection area of the 

body contour, and count. Antonio etc. [8] proposed a new 

feature which is used for people counting and statistical 

method, which made use of feature points to count the 

number. They assumed that the number of feature points 

and the crowd density and the quantity have some 

corresponding relation. The method achieved ideal effect, 

and some gesture recognition is studied by using 

characteristic points at the same time. Conte [9] classified 

the feature point of prospects for detecting movement in 

the scene. Then the feature points in each category, the 

number of parameters such as the distribution of feature 

points were trained in SVM for ultimately determining 

the number of pedestrians.  

Currently, many researchers who are devoting the 

crowd behavior analysis usually use the PETS data sets 

[14]. The PETS (Performance Evaluation of Tracking 

Systems) meeting is AVSS BBS annual meeting on 

crowd behavior analysis. In recent years, the meeting has 

been held in the United States, Britain, Australia, Italy 

and many other countries. The meeting is mainly on 

crowd behavior analysis, including population statistics, 

crowd density estimation, individual staff and tracking 

individuals in the group, special groups and special 

events detection, etc. The PETS data set includes the 

background and normal flow for the training data, and the 

density estimation data, the data used for pedestrian 

tracking and behavior analysis and event detection.  

This paper is a new kind of texture feature of crowd 

density estimation. Tamura feature is a kind of common 

texture feature in image retrieval. Through the feature 

extraction and PCA dimension reduction [10], the 

obtained feature vector has high correlation with crowd 

density, which can improve the accuracy of crowd 

density estimation.  

The rest of this paper is organized as follows. In 

Section II, the details of our proposed method are 

elaborated. Section III demonstrates the experiment 

results. Finally, some concluding remarks are presented 

in Section IV. 

II. PROPOSED METHOD 

The flowchart of our proposed method is illustrated in 

Figure. 1. We can see that, the images are firstly 

preprocessed, which mainly includes: get gray image, 

deal with the noise, and extract the interested area. 

Secondly, the 13 image texture features are extracted in 

the area of interest by gray level co-occurrence matrix. 

Then dimension reduction is implemented by principal 

component analysis (PCA) to get the high correlation of 

4-D feature vector. Four Tamura image texture features 

are extracted by Tamura. Through feature fusion, an 8-

dimensional feature vector is got. Finally, classification 

and prediction are obtained by using the SVM [11] to get 

the estimation of crowd density. 

Image preprocessing

Extract the region of interest

PCA 

dimensionality 

reduction

GLCM feature extraction

Tamura texture feature 

extraction

SVM classifier 

prediction

Source image

results

 

Figure 1.  Flowchart 

A. The Image Preprocessing and Interest Region 

Extraction 

Usually, there are laws in the pedestrian route of 

movement in the scene, namely, they walk along a certain 

route. For this experiment, the road that the pedestrians 

are walking on is the area of interest [12]. After picking 

up the area of interest, we can remove the influence 

caused by the background in the image, which can 

improve the estimated accuracy and efficiency. Figure 2 

are the area of interest extracted by graying image and 

Wiener filter denoising for each set of source images. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2.  (a), (b), (c), (d) are the area of interest extracted by graying 
image and Wiener filter denoising for each set of source images. 

B. GLCM Texture Feature Extraction and Dimension 

Reduction 

In texture feature extraction [13], Marana used GLCM 

texture analysis methods. The method calculates GLCM 

of the crowd image and extracts the texture feature. Then 

the feature vectors into neural network classification. 

Because the different density of the population images 

corresponds to a different texture pattern, in the high 

density of population, the texture is a fine and coarse 

mode in the low-density populations’ image.  

Texture is alternately repeated by the gray scale 

distribution on space position change. So there must be 

some gray relation between two pixels separated by a 

distance in the image space. This is called the image 

gray-scale spatial correlation properties [14]. Through the 

study of spatial gray level correlation to describe texture, 

this is the thinking foundation of gray level co-occurrence 

matrix. Gray level co-occurrence matrix is the probability 

of i point to the gray j point and the distance is 

( , )d Dx Dy  .Gray level co-occurrence matrix express 

with ( , )( , 0,1,2,... 1)dP i j i j L  , which L is the gray 

scale of the image, i, j, respectively pixel gray level and d 

is the space position relation between two pixels. 
Different d determines the distance and direction between 

two pixels. Θ is the generating direction of gray level co-

occurrence matrix. Usually the four directions are 

0
0
,45

0
,90

0
and 135

0
. As shown in figure 3. 

 

Figure 3.  Pixel gray level co-occurrence matrix 

When d is selected, it generates gray level co-

occurrence matrix. One element of the co-occurrence 

matrix represents the number of occurrences of 

combinations of a gray scale. In general, the gray scale of 

a image is 25.When calculating the texture feature which 

are from the the gray level co-occurrence matrix, it 
request the gray scale image is far less than 256. That is 

mainly because of matrix dimension is larger and the size 

of the window is smaller. If the texture is very good to 

describe, window size is larger, and it can greatly 

increase the amount of calculation. Furthermore, each 

type of boundary areas of the error rate is bigger when the 

window size is big. So we need do image histogram 

specification before calculation of gray level co-

occurrence matrix to reduce the image gray scale. 

General the gray scale of a image is 8 or 16 after image 

histogram specification. 

In this paper, we extract texture features from GLCM. 

Haralick [15] export some of the statistical parameters 

that describe the texture characteristics, Then 13 features 

(step d = 1, the angle of 0 degree direction) are extracted : 

Energy, Correlation, Inertia, Entropy, Inverse Difference 

Moment, Sum Average, Sum Variance, Sum Entropy, 

Difference Average, Difference Variance, Difference 

Entropy, Information measure of correlation , 

Information measure of correlation. The common used 

definitions are shown as follows: 

Energy: 

 
2

1 1

ASM ( , )
l l

i j

P i j
 

  (1) 
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Energy mainly reflects texture thickness. The larger 

the value, the more coarse texture . The maximum of 1, p 

(i, j) is only one element in the value of 1, other is 0. The 

minimum is 1 / L. uniform distribution of p (i, j), image 

gray difference. 

Entropy: 

     
1 1

Ent , ,
l l

i j

P i j lb P i j
 

   (2) 

Entropy reflects texture complexity. The greater the 

entropy value, texture is more complex; The maximum is 

lb (L
2
). p (i, j) is evenly distributed. Smaller entropy 

value, texture, more simple, the minimum is 0, p (i, j) 

only one element value is 1, the other is 0. 

Inverse Difference Moment: 

 
2

1 1

IDM ( , ) / (1 ( ) )
l l

i j

P i j i j
 

    (3) 

Inverse Difference Moment local image gray balance 

metric, A maximum of 1, p (i, j) are located in the main 

diagonal, the local image gray unchanged, A minimum of 

1 / (1 + (L-1)
2
), p (i, j) only distributed in the (L 1) or (1, 

L) point, the whole image and gray-scale difference. 

Inertia: 

  
2

1 1

Con ( , )
l l

i j

i j P i j
 

    (4) 

It reflects the image intensity and texture. The larger 

the value, texture groove deeper, the visual effect was 

clear. The maximum (L -1), p (i, j) are only distributed in 

the (L 1) or (1, L) point. Minimum of 0 and P (i, j) are 

located on the main diagonal, the local image completely 

uniform, no gray-scale difference, no contrast. 

 

Figure 4.  The contribution rate of the first group of experiments 

In order to find feature vector with the crowd density 

high correlation, we use PCA in the13 feature vector for 

data dimension reduction, and strong correlations of four 

dimensional feature vector is obtained. Figures (4-7) are 

the contribution rate of the 4-dimensional feature vector 

dimensionality reduction for each group of experimental 

images respectively; they are accounted for more than 

99%. 

 

Figure 5.  The contribution rate of the second group of experiments 

 

Figure 6.  The contribution rate of the third group of experiments 

 

Figure 7.  The contribution rate of the forth group of experiments 

C. Tamura Texture Feature Extraction 

In the psychological research Based on human visual 

perception, Tamura et al. [16] proposed the expression of 

texture feature. Tamura texture characteristics of six 

components corresponding to the psychology Angle on 

the texture characteristics of six kinds of properties. They 

are coarseness contrast directionality line likeness 

regularity and roughness. When the crowd density is high, 

coarseness, contrast, direction, roughness of Tamura 

texture features is smaller. On the other hand, the 

population density is small, the value of Tamura texture 

features is high. The data of some experiment images as 

follows:  
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TABLEI.  THE EXTRACTION RESULTS OF EXPERIMENTAL IMAGE 

TAMURA TEXTURE FEATURES  

Tamura 
texture 

feature 

Coarseness contrast direction 
Roug-

hness 

Image1 56.9190 46.7000 1.0884 101.889 

Image2 56.8888 46.0192 1.0753 101.179 

Image3 56.8801 45.3414 1.0207 100.562 

Image4 56.8708 45.0668 1.0169 100.345 

Image5 56.8671 44.6839 1.0069 101.003 

Image6 56.8580 44.3157 0.9727 99.8334 

Image7 56.8198 43.6214 0.9870 99.6587 

Image8 56.8187 43.3374 0.9959 99.4735 

Image9 56.7711 42.9091 0.9509 94.3515 

Image10 56.7367 42.7787 0.9397 94.2932 

The experiment images are from a video of the crowd. 

The crowd flow is from little to much and then gradually 

reduce after the monitoring scope. So, the density of 

crowd is small at beginning, and then it becomes high 

gradually. From table I, we can know that the value of 

Tamura texture feature become small when the density is 

high. (there is a little exception when calculate the value 

of direction for some reasons.) 

The formula of Coarseness, contrast, direction, 

roughness is as follows: 

Coarseness: 

Calculating moving averages, for the window 2k*2k, 

the moving average are: 

 

k-1k-1

' k-1 ' k-1

' 'j+2 -1i+2 -1

k 2k

i =i-2 j = j-2

p(i , j )
a (i, j) =

2
    (5) 

Calculate the horizontal and vertical deviation: 

 

k-1 k-1

k k k

k-1 k-1

k k

c (i, j) = max( a (i - 2 , j) - a (i + 2 , j) ,

a (i, j - 2 ) - a (i, j+ 2 ) )
  (6)  

To determine the size of the window: 

 
^

k
k

k(i, j) = argmaxc (i, j)   (7) 

Calculate the average size of the window and get the  

 
^

k(i, j)

(i, j)

1
Fcrs = 2

wh
   (8) 

Contrast: 

 
4

4

σ
Fcon =

α
  (9) 

Direction: 

 
p

p

n

2

p D

p θÎw

Fdir = (θ -θ ) H (θ)   (10) 

Roughness is the synthesis of the Coarseness and 

contrast two properties. 

D. SVM Classifier Prediction 

LIBSVM is a library for Support Vector Machines 

(SVMs). The LIBSVM is developed and designed by Lin 

Chih-Jen Taiwan University. It is a simple and easy-to-

use support vector machines tool for classification (C-

SVC, nu-SVC), regression (epsilon-SVR, nu-SVR), and 

distribution estimation. The package can be obtained on 

the Internet for free [17]. The goal is to help users to 

easily apply SVM to their applications. LIBSVM has 

gained wide popularity in machine learning and many 

other areas.  

In this part, we fused four texture features extracted by 

Tamura and GLCM. Crowd density leveled by manual 

calibration. Qualitative description the crowd density 

monitoring area, it is classified according to crowd 

density. Crowd density is usually divided into five types. 

They are very low, low, medium, high, and very high. 
The scope of each type is related to the service level. 
Table II shows the Polus about the definition of service 

level in 1983. Table III shows the relationship between 

density of classification and the service level (monitoring 

area is 15 m
2
). Due to the camera is stationary in this the 

experimental data. Population flow is from little to much 

and then gradually reduce after the monitoring scope. 
According to the number of features in the data sets, this 

paper will divide into the crowd density four parts: low, 

low, medium and high, which are labeled 1, 2, 3, 4 

respectively. 

TABLEII.  THE SERVICE LEVEL DEFINITION 

The service level Crowd density (person/m2) 

A:Normal people ≤0.6 

B:Dense stream of people 0.6~0.75 

C1:Dense stream of people 0.75~1.25 

C2:Very dense stream of people 1.25~2.0 

D:Congestion crowd >2.0 

TABLEIII.  RELATIONSHIP BETWEEN DENSITY CLASSIFITON 

AND THE SERVICE LEVEL 

Density 

classification 

The number 

range 
Density level service level 

Very low 0~10  1  A, B 

low 11~20  2 C1 

medium 21~35  3 C2, D 

high 36~50  4 D 

TABLEIV.  BENCHMARK DATA 

Data set (PETS2009) 
Total 
images 

training 
set 

test set 

S1_L2.14-06(1) 200 160 40 

PETS2009 S1_L2.14-31(1) 130 90 40 

PETS2009 S1_L1.13-57(1) 220 -- 40 

PETS2009 S1_L1.13-59(1) 240 200 40 

III.  EXPERIMENTAL RESULTS 

All the images used in this paper are derived from 

PETS2009 benchmark data [18]. Table IV shows that the 

training set and test set of every experiment group. The 

total number of images is 790 in our experiment.  

The four groups of images were adopted from the same 

camera in the same scene but at different times and under 

different lighting conditions. Images are JPG format of 

the size 768 * 576. Final experiments classification 

prediction results as shown in Figure (8,9,10,11).  
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Figure 8.  The predicted results of the first set of data 

 

Figure 9.  The predicted results of the second set of data 

 

Figure 10.  The predicted results of the third set of data 

The experimental groups are shown in table IV and V. 
The numbers of first group are 200 images. we selected 

160 images randomly for training and the remaining 40 to 

test. The numbers of second group are 130 images and 

then selected 90 images randomly for training and the 

remaining 40 to test. The numbers of third group are 220 

images and we selected 180 images randomly for training 

and the remaining 40 to test. The numbers of forth group 

are 240 images. we selected 200 images randomly for 

training and the remaining 40 to the test. If we extract the 

texture feature only with GLCM to estimate the density 

of crowd, the average accuracy rate is 90%. Table VI is 

the result compared with the method which just use gray 

level co-occurrence matrix (GLCM) to extract the texture 

features. At the same time, the comparison with other 

methods by the similar way is shown in table VII [19]. 

From table VII We can know that Marana and Wu 

extracted the same texture feature but the feature 

pretreatment are different. Chan used Pixel and texture 

feature to estimate the crowd density. Our method 

extracted texture feature by GLCM and Tamura and the 

feature pretreatment was PCA. Finally, we can see that 

the accuracy rate of our method is more exact than others. 

 

Figure 11.  The predicted results of the fourth set of data 

TABLEV.  PREDICTION ACCURACY STATICS TRAINING SAMPLE AND 

TEST SAMPLE 

Experimental group 
Accuracy of 
training samples 

Accuracy of 
test samples 

The first 

group(S1_L2.14-06) 
99.375%(159/160) 92.5% (37/40) 

The second 

group(S1_L2.14-31) 
97.778% (88/90) 

95% 

(38/40) 

The third 
group(S1_L1.13-57) 

99.444% (179/180) 97.5% (39/40) 

The fourth 

group(S1_L1.13-59) 
99.5% (199/200) 97.5% (39/40) 

average accuracy 

rate 
99.024% 95.5% 

IV. CONCULSION 

Considering the real-time and accuracy of the 

estimation the crowd density, extracting feature vector 

which has high correlation with the crowd density is 

worth studying. This paper introduces a new image 

texture feature called Tamura for crowd density 

estimation. The features GLCM are reduced dimension 

by PCA method, which can obtain the features with high 

correlation to the crowd scenes. The experimental results 

show that the method can improve the classification 

accuracy of prediction. However, the calculation of 

support vector machine (SVM) method is large, and how 
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to obtain the optimal parameters which will be further 

studied in the future. 

TABLEVI.  COMPARED WITH THE METHOD ONLY USE GLCM 

TO EXTRACT TESTURE FEATURE 

Experimental group 
Accuracy of 

training samples 

Accuracy of test 

samples 

(S1_L2.14-06) 90%(36/40) 92.5%(37/40) 

(S1_L2.14-31) 87.5% (35/40) 95% (38/40) 

(S1_L1.13-57) 90% (36/40) 97.5%(39/40) 

(S1_L1.13-59) 92.5% (37/40) 97.5%(39/40) 

average accuracy rate 90% 95.5% 

TABLEVII.  COMPARED WITH OTHER EXPERMIMENTAL 

RESULTS 

Author 
People 
feature 

Feature 
pretreatment 

crowd 
analysis 

Accuracy 

Marana[3] GLCM -- neural net 

High-

density: 
93.% 

Wu[8] GLCM 
Projection 
deformity 

correction 

SVM 91.3% 

Chan[9] 
Pixel 
and 

Texture 

Projection 
deformity 

correction 

Statistical-

regression 

more than 

90% 

Our 
GLCM 
and T -

amura 

PCA SVM 95.5% 
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Abstract—Great improvement has been achieved in the 

protection of national dance through multimedia technology. 

An interactive design approach for national dance based on 

realistic 3D character is proposed in this paper. This 

approach comes with three sub steps: Firstly, the realistic 

face was reconstructed based on a front photo, in this step, 

the facial feature points of photo are selected interactively; 

and then, the realistic face was built through texture 

mapping and fusion based on the standardized face model 

database. Secondly, the construction of realistic body is 

realized through introducing the stretching model and the 

vector differential adjuster. Finally, the interactive display 

of national dance is realized by virtual reality engine. The 

experimental results show that this approach is user-

friendly, and can generate a high-quality realistic 3D 

character in real time while protects the worthy cultural 

heritage effectively at the same time. 

 

Index Terms—Realistic 3D Character, National Dance, 

Interaction Design 

 

I. INTRODUCTION 

National dance is an important part of intangible 

cultural heritage. With the great advancement of 

economy, many precious national dances are struggling 

to survive due to the strike of modern civilization. One of 

the most commonly used approaches to protect national 

dance veritably and systematically are taking photos, 

recording videos and other multimedia tools. The 

problem is: the recording outlooks for dancers’ motion 

are limited, as a result, the reusability and editability is 

poor. 

With the development of computer software and 

multimedia technology, it has become a trend to protect 

national dance by three-dimensional digital technology. 

The current achievements have several shortcomings, the 

actors in it lack of realistic and insufficient interaction 

have affect the user immersion and initiative seriously [1]. 

As a result, it’s important to design professional 

characters and apparels to provide a more intuitive form 

for digital dance according to the special characteristics 

of dancing. However, the generate process of realistic 

character is often quite complex, and it’s not easy for 

general users to obtain the necessary equipment and 

corresponding databases. In the field of computer 

graphics, realistic characters are the avatar of users in a 

virtual environment, which can be widely used in human-

computer interaction, virtual simulation, and other fields. 

For example, the participants can be “embedded” in a 

virtual environment in the production of digital national 

dancing, making them a form of existence in the virtual 

world, through which the interest and enthusiasm of the 

participants could be greatly aroused. 

There are four dominant approaches to build realistic 

characters model currently, they are as follows: 

Firstly, using professional modeling software (such as: 

Autodesk Maya, 3Ds Max), which can create a human 

model by operate the most basic modeling elements 

interactively. Although this approach, users have the 

greatest authority to control, high level of creativity and 

sufficient familiarity are needed to perform well in the 

modeling software.  

Secondly, using professional capture devices like the 

three-dimensional scanner to collect data, such as 

Devernay [2] and Bickel et al [3]. The advantage is that 

the accuracy of the final model is relatively high, but the 

results tend to have holes in the model, What’s more, the 

operation and maintenance of these devices need 

professional training.  

Thirdly, researchers like Sloan [4] taking interpolation 

operation on the vertices in the same location using a 

plurality of the samples, to obtain a new model. But the 

establishment of such a database spends a lot of time and 

resources; what’s more, it does not take the generation of 

the entire human body into consideration.  

The forth approaches comes that Hilton [5] and Liao et 

al [6] use the shape features which are extracted from the 

individual photos to modify the generic model. But 
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Figure 1.  The types of face, (a) is oval-shaped type; (b) is inverted triangle type; (c) is long-shaped type; (d) is square type; (e) is round type. 

Hilton’s approach is likely to cause the model cracks. 

Liao’s approach can generate realistic head model 

through only a single photo, but it need to select many 

characteristic points. 

This research absorbed the advantages in the third and 

fourth approaches, and proposed a unified approach 

which can generate realistic 3D faces based on a single 

font photo and generate realistic 3D body based on the 

vector difference. Then the realistic character will be 

bond with the motion capture data of national dance, and 

then be displayed in the multimedia platform interactively. 

There are several sub-steps in the face modeling. Firstly, 

the standardized face model database should be 

constructed, and interactively select the facial feature 

points of the input picture. After that, we’ll choose the 

best matched face model based on the face features. 

Secondly, the approach of triangular deformation and 

bilinear interpolation are used to achieve texture mapping 

from photo to three-dimensional model, and the 

introduction of Alpha picture of face to realize the fusion 

transition from the photo texture to the neutral texture of 

the model in order to generate realistic 3D face. In the 

step of body generation, firstly, a reference model, a 

vertical stretching model and a horizontal stretching 

model are constructed in accordance with the model 

structure of the human body; secondly, a vector 

difference adjuster is employed to interactively adjust the 

control points in the reference model; lastly, a realistic 

character model is automatically generated based on the 

control points’ coordinates. This approach can overcome 

the problems associated with other approaches, such as: 

the need to master professional model software, cracks or 

holes generated in the result model, and make it easy for 

users to interactively build a realistic character model. 

Through the application of this approach into national 

dance, we can promote the digital preservation and 

propagation of national dance. 

II. REALISTIC FACE GENERATION 

The realistic sense of three-dimensional face can be 

reflected in the perspectives of facial model and texture. 

In the approach proposed in this paper, the users will 

participate in the texture specification and model 

adjustment. Both of these two processes are highly 

simplified, and we can view the results in real-time. Five 

steps in detail are contained in the approach proposed in 

this paper: 

Step1. Feature point calibration: Get the front face 

photo, and mark 11 feature points which are spread over 

eyes, nose, mouth and so on to determine the approximate 

location of the five sense organs and facial form. 

Step2. Model matching: Construct the standardized 

three-dimensional face model database, and match the 

most similar model in the corresponding face database to 

minimize the differences of facial bones. 

Step3. Texture mapping: Map the texture feature of 

photo face on the matching model through the algorithm 

of triangular deformation and bilinear interpolation. 

Step4. Skin color fusion: Use an Alpha picture to 

achieve the gradient from the overlay texture to model 

texture in the face boundary area. 

A. Feature Point Calibration and Model Matching 

If the face photo is obtained, a suitable face model 

should be selected according to the positional relationship 

of the facial feature points. Now some standardized 3D 

face model database had already been constructed, such 

as UND [7], BU-3DFE [8], and BJUT [9]. These face 

model databases had been widely used in face generation, 

face recognition and other fields. 

Different 3D face model database have different 

standards on race, age, gender, light, etc. The approach of 

this paper is mainly for the Chinese people. We built a 

Chinese face model database with three-dimensional 

scanning equipment. The types of face were divided into 

five types which is show in Fig. 1, such as oval-shaped, 

inverted triangle, long-shaped, square and round. 

However, the neutral head model (as shown in Fig. 2)is 

completed by the reference of CANDIDE-3 neutral face 

model [10]. 

 
(a)                    (b) 

Figure 2.  The neutral head model, (a) is the front view and (b) is the 
side view. 

After the completion of the database, the model must 

get a pretreatment, including repairing model crack, 

binding neutral texture, size normalization, calibrating 

models feature points and so on. MPEG4 standard 

specifies 84 feature points in the neutral face [11]. 

According to the requirement of face model matching and 
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texture mapping, in this paper, we select 11 feature points 

on the input photo and the face model, as shown in Fig. 3. 

Through which, the facial features and facial type can be 

confirmed approximately, so that we can get the most 

suitable model. 

Model matching approach is as follows: First of all, 

number the feature points to calculate the distance and 

proportionate relationship between the main feature 

points; Secondly, use literature [12] for reference to 

determine the general facial type; Finally, match the 

Euclidean distance of the corresponding feature point 

between model and photo in the corresponding facial type 

database, and get the nearest 3D model. 

 2

i1
( ') *λ

n

i ii
E D D


   (1) 

And 
iD  is the distance between two feature points in 

the photo, 'iD  is the corresponding distance in 3D model, 

and 
iλ  is the weight value for each feature point distance, 

n  is the quantity of the corresponding distances.  

 

Figure 3.  Feature points calibration. 

B. Texture Mapping 

High-quality texture mapping can make the model 

more realistic. In the approach proposed in this paper, the 

face texture generated consists of two layers texture: the 

first layer is the model neutral texture, it is a default 

texture which is blinded on the model; the second layer is 

the cover texture, it should be obtained from a good 

quality photo. The feature points’ position marked by 

neutral texture and coverage texture would form two 2D 

point sets—Set 
1V  and Set 

2V . Due to the discrepancy 

existed in hand-marking, it’s much more likely that the 

corresponding points in 
1V  and 

2V  are not in the same 

location precisely. So a mapping approach is needed to 

combine the two sets naturally. Take 
1 1 2 2,P V P V  , and 

extend 
1 2,P P to the 3D vector, 

1 1 1 2 2 2( , ,1), ( , ,1)P X Y P X Y  . After obtaining the 

transformation matrix for each point, the transformation 

of feature points needs to be applied to the pixels around 

the feature point. The triangular deformation in the 

process will be used to apply the cover texture to the 

model texture. The pixels in the triangle are affected by 

the vertexes of triangle. Assuming that the three vertexes 

of the triangle are 
1 2 3, ,P P P . Set these vertexes as the 

three columns of a matrix, forming a 3 * 3 

matrix
1 2 3( , , )P P P . Assume that the transformed triangle 

is
1 2 3( ', ', ')P P P , then: 

 
1 2 3 1 2 3*( , , ) ( ', ', ')M P P P P P P   (2) 

For the Point 
iP  in the triangle, '

iP  will be derived 

by
1*M P , then, the mapped coordinates of all the points 

in the triangle can be obtained. For the unmapped point, 

all the coordinate values are integers, the coordinate value 

after mapping may not be an integer, so the pixels are 

unable to be mapped one-to-one with texture picture. 

Therefore, a sampling approach is needed for taking 

sample for texture color. In this paper, bilinear 

interpolation approach (as shown in Fig. 4) which can 

provide a good quality effect is used for sampling. 

 

Figure 4.  Bilinear interpolation approach. 

C. Skin Color Fusion 

After texture mapping, color difference may appear 

obviously in the texture boundary. This is because the 

color difference between the neutral Fig and overlay Fig. 

There are a variety of approaches to eliminate this 

difference, Rocchine [13] achieved the fusion transition 

by the linear interpolation on texture boundary, but it is 

difficult to achieve a smooth transition if the texture color 

difference is too large or texture overlapping ranges is too 

small. The approach used in this part is to draw an Alpha 

Fig with natural transition effects, and eliminate the 

boundary mutation by setting the transition area of 

boundary. 

 

Figure 5.  The alpha Fig.  
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(a)                                 (b) 

Figure 6.  The effect of skin color fusion, (a) is the effect without color fusion and (b) is the final fusion effect. 

 
(a)                            (b)                      (c) 

Figure 7.  Body model, (a) is horizontal extension model, (b) is reference model, (c) is vertical extension model. 
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Figure 8.  The step of interactive platform build. 

The Alpha Fig which is shown in Fig. 5 forms a 

transition area in the face boundary by the gradation of 

gray. In the fusion process, the neutral Fig, overlay Fig, 

and the Alpha Fig will be processed as the same size. The 

mixed formula of these three Figs is as follows: 

 
( , ) ( , )*(255 ( , ))

( , )* ( , )

neutral Alpha

overlay Alpha

C x y C x y C x y

C x y C x y

 


 (3) 

and 0 ( , ) 255AlphaC x y   

The pixels in Alpha Fig would participate in the 

mixture as the mixed interpolation weight, and the natural 

fusion would be finally achieved. The fusion effect is 

shown in Fig. 6. 

III. REALISTIC BODY GENERATION 

It is still a very challenging task to build a realistic 

body model interactively. The approach in this part can 

overcome the shortcomings existing in other approaches, 

for example: the requirement of mastering professional 

model software, cracks or holes generated in the model. 

This part makes it easy to build realistic virtual character 

models interactively. The steps in detail are as follows: 

Step1. Design a set of realistic body models including 

a reference model, a vertical extension model and a 

horizontal extension model. 

Step2. Obtain the vector differences between control 

points in the reference model and the horizontal and 

vertical stretching models.  

Step3. Design a vector difference adjuster, and adjust 

every control point in the reference model interactively to 

generate realistic body model. 

A. Reference Model 

Most of the body height of Chinese adults varies from 

150cm to 185cm [14, 15]. Take the body difference 

between male and female, we constructed a female and a 
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male standard reference model respectively. The height 

range of the reference model was set between 155CM and 

185CM, and was divided into seven segments with 5CM 

per segment. So, a single model height variation will be 

in the range of -2.5cm-2.5cm. The other two models with 

the same structure of reference model are also designed: a 

vertical extension model which is higher than the 

reference model; a horizontal extension model which is 

fatter than the reference model. The three models are 

shown in Fig. 7. 

B. Vector Differential Calculation 

The key step of this approach is to obtain vector 

coordinates of control points rapidly and accurately. It 

can be solved by designing the model file designed into 

an m-tree data structure. The right and left hand, leg, and 

the chest of character model, which are marked above the 

m-tree, can be quickly found by traversing the m-tree, 

and then the vector coordinates of their control points are 

obtained. Using this approach, coordinates vector of the 

control points of the reference model, vertical extension 

and horizontal extension model are obtained respectively 

 , ,Dp x y z  , where x, y, z respectively represent the 

coordinates of x, y, z axis, M ∈{H, F,C}, D∈{W, L,O, 

N}, p∈{r,l} , H represents the hand, F represents the foot, 

C represents the chest, W represents horizontal extension 

model, L represents the vertical extension model, O 

represents the original model, N represents the new 

model, r represents right side, and l represents left side. 

After obtaining the vectors of the three models, the 

following formula is used to calculate vector differences 

of horizontal extension model and reference model, 

vertical extension model and reference model: 

' ' ''D p D p D pM M M    

and 

 ' { , }, " 0D W L D   (4) 

C. The Design of Vector Differential Adjuster 

In this part, a vector differential adjuster is designed to 

allow users modify model shape in real-time. The model 

is divided into different components, such as head, hands, 

feet and chest. Except for the head, two kinds of adjuster 

are designed for the other three components. One controls 

the parameter of vertical increment, and the other controls 

the parameter of horizontal increment. 

After obtaining every vector differential above, 

adjusters are employed to control the incremental impact 

for the various components of the reference model in this 

part. The control points’ vector coordinators of the new 

model are obtained through continuously adjusting:  

 p p Wp Lp           (5) 

While  represents the incremental parameters of 

horizontal extension model,  represents the incremental 

parameters of vertical extension model. 

When the body is extended or shortened, the joints 

between body and foot would have a crack. In order to 

solve this bug, the formula (6) and (7) are used on feet 

parts [16]: 

 
Nl Ol Wl f Ll c LF F F F C            (6) 

 
Nr Or Wr f Lr c LF F F F C           (7) 

While 
f  represents the feet’s control parameters of 

vertical extension model, 
c  represents the chest’s 

control parameters of vertical extension model. 

IV. NATIONAL DANCE INTERACTION DISPLAYING 

It is only a technical way to design a realistic role and 

bind the dance motion which is captured by motion 

capture system. It is only an important step to realize the 

digitized recovery of dance, but not our ultimate goal. 

Only through a convenient way to display, even with 

some entertainment features, and in the aid of high-speed 

network, the masses can have the opportunity to watch 

and understand this recovery achievement [17]. It can 

promote the protection and spread of the cultural heritage 

effetely. In this paper, Funeral dance of Tujia nationality, 

a Chinese national dance, is selected as a typical 

demonstration. Through recovering the realistic actor, the 

national dance is displayed by multi-dimensional based 

on the multimedia interactive platform, which realized 

the digital representation and spread of national dance 

[18]. The interaction design process is shown in Fig. 8. 

Through the module of behavioral interaction, the user 

can manipulate the behavior of realistic actor and watch 

the activities of the recovered group culture interactively.  

V. EXPERIMENTAL AND ANALYSIS 

In order to verify the robustness and accuracy of the 

proposed approach, the experimental system is developed 

based on the Visual Studio 2010 platform. The 

configuration of experimental computer is Inter i5-2400 

CPU@3.10GHz and 4GB memory. In this experiment, 

the effectiveness will be certificated from the two aspects: 

the realistic character generation and multimedia 

interactive display.  

A. The Generation Experiment of Realistic Character  

The 3D face model database is constructed by 

capturing the different user face with the MH/MHT 3D 

scanner, and the models are standardized pretreatment. 

The face type of input photo is determined through the 

proposed approach. Then the most similar model is 

matched in corresponding face database, and achieving 

the texture mapping and fusion automatically. According 

to users’ height and body proportions, they can adjust the 

combination deformation for the different parts of the 

model and even the whole body in vertical and horizontal 

direction. Fig. 9 is a 3D head model and the body model 

which was obtained by adjusting the composition changes. 

Therefore, the approach in this paper can be used to 

control the model deformation interactively, and to 

generate the realistic character quickly. 
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Figure 9.  The final effect of realistic character. 

 

Figure 10.  The final effect of funeral dance. B. Multimedia Interactive 
Display 

In this part, the dance motion is obtained from live 

performance based on the principle of true representation. 

Therefore, the experiment system collects the dance 

motion from dance actor by motion capture system. Then, 

the funeral dance is reappeared dynamically and 

realistically by binding the realistic character. 

Finally, based on the archaeological map, recovering 

the real 3D scene of Badong County, building the 

performing venues, and expressing the funeral dance 

visually by human-computer interaction, Fig. 10 is the 

final effect of this dance. 

C. Result Analysis 

For the analysis of realistic character generation, this 

approach is a simple, yet very effective way to interact 

with users and has the most similarity with the photo. 

This approach provides the function of skin color fusion, 

and can adjust the model to achieve the optimal model, 

and less feature point were selected which reduced the 

complexity of the algorithm and the computation time. 

For the application of national dance display, the 

advantages come as follows: 

(1)Through the interactive system based on realistic 

character, visitors’ immersion are strengthened and 

learning desire stimulated, which can guide the user to 

understand the relative display content better. 

(2)Taking advantage of this platform, users can realize 

the interaction and learning of national dance in a friendly 

interface in a very simple way. 

VI. CONCLUSION 

In this paper, an approach of national dance protection 

based on realistic character is proposed. It provides a 

more realistic interactive display platform for the field of 

dancing. As a tool, it is a symbol that the traditional 

dancing art can get faster and better development; while 

at the same time, as an idea, it represents a big progress in 

the combination of dance and digitization. In addition, the 

approach of realistic character generation are of better 

robustness which does not require users to master 

professional modeling software, and it’s convenient for 

the user to build realistic character models. It can also be 

widely used in the virtual campus, virtual libraries, and 

virtual museum and so on. 
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Abstract—In order to improve accuracy of image 

segmentation, reduce the effect of noise on the cutting edge 

of image segmentation as much as possible, a new image 

segmentation method based on the model of the snowfall 

was proposed, Firstly, snowfall model and snow surface 

effect were analyzed in detail, the snow model was applied 

to image segmentation with strong adaptability, and then 

mixed the traditional random walk image segmentation 

algorithm with adaptive snow model characteristics, 

generated a new algorithm, finally made performance 

simulation using virtual and real images algorithm, the 

results showed the image segmentation performance is 

better than the common NCut and the traditional random 

walk algorithm for image segmentation, and it had certain 

research value. 

 

Index Terms—Image Segmentation; Snowfall Model; 

Random Walk; Gauss Kernel Function 

 

I. INTRODUCTION 

As one of objectives on computer visualization, the 

image has been researched frequently in recent years, 

such as meteor gram, remote sensing monitoring image, 

two-dimension code, etc. all of which contains much and 

is the vehicle of information. As the vehicle of 

information, the foreground and background of the image 

becomes familiar among people in terms of its visual 

characteristics, in a certain case, there is of a necessity to 

abstract the small image from the original image without 

loss to take selective analysis, generally speaking, the 

small image is irregular, which needs the image 

segmentation for the abstraction. As the key step of 

image analysis, the image segmentation plays an 

important role in the image process.  

Image segmentation is not the simple image cropping, 

during the image segmentation, it should pay a special 

attention to the edge process, for more edge cropping will 

cause noise, and less edge cropping will lose the pictorial 

information. Therefore, the key to be solved in the image 

segmentation is how to keep the nature of original image 

as well as causing noise as little as possible. Currently, 

many scholars has done research on the image 

segmentation, all of which are algorithm optimization 

basically, and there is no common way to make the 

anti-noise performance and detail-keeping reach the best, 

for example, the image segmentation realized by the 

fuzzy clustering, which is made through the C mean 

value algorithm of fuzzy clustering in the literature [3], 

but FCM algorithm in literature [4-5], objectively, some 

certain but not outstanding effects will be med through 

the fuzzy clustering algorithm in the complex image 

segmentation. The mean shift is applied in the remote 

sensing image in the literature [6]; the image 

segmentation of self-adapting random walk is applied in 

the literature [7], which has a good effect but still needs 

improvement. 

This paper based on the simulation of the snow image 

segmentation, new ideas, exploration has the 

characteristics of image region under the guide of image 

contour curve evolution and visual characteristics of the 

image contour extraction method that accords with people. 

Adaptive gaussian kernel data can achieve adaptive 

according to image feature information region of the 

image surface evolution, in view of this, this article 

introduce the adaptive gaussian kernel data model, the 

snow to try to simulate simple snow model, namely the 

adaptive evolution of snow surface model. Similar to 

simulate snowfall process, based on the model of snow 

surface implied the ground contour curve of the evolution 

of the surface, and a topological adaptability. The 

discussion and the research provide a new research idea 

for the extraction of image contour.  

The focus is the evolution of snow surface effect, 

realize the snow model. Snow model here is obtained by 

facet model to improve the traditional method to estimate, 

namely by two-dimensional surface fitting surface 

evolution, and introduces the data adaptive Gauss kernel, 

data adaptive Gauss kernel according to the 

characteristics of the image area information from the 

image surface evolutionary adaptation, image processing 

window of the improved model according to the 

characteristics of adaptive image itself and change the 

size, shape and direction, and this is an iterative process. 

An image process way based on the snowfall model is 

put forward in the paper, the focus of which is to imitate 

JOURNAL OF MULTIMEDIA, VOL. 8, NO. 4, AUGUST 2013 345

© 2013 ACADEMY PUBLISHER
doi:10.4304/jmm.8.4.345-350



 

the image as the rolling ground, and then imitate the 

landmark curve changing similar to the process of 

snowfall. The snowfall model is shaped as the 

self-adopting model based on the earth surface, so it can 

be well applied into the image segmentation, reduces the 

edge noise effectively and ensures the elegance and 

smoothness of the image segmentation. The snowfall 

model is merely an optimizing process for the edge of 

image segmentation, which also needs the algorithm of 

random walk to complete the image segmentation. It has 

proved that the image segmentation made by such a 

model is more precise. 

II. PROPOSED SCHEME 

The surface feature is quantized by the gradient in the 

analysis of snowfall model; in the process of snowfall, 

the snowflake falls onto the ground, then the surface 

feature will change inordinately as well as the surface 

outline, therefore, the surface outline can be as the cut-off 

rule of image segmentation. That is to say, the snowfall 

process is imitated in the abstracting process of image 

segmentation, according to the continuous change of 

surface curve, the segmentation line is abstracted and the 

image segmentation is realized. 

A. The Surface Effect of Accumulated Snow 

The surface effect of accumulated snow will directly 

affect the vision, and the accumulated snow will change 

the image information of object itself inordinately, firstly, 

the snow will cover part of the object surface, which will 

lower the hardness of edge abstraction and highlight the 

entire outline of the object if the image of object is 

abstracted from the whole; secondly, the accumulated 

snow effect will effectively reduce the setoff relations 

among the objects, eliminate the unnecessary shadow and 

wipe out the noise; finally, the snow will highlight the 

outline of large objectives while obscuring the details.  

The surface effect of snowfall model may have a 

certain relation with the time of snowfalling, so such a 

relation should be considered when processing the image 

segmentation; the setting of coefficient of snowfalling not 

only ensure the time of snowfalling and refrain the noise 

as far as possible, but also prevent a too-long time of 

snowfall, and overlay the beneficial information, 

therefore, there is a need to weigh and consider the 

balance, and set up a reasonable weight coefficient of 

snowfalling, and such a coefficient of snowfalling is 

limited by the times of snowfalling in the process of 

simulation process. 

B. The Basic Snowfall Model 

The snowfall effect can change the surface outline, and 

simulate the self-adopting surface curve; a key needs to 

be solved for the modeling of snowfall is how to quantize 

the surface curve by virtue of mathematical way; the 

Gaussian kernel function will be applied in quantizing the 

surface change of snowfall.  

In the following, the author will improve the primary 

algorithm of Gaussian kernel function, so as to better 

satisfy the actual process of image segmentation; the 

diagram is used to describe the core thought of algorithm 

to illustrate the answer visually. Figure 1. shows that any 

image will be shaped after the standard image has been 

stretched, rotated, and processed by changing of scale; 

characteristics of any image can be expressed by the 

parameter of standard image, stretch parameter iΛ , spin 

parameter iU  and parameter of changing of scale 
i . 

Therefore, any characteristics of image can be completed 

by the self-adopting Gaussian kernel. 

Seen from figure 2 that the shape of different kernel 

function is described, in which (a) is the traditional 

Gaussian kernel, describing the flat side in the image, (b) 

describes the texture area, in which the image will be 

abundant after the image becomes small; (c) describes the 

weak fringe area; (d) describe the strong fringe area; (e) 

describes the arris edge area. The brief introduction of 

analysis graphics 3 of classical image is applied to 

visually illustrate the characteristics of the five areas. 
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Figure 1.  The improvement of traditional kernel function 
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Figure 2.  The evolution kernel of self-adopting curve surface
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Figure 3.  The schematic diagram of curve self-adoption 

The self-adoption Gaussian kernel function is put 

forward in accordance to the conversion process 

described above:  
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There into σ describes the whole smooth factor, and 

0C describes the covariance matrix based on different 

partial gray value; eigenvalue decomposition is made for 

0C so as to simplify the calculation: 
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There into 
0

U , 
0B , 

0  describes the rotation 

matrix, stretching rectangle and the size of kernel after 

adjustment, respectively. The gradient matrix can be 

defined as follows: 
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There into T

0 0 0NU V  is the decomposition of 
0M , 

and 0N  is the diagonal matrix of second order, which is 

the direction value to be a key;  1 2,,
0 0

T
V V v v  is a 

orthogonal matrix to define the direction, in which the 

angle value is  
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The rotation parameter 0  is defined by the 

determinative gradient direction:  
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There into '  is the stretched regulatory factor.  

The selective factor 
0  is  
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There into ''  is the selective factor.  

C. Algorithm Design 

The random walk is a network generation approach 

based on the diffusion strategy, the process of which is to 

install an active label in the entire original network, and 

the active label’s walk process is the process of random 

walk. The panel point that the active label goes through is 

the panel point of reconstructed network; the random 

walk strategy doesn’t mean selecting a panel point 

randomly in the connected panel points, but selecting 

next moving or withdrawing back to the original panel 

point based on the network attribution of panel point, that 

is, springing strategy, which can effectively avoid the 

partial lost, meanwhile, what needs to be considered is 

the incomplete ergodic of original network, so as to avoid 

the uneven sample of the entire network. 

Dirichlet problem has similarities with the solution of 

transition probability of random walk in the case of fixed 

boundary conditions, hereon, the detailed description of 

solution process of random walk algorithm will be made 

by virtue of Dirichlet problem:  

The dirichlet integral in the given area Z is  

 
21

[ ] | |
2

D u u dZ


   (7) 

Starting from the non-gauge point, the probability that 

reaches the gauge point for the active label of random 

walk is equal to the solution of Dirichlet problem under 

the condition of boundary T, in which ( , )u i j  is the 

harmonic function, and the boundary conditions is 

described as equation (3):  
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The solution process of the entire problem is the 

solution process of minimum value of ( , )u i j .  

The united Laplacian matrix is defined in the mapped 

picture described in equation (4): 
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The value of 
ijL  is codetermined by the panel points 

iv  and 
jv , and 

id is the point of 
iv . The incidence 

matrix between peak points is the definition of m n  in 

figure G.  

 
ij ke v

if  i = k

A if  j = k

others




 


 (11) 

Gained from the equation (11) that the incidence 

matrix is codetermined by the edge 
ije  and the panel 

point 
kv ; all the 

ije  in the figure can be an arbitrarily 

given direction. Generally, A  is called united gradient 

operator and TA  is called united divergence operator.  

To define a opposite angles with the size of m m , 

and the matrix C is structured, the caterconer value of 

which is equal to the weight of the edge in the 

corresponding mapped picture, that is,  
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Based on the premise of continuity, all the isotropous 

Laplacian matrix can be decomposed into the product of 

the joint divergence operator and the joint gradient 

operator, that is, TL A A , and such a structure matrix 

can be understood as the measurement of a vector 

quantity plus the weight inner product, in such as sense, 

when C I  through TL A CA , then TL A A . 

Under the premise of fixed gauge point, the probability 

value that the non-gauge point reaching the gauge point is 

solved. The equation (7) can be rewritten as  
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As for [ ]UD x Take a differential for Uy , then gain the 

equation (10) that  
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Demand s

iy  as the probability value that the non-seed 

point iv  reaches the seed point of s , and then define 

such a function to express the assemble of all gauge 

points: 

Start

Over

Covariance matrix

 is solved in accordance 

with the equation 2

0C

The self-adopted Gaussian kernel 

function is solved in accordance 

with equation 2

Convolution operation is performed 

through the possessed image data     and 

the self-adopted Gaussian kernel function, 

then the image    is generated.

0f

1f

The gradient image    of 

image     is calculated
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The weight of mapped 

image is calculated

Take the segmentation for the 

image     by the random walk 

algorithm.
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Figure 4.  The flow diagram of image segmentation of random walk 

based on the snowfall model 
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By virtue of 1K   linear equation, the probability 

value that non-gauge points reaching to K gauge points is 

solved, and K lines for X is gained by sy , moreover, the 

line number of M  can be gained by sm ; seen from the 

circuitous philosophy, the probability sum of each points 

are 1.  

 1,s

i i

s

y v V    (20) 

After the probability with the amount of K  that each 

non-gauge point iv reaches gauge points has gained, 
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compare them with their size, and take the max ( )s

s ix as 

the principle to realize the image segmentation.  

The Gaussian function is applied into the traditional 

random walk to determine the weight of the edge 

composing of two pixels, that is,  

 2exp( ( ) )ij i jw g g    (21) 

The gradient information has been applied when the 

weight function is selected in the paper, that is,  

 2 2

1 2exp[ ( ) (( ) )]ij i j i jw g g h h       (22) 

ig  is the gray value of image pixel i  after the 

snowfall model has been processed; 
ih  is the 

corresponding gradient value; 
1 2,   is the free 

parameter to improve the algorithm.  

It can be gained through the analysis above that the 

new image segmentation algorithm is based on the fusion 

of the image segmentation algorithm of traditional 

random walk and the characteristics of self-adopted 

snowfall model, and the realization process of detailed 

algorithm is shown as figure 4. 

III. SIMULATION RESULTS 

In order to review the function of algorithm of improve 

random walk based on the snowfall model put forward in 

the paper, the Matlab and the algorithm listed in the 

section 2.3 is applied to take the simulation of examples 

for the manual simulation image and the real image, then 

compare the NCut and random walk in terms of the 

function.  

   
(A) the original image (B) the gradient image (C) NCut (D) random 

walk (E) the paper 

 
(F) noise-added image (G) gradient image (H) NCut (I) random walk (J) 

the paper 

Figure 5.  The comparison of segmentation of virtual image (a-e) 
without added noise; (f-j) adds the Gaussian noise 

A. Virtual Image 

Firstly, the Matlab is applied to simulate the straight 

line image with a cut, and the algorithm of random walk 

of self-adopted snowfall model is to perform the image 

segmentation, which aims to prove the segmentation of 

incomplete image through such an algorithm. The 

simulation image is shown through figure 5(a); (b) is the 

gradient image that has been filtered after the snowfall 

model; (c) is the image that has been segmented by the 

normalization; (d) is the image of traditional random 

walk; (e) is the segmentation image of random walk of 

self-adopted snowfall model applied in the paper. Seen 

from the figure, the make-up function of the algorithm for 

the incomplete figure applied in the paper is more 

powerful; the image cutting-off line cannot be coincided 

with the straight line; the segmentation in (d) has a little 

fraction of intrusion in the incomplete part. 

 

 (1) 

 

 (2) 

 

 (3) 

(a) original image (b) gradient image (c) NCut (d) random walk (e) an 
improve way 

Figure 6.  The comparison of the segmentation result of real image 

Meanwhile, in order to take an analysis and 

comparison for the anti-noise function of the new 

algorithm, the Gaussian noise is added into the virtual 

image (a), in which the mean value and the variance are 0 

and 0.01 respectively, shown as figure (f). 

Correspondingly, (h), (i) and (j) are the segmentation 

effect after the NCut, traditional random walk and the 

algorithm in the paper have been used. Seen clearly from 

the experimental result, the algorithm of random walk 

based on the self-adopted snowfall model performs better 

than other two ways in terms of the anti-noise, moreover, 

the experiment has proved that the stronger the noise 

sounds, the clearer the superiority of the algorithm used 

in the paper. 
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B. Real Image 

The plane image, human image and medicine bottle are 

selected as the experimental objective for the experiment 

in the paper so as to better illustrate the generality of the 

algorithm used in the paper, in which the former two 

images are from the public database, and the third one is 

shot by the researcher in the daily life. Shown in the 

figure 6, there are three groups, and each has five images, 

that is, original image, gradient image, NCut 

segmentation image, segmentation image of traditional 

random walk, and image generated by the improved way 

in the paper. 

The images of the first group and the second group are 

from the segmentation database of Berkeley; within the 

Matlab simulation, the image of Gaussian noise with 

mean value 0 and variance 0.0005 has been added into 

the original image, then the simulation result can be 

gained; (c) NCut has an ordinary segmentation result; (d) 

has a certain segmentation result; but the omitted 

segmentation appears in the first group, and the 

segmentation on the entire image is perfect in the paper. 

The third group is the user-defined image, although the 

background of image is easy, the shadow between two 

objects increase the hardness for the two image 

segmentation. Shown in the figure (c), the segmentation 

result of NCut is bad, and the segmentation result of the 

cup on the left is unclear, what is worse, the medicine 

bottle fails to be identified due to the mistakes for the 

background; the segmentation result of the right objects is 

relative bad in the (d) segmentation algorithm, in which 

the burrs appear. The advantage of segmentation result 

used in the paper is relatively good.  

IV. CONCLUSION 

The image segmentation algorithm of random walk of 

self-adopted snowfall model has been put forward in the 

chapter, which has proved through experiments that the 

combination of the traditional random walk and the 

snowfall model can better improve the image 

segmentation, especially the edge process of the image 

segmentation can not only maintain the original 

characteristics, but also better refrain the noise, therefore, 

it has a certain application prospect. 

The follow-up study mainly aims at optimizing the 

algorithm function, and further improving the precision 

of the self-adopted parameter control of the snowfall 

model, and improving the segmentation integrity of the 

complex image.  
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Abstract—This paper aims to effectively recognize human 

faces from images, which is an important problem in the 

multimedia information process. After analyzing the related 

research works, the framework of the face recognition 

system is illustrated as first, which contains the training 

process and the testing process. Particularly, the improved 

PCA algorithm is use in the feature extraction module. The 

main innovations of this paper lie in that, in the improved 

PCA, we utilize a radial basis function to construct a kernel 

matrix by computing the distance of two different vectors, 

which are calculated by the parameter of 2-norm 

exponential. Afterwards, human faces can be recognized by 

computing the distance of test image and the training 

images by the nearest neighbor classifier, of which the 

cosine distance is utilized. Finally, experiments are 

conducted to make performance evaluation. Compared with 

the existing face recognition methods, the proposed scheme 

is more effective in recognizing human faces with high 

efficiency. 

 

Index Terms—PCA, Face Recognition, Feature Extracting, 

Kernel Matrix, Cosine Distance 

 

I. INTRODUCTION 

As there are many terrorist attacks in recent years, 

various government agencies are now more motivated to 

improve security data systems based on body or 

behavioural characteristics. On the whole, biometric 

systems process raw data to extract a template which is 

easier to process and store, but carries most of the 

information needed. This technology is very attractive, 

the reason lies in that this technology can be combined 

into other applications related to security management or 

access control. Unlike other biometrics recognition, face 

recognition belongs to a good compromise between 

reliability and social acceptance and balances security 

and privacy well. It can be seen that any identification 

system utilizing face recognition technology poses 

several threats to civil rights, because it impinges on the 

privacy of innocent people when false positives are 

investigated [1].  

As is illustrated in Wikipedia, Face recognition refers 

to an individual’s understanding and interpretation of the 

face, particularly the human face, especially in relation to 

the associated information processing in the brain. Face 

recognition systems fall into two categories: verification 

and identification. Face verification is a 1:1 match that 

compares a face image against a template face images, 

whose identity is being claimed. On the contrary, face 

identification is belonged to a 1: N problem which 

compares a query face image against all image templates 

in a face database to determine the identity of the query 

face. The test individual may or may not be in the system 

database. The query face image is compared against all 

the face images in the database, computing a score for 

each one. All these scores are numerically ranked so that 

the highest score is first, and if a similarity score is higher 

than a given threshold, an alarm is raised [1-3]. 

In last recent years, there are many developments 

occurred in the research field of face recognition, with 

many systems capable of obtaining recognition rates 

greater than 90%. However real-world scenarios remain a 

challenge, because face acquisition process can undergo 

to a wide range of variations. 

Face recognition is an important step of the capability 

of human perception system and is a routine task for 

humans, while building a similar computer system is still 

far from satisfactory. The earliest work on face 

recognition began in 1950s in the research field of 

psychology, on the other hand, in 1960s this research are 

turning to engineering literature. The problem of 

automatic face recognition contains three main steps, 

which are: 1) detection and rough normalization of faces, 

2) feature extraction and accurate normalization of faces, 

and 3) identification and/or verification. Usually, 

different sub-tasks are not totally separated. For example, 

the facial features (such as ears, eyes, nose, mouth et al.) 

utilized for face recognition are often used in face 

detection. Face detection and feature extraction can be 

achieved simultaneously. Depending on the nature of the 

application, for example, the sizes of the training and 

testing databases, clutter and variability of the 

background, noise, occlusion, and speed requirements, 

some of the sub-tasks can be very challenging [4-7]. 

The main innovations of this paper lie in the following 

aspects: 

JOURNAL OF MULTIMEDIA, VOL. 8, NO. 4, AUGUST 2013 351

© 2013 ACADEMY PUBLISHER
doi:10.4304/jmm.8.4.351-357



(1) We proposed a novel improved PCA algorithm 

which could utilize a radial basis function to construct a 

kernel matrix by computing the distance of two different 

vectors, which are computed by the parameter of 2-norm 

exponential. 

(2) We use the sliding median filter in dealing with 

signals which could contaminate with outliers, and the 

relationship one dimension sliding median filter between 

input and output in this window of the sliding median 

filter is also considered. 

(3) The Kronecker production, the wavelet 

decomposition technology and the sliding median filter 

are also utilized in the proposed scheme. 

(4) We implement the improved PCA algorithm and 

utilize it in calculating the column data matrix and the 

corresponding eigenvectors. 

The rest of the paper is organized as the following 

sections. Section 2 introduces the related works. Section 

3 illustrates the proposed scheme for recognizing human 

faces from images based on an improved PCA algorithm. 

In section 4, a series of experiments are designed and 

conducted to make performance evaluation. Finally, we 

conclude the whole paper in section 5. 

II. RELATED WORKS 

As face recognition is an important problem in image 

processing, in recent years, there are many related 

research works in this field. In the following section, we 

will introduce some typical works. 

Kan et al. propose Adaptive Discriminant Analysis in 

which the within-class scatter matrix of each enrolled 

subject is inferred using his/her single sample, by 

leveraging a generic set with multiple samples per person. 

The proposed method is motivated from the assumption 

that subjects who look alike to each other generally share 

similar within-class variations. In ADA, a limited number 

of neighbors for each single sample are first determined 

from the generic set by using kNN regression or Lasso 

regression. Then, the within-class scatter matrix of this 

single sample is inferred as the weighted average of the 

within-class scatter matrices of these neighbors based on 

the arithmetic mean or Riemannian mean [8].  

Tang et al. developed a novel 3D face recognition 

algorithm using Local Binary Pattern under expression 

varieties, which is an extension of the LBP operator 

widely used in ordinary facial analysis. First, to depict the 

human face more accurately and reduce the effect of 

facial local distortion for face recognition, a special 

feature-based 3D face division scheme is proposed. Then, 

the LBP representation framework for 3D faces is 

described, and the facial depth and normal information 

are extracted and encoded by LBP, to reduce the 

expression effect. For each face region, the statistical 

histogram is utilized to summarize the facial details, and 

accordingly three matching strategies are presented to 

address the recognition task [9]. 

Feng et al. proposed to learn jointly the projection 

matrix for dimensionality reduction and the 

discriminative dictionary for face representation. The 

joint learning makes the learned projection and dictionary 

better fit with each other so that a more effective face 

classification can be obtained [10]. 

Shafey et al. present a scalable and exact solution for 

probabilistic linear discriminant analysis (PLDA). 

Moreover, the authors present a scalable derivation which 

is theoretically equivalent to the previous nonscalable 

solution and thus obviates the need for a variational 

approximation [11]. 

Yang et al. presented a Gabor feature based robust 

representation and classification scheme is proposed for 

robust FR. The use of Gabor features not only increases 

the discrimination power of face representation, but also 

allows us to compute a compact Gabor occlusion 

dictionary which has much less atoms than the identity 

occlusion dictionary. Furthermore, the authors testify that 

with Gabor feature transformation, l(2)-norm could take 

the role of l(1)-norm to regularize the coding coefficients, 

which reduces significantly the computational cost in 

coding occluded face images [12]. 

Xiao et al. proposed a novel method for face 

recognition by integrating texture information with shape 

information, called biview face recognition algorithm. 

The texture models are constructed by using subspace 

learning methods and shape topologies are formed by 

building graphs for face images. The proposed biview 

face recognition method is compared with recognition 

algorithms merely based on texture or shape information 

[13]. 

Pedraza et al. developed a face recognition system 

based on soft computing techniques, which complies with 

privacy-by-design rules and defines a set of principles 

that are context-aware applications and should contain to 

conform to European and US law. Particularly, this paper 

deals with the necessity to consider legal issues 

concerning privacy or human rights in the development 

of biometric identification in ambient intelligence 

systems [14]. 

Dornaika et al. introduced a novel discriminant 

technique called "exponential LDE". The proposed 

scheme can be seen as an extension of LDE framework in 

two directions. First, the proposed framework overcomes 

the SSS problem without discarding the discriminant 

information that was contained in the null space of the 

locality preserving scatter matrices associated with LDE. 

Second, the proposed ELDE is equivalent to transforming 

original data into a new space by distance diffusion 

mapping, and then, LDE is applied in such a new space 

[15]. 

Yang et al. proposed a novel robust kernel 

representation model with statistical local features (SLF) 

for robust face recognition. Initially, multipartition max 

pooling is used to enhance the invariance of SLF to 

image registration error. Then, a kernel-based 

representation model is proposed to fully exploit the 

discrimination information embedded in the SLF, and 

robust regression is adopted to effectively handle the 

occlusion in face images [16]. 

In this paper, Principal Component Analysis (PCA) is 

used in recognizing human faces, which is a powerful 
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computing tool in intelligent computing. The application 

of PCA in intelligent computing is shown as follows. 

Wan et al. proposed a novel image fusion scheme for 

combining two or multiple images with different focus 

points to generate an all-in-focus image. The authors 

formulate the problem of fusing multifocus images as 

choosing the most significant features from a sparse 

matrix obtained by a newly developed robust principal 

component analysis (RPCA) decomposition method to 

form a composite feature space. The local sparse features 

that represent salient information of the input images (i.e. 

sharp regions) are integrated to construct the resulting 

fused image [17]. 

Liang et al. propose Lp-norm generalized principal 

component analysis by maximizing a class of convex 

objective functions. The successive linearization 

technique is used to solve the proposed optimization 

model. It is interesting to note that the closed-form 

solution of the sub-problem in the algorithm can be 

achieved at each iteration. Meanwhile, they theoretically 

prove the convergence of the proposed method under 

proper conditions [18]. 

Hajati et al. studied the influence of spectral noise on a 

new method for three-dimensional X-ray photoelectron 

spectroscopy imaging, which is based on analysis of the 

XPS peak shape. Particularly, they study in more detail 

the influence of noise reduction by principal component 

analysis on 3D XPS images of carbon contamination of a 

patterned oxidized silicon sample and on 3D XPS images 

of Ag covered by a nano-scale patterned octadiene layer 

[19]. 

Castano et al. proposed a deterministic algorithm to 

initiate any hidden node with an additive activation 

function to be trained with ELM. The proposed algorithm 

uses the information retrieved from principal components 

analysis to fit the hidden nodes. This approach 

considerably decreases computational cost compared to 

later ELM improvements and overcomes their 

performance [20]. 

Based on the above analysis, in this paper, we 

concentrate on how to recognize human faces from 

images based on an improved PCA algorithm. 

III. THE PROPOSED SCHEME 

A. Framework of the Face Recognition System 

In this section, we will show a framework of the face 

recognition system based on modified PCA algorithm 

(shown in Fig. 1). This proposed framework is made up 

two module, which are training process and testing 

process. In the training process, we utilize Adaboost 

algorithm to obtain 2-D gray face images. Afterwards, the 

face images are enhanced by histogram equalization. In 

this testing process, after the image enhancement, face 

detecting and feature extracting module, face recognition 

results are obtained by the classifier which is trained by 

training process. 

B. The Improved PCA 

However, in some complex cases in industrial 

chemical and environmental processes, which especially 

have nonlinear characteristics, PCA exhibits bad behavior 

because of its linearity assumption [22]. Therefore, in 

order to enhance the accuracy of face recognition, in this 

paper, we propose an improved PCA algorithm. 

We utilize a radial basis function to construct a kernel 

matrix by computing the following equation as follows. 
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where the distance of two different vectors are computed 

by the parameter of 2-norm exponential. 

Supposing M NX R   refer to a sample matrix, given a 

new test sample MS R , the kernel vector is calculated 

as follows. 

  ( ) ( )T Nv S X R     (2) 

Supposing N NC R   is the coefficient matrix, and it 

can be obtained by the following equation. 
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where C  is obtained in the period of modeling, and C  

can be utilized to calculate the new test sample’s score. 

 Nt v C R    (4) 

where t  denotes the new sample of t . Particularly, 
it  

represents the i
th 

column of the block score matrix. In 

order to calculate the SPE statistic, it is of great 

importance to compute the value of ( )S . This process is 

implemented as follows. 

  ( ) ( )T T TS t U t C S       (5) 

where ( )U S C  . Next, the SPE statistic is obtained 

by the following equation. 
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(6) 

Afterwards, the sliding median filter is utilized to deal 

with signals which could contaminate with outliers, and 

the relationship one dimension sliding median filter 

between input and output in this window of the sliding 

median filter is given as follows. 

 ( ) ( ( 1), , ( ), ( 1))output k med intput k intput k intput k    

  (7) 

Based on the above analysis, the Kronecker production, 

the wavelet decomposition technology and the sliding 

median filter are also contained. 
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Figure 1.  Framework of the face recognition system based on 
improved PCA algorithm 

C. Face Recognition Algorithm based on the Improved 

PCA 

In the face recognition process, we assume there are 

N  images with human faces which are belonged to M  

people in the given training image dataset. The process of 

the proposed algorithm is shown in Fig. 2. As a pre-

processing unit, each images are equally divided into 

several blocks, the size of which is fixed to Z . 

Particularly, there no two blocks which are overlapped 

with each other. By this way, each image can be 

represented as a column data matrix as follows. 

 
1 2{ , , , }, [1, ]i i i iNY y y y i Z    (8) 

Afterwards, we delete the mean value of each column 

of the proposed column data matrix. Hence, the modified 

vertically centered matrix is shown in the following 

equation. 

 
1 2{ , , , }, [1, ]i i i iNY y y y i Z    (9) 

In this representation, each column of the matrix is 

defined as a zero-mean sub-pattern face image.  

Based on the above analysis, the modified PCA 

algorithm can be implemented on the column data matrix 

and then corresponding eigenvectors can be obtained. 

Afterwards, Z  eigenvector’s sets can be calculated, and 

each element of which is represented as a eigenvector 

matrix as follows. 

 
1 2{ , , , }, [1, ]i i i ilQ q q q i Z   (10) 

where 
1 2, , ,i i ilq q q  represent the orthonormal matrix, 

which is related to the first l  eigenvalues with largest 

positive values. The related sub-feature weights using 
iQ  

are calculated as follows. 

 
1 2{ , , , }, [1, ]

T
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Next, we integrate all the Z  sub-features into one 

global feature as follows. 
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where 
1

1
Z

i

i




 , and these parameter are used as weight 

to dynamically modify the influence of each sub-feature, 

and ( )kI G  represents the global feature vector of the k
th 

face image. For a given test image, we also use the same 

steps to represent them into Z  sub-pattern vectors. 

Based on the above analysis, human faces can be 

recognized by computing the distance of test image and 

the training images by the nearest neighbor classifier. 

Particularly, the cosine distance is used to estimate image 

distance as follows. 
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Figure 2.  Process of the proposed face recognition algorithm 

IV. EXPERIMENTAL RESULTS 

In this section, we will make performance evaluation 

for the proposed scheme and compared with other related 

works. Particulary, we use two face image databases in 

this experiment, that is, the FERET database and the ORL 

database are used to compare the proposed approach with 

the following algorithms: Standard PCA(SPCA), LDA 

[25], 2DPCA [26], BDPCA [27], 2DLPP [28]. Next, we 

will conduct the experiment on the ORL and FERET 

dataset respectively. 

A. Experiments Conducted on the ORL Database 

ORL database refers to a well-known face database 

which is made up of face images from 40 individuals, 

each providing 10 different images. The pose, expression 

and facial details variations are also extracted. The ORL 

dataset enables us to evaluate the generalization ability of 
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proposed methods under circumstances containing 

varying pose, expression, and face scale, concurrently. 

All face images in ORL database are normalized to a 

resolution of 56 46  pixels. Moreover, number of blocks 

per image NB is set to four. The effect of number of 

blocks on recognition rate is researched in the following 

aspects. [21] Examples of the face images in ORL 

database are shown in Fig. 3. 

 

Figure 3.  Examples of the face images in ORL database. 

In this sub-section, the first images of each class are 

used for training and the remainder ones are utilized for 

testing. Particularly, the number of training images is 

chosen as 5, 6, and 8 respectively. 

 

Figure 4.  Recognition rate under the number of training images is 
equal to 5 

 

Figure 5.  Recognition rate under the number of training images is 
equal to 6 

From Fig. 4-Fig. 6, we can see that under the 

performance evaluation metric “Recognition rate”, the 

proposed scheme perform better than other schemes and 

the performance of the proposed scheme is better when 

the number of training images is larger. 

 

Figure 6.  Recognition rate under the number of training images is 

equal to 7 

In order to show the time cost of the above several 

method, we save the computing time for each method 

under the same computer hardware settings, and the 

experimental results are shown in Table.1, where the 

parameter N  denotes the number of training images. 

Particularly, the computers in this experiment are 

installed with Intel Corel i7 CPU, the main frequency of 

which is 2.9GHz. The memory we used is the 8GB DDR 

memory with 1600MHz, and the hard disk we utilized is 

500GB SSD disk. The graphics chip is the NVIDIA 

Optimus NVS5400M. Furthermore, the operating system 

is Windows7 Home Premium (64bit). 

TABLE I.  TRAINING TIME AND TESTING TIME CONDUCTED THE 

ORL DATASET (SECOND). 

Scheme 5N   6N   7N   

SPCA 
4.56 5.57 6.36 

0.90 0.92 0.78 

2DPCA 
1.47 1.51 1.53 

1.55 1.50 1.22 

BDPCA 
1.61 1.55 1.79 

0.97 0.90 0.87 

2DLPP 
11.08 13.76 14.33 

0.95 1.02 0.79 

The proposed 

scheme 

17.57 24.02 31.21 

0.90 0.82 0.70 

 

In Table.1 the numbers which are marked by the 

underline refer to the training time, on the other hand, the 

numbers which are represented as Italic denote to the 

testing time. For Table.1, we can see that although the 

training time of the proposed scheme is larger than other 

schemes, the testing time of our scheme is almost the 

same to other methods. Considering the performance of 

the proposed is better than others, the proposed scheme is 

worth promoting. 

B. Experiments Conducted on the FERET Database 

The FERET face image database is obtained by the 

FERET program, which was sponsored by the US 

Department of Defense through the DARPA Program. 

This dataset has been a standard database for testing and 

evaluating the traditional face recognition algorithms. We 

use a subset of the FERET database, which contains 1400 
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images of 200 individuals (each individual has 7 images). 

It involves variations in facial expression, illumination 

and pose. In this experiment, the facial portion of each 

original image was automatically cropped based on the 

location of eyes and the cropped image was resized to 

40 40  pixels [23] [24]. The recognition rate under 

FERET dataset for different scheme is shown in Fig. 6. 

 
Figure 7.  Recognition rate under FERET dataset for different schemes 

To give more detailed experimental results, the first 

several images of each class are chosen as the training 

images, and then we test the performance under different 

number of training images. The experimental results are 

given in Fig. 7, of which the number of training images is 

3, 4 and 5 respectively. 

 

Figure 8.  Recognition rate under FERET dataset for different number 
of training images 

C. Experimental Results Analyzing 

Based on the above experimental results, in can be 

seen that the proposed scheme is effective both in the 

system performance and in the system efficiency. The 

reasons lie in the following aspects: 

(1) The proposed utilize the distribution information of 

the training images and testing images by the sample 

similarity weights. However, the BDPCA method does 

not consider this information. 

(2) The 2DPCA method requires more coefficients for 

image representation than PCA. Although, as a feasible 

alternative to deal with this problem is to utilize PCA 

after 2DPCA for further dimensional reduction, the 

dimensions of 2DPCA can not be reduced directly. 

(3) Particularly, BDPCA is directly running on image 

matrix, however, the standard PCA is required to map an 

image matrix to a 1-dimension vector at first. On the 

other hand, BDPCA can solve the problem of classical 

PCA’s over-fitting. Moreover, the ability of feature 

dimension of BDPCA is much less than 2DPCA. 

(4) The main advantages of the 2DLPP algorithm 

based on LPP lies in that the dimensionality of the bases 

derived by the former for image representation is much 

smaller than the latter. This case means a more accurate 

approximation of the original images and could also 

avoid the disadvantages of the existing PCA combined 

with the LPP algorithm. 

(5) The proposed method utilize a radial basis function 

to construct a kernel matrix by computing the distance of 

two different vectors, which are computed by the 

parameter of 2-norm exponential. 

(6) In the proposed scheme, the sliding median filter is 

utilized to deal with signals which could contaminate 

with outliers, and the relationship one dimension sliding 

median filter between input and output in this window of 

the sliding median filter is also considered. 

(7) The Kronecker production, the wavelet 

decomposition technology and the sliding median filter 

are utilized in this paper. 

(8) We use the improved PCA algorithm in computing 

the column data matrix and the corresponding 

eigenvectors. 

V. CONCLUSIONS 

In this paper, we concentrate to design a novel human 

face recognition, of which an improved PCA is utilized. 

Particularly, the proposed framework of the face 

recognition system is made up of the training process and 

the testing process. Furthermore, the improved PCA 

algorithm is use in the feature extracting. We utilize a 

radial basis function to construct a kernel matrix by 

computing the distance of two different vectors, which 

are calculated by the parameter of 2-norm exponential in 

the improved PCA. At last, human faces can be 

recognized by estimating the distance between the given 

test image and the training images by the nearest 

neighbor classifier with the cosine distance. 
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Abstract—Existing image layer representations methods are 

very feed-forward, and then not able to deal with small 

ambiguities. A probabilistic model is proposed, and it learns 

and deduces each layer in that hierarchy together. 

Therefore, we consider a recursive probabilistic 

decomposition process, and derive a new yielded method 

based on recursive Latent Dirichlet Allocation. We show 2 

significant properties of the novel probabilistic method: 1) 

pulsing another hierarchical to represent the enhanced 

results on that smooth method; 2) an entire Bayesian 

method beats a feed-forward running of the novel method. 

The method can be evaluated on a criterion recognition 

dataset. It takes the probability of recursive decomposition 

process into account, and obtains multilayer structure 

pyramid LDA derived model through the derivation. 

Experiments demonstrate that the novel technique beats 

existing hierarchical approaches, and present better 

performance. 
 

Index Terms—Image Hierarchical Representation; Feed-

forward; Probabilistic Model; Latent Dirichlet Allocation 

(LDA) 

 

I. INTRODUCTION 

Image layer visual representation has been currently 

concerned in computer vision field. It is not well able to 

deal with local ambiguities for feed-forward image 

multilayer visual representation methods. Representing 

object recognition layer is significant because of the 

enhanced different, plausibility biologics, and benefited 

computation. Therefore, Image layer visual representation 

has been used into many areas such as image retrieval, 

face recondition and artificial intelligence successfully.  

Some articles present a multi-layer structure pyramid 

LDA model, namely learning and inference hierarchy of 

all hierarchical probabilistic models to effectively 

expressing stratified representation of the image. Note: 

The multi-layer structure pyramid model differs from 

traditional hierarchical LDA model. Level LDA model is 

the topic layer formed on the same vocabulary; by 

contrast, multi-layer structure pyramid LDA model is 

fixed by recursively formed words, it promotes a single 

variable of LDA model potential topics to change into 

Bayesian network variables. Here, we work on level LDA 

model with meticulous elaboration. Hierarchical LDA 

model is an extension of the LDA model, the theme 

depends on the hierarchy. Assuming a given layer L tree, 

each node is assigned a topic, the text will produce it in 

the following ways: Choose a pate in the originality of 

the tree to a leaf node; obtained vector from the L-

dimensional Dirichlet in proportion theme; along this 

route, words resulting from the mixing ratio of the 

document theme. Finally, the use of CRP (Chinese 

restaurant process) is to slack assumptions of hybrid tree 

structure. CRP is an integer division in the distribution, 

and can be imagined as a process in which the customers 

of amount M sitting at a Chinese restaurant with limit 

table number. Main process: the first customer sitting in a 

seat, then the m-th queuing customer seated in the 

following probability distribution. 

Currently, local feature-based description operator, for 

example SIFT [1], is the most successful and extensive 

methods in computer vision [2]. It’s succeeded in 

applying to scene and object identification. The main 

concepts of those methods are: within numerous small 

areas of some image, coding on the gradient orientation 

both with compactness and distinction. Based on gained 

visual words, these local features (clustering center in 

description space) are able to acquire information. As for 

this kind of quantization, various scholars put forward 

different global image representation methods, such as 

bag-of-words model and space Pyramid mode [3]. And 

they redefined the measure to replace hard clustering by 

soft clustering [4]. In other words, it uses individual 

characteristics of the operator to describe several hybrid 

features. This method promotes the robustness as well as 

exists biological system [5]. It’s indicated according to 

the theoretical analysis and biological experimental result 

358 JOURNAL OF MULTIMEDIA, VOL. 8, NO. 4, AUGUST 2013

© 2013 ACADEMY PUBLISHER
doi:10.4304/jmm.8.4.358-364



that this decomposition has better performance in data 

sets of object identification and some new data set [6, 7]. 

According to the recent research result, multilayer 

visual presentation could advance the performance of 

object identification by lifting the metabolic robustness 

[8], which is exactly corresponding to current stratified 

theoretical framework and theoretical research of 

mammal visual cortex [9].These theories extrude the 

importance of feedback: both improving skills of 

classification study and explicating local information of 

reasoning process. 

However, most of the existing hierarchical 

representation model [10-12] process information via 

feed forward mode, which belongs to strict feed-forward 

implementation model. It means that every layer’s input 

is the output in former layer which is non-robust for local 

fuzziness in visual input. In other words, this method 

cannot solve the problem of local justification. In order to 

specify local information, we need more contexts 

expressed by local images. Therefore, it’s a necessary to 

get a recursive Bayesian probabilistic model in allusion to 

complex visual features. 

Based on the above analysis, we propose a probability 

model for all stratified hierarchy of learning and 

inference, which is based on being successfully applied to 

the visual word modeling [13] and the potential Dirichlet 

distribution (Latent Dirichlet Allocation, LDA) [14] of 

object detection tasks [7]. It takes the probability of 

recursive decomposition process into account, and 

obtains multilayer structure pyramid LDA derived model 

through the derivation. The model has three important 

contributions:  

We present a multi-layer structure pyramid LDA 

model, namely learning and inference hierarchy of all 

hierarchical probabilistic models to effectively expressing 

stratified representation of the image. To increase the 

presentation layer can improve the performance of the 

model plane;  

Bayesian probabilistic framework provides a good way 

to integrate top-down information into the model. 

Bayesian probabilistic method is superior to feed forward 

implementation form. An entire Bayesian method beats a 

feed-forward running of the novel method. The method can be 

evaluated on a standard recognition dataset. 
We choose a pate in the originality of the tree to a leaf 

node; obtained vector from the L-dimensional Dirichlet in 

proportion theme; along this route, words resulting from 

the mixing ratio of the document theme. 

In the test results of standard identification data sets 

show that with the existing hierarchical representation 

methods, the proposed model showed better performance. 

In addition, the proposed method has successfully applied 

into face classification and handwriting recognition. 

II. LDA MODEL OF MULTI-LAYER STRUCTURE 

PYRAMID  

This paper presents a multi-layer structure pyramid 

LDA model, namely learning and inference hierarchy of 

all hierarchical probabilistic models to effectively 

expressing stratified representation of the image. Note: 

The proposed multi-layer structure pyramid model differs 

from traditional hierarchical LDA model [15]. Level 

LDA model is the topic layer formed on the same 

vocabulary; by contrast, multi-layer structure pyramid 

LDA model is fixed by recursively formed words, it 

promotes a single variable of LDA model potential topics 

to change into Bayesian network variables. Here, we 

work on level LDA model with meticulous elaboration. 

Hierarchical LDA model is an extension of the LDA 

model, the theme depends on the hierarchy. Assuming a 

given layer L tree, each node is assigned a topic, the text 

will produce it in the following ways: 1) Choose a pate in 

the originality of the tree to a leaf node; 2) obtained 

vector from the L-dimensional Dirichlet in proportion 

theme; 3) along this route, words resulting from the 

mixing ratio of the document theme . Finally, the use of 

CRP (Chinese restaurant process) is to slack assumptions 

of hybrid tree structure. CRP is an integer division in the 

distribution, and can be imagined as a process in which 

the customers of amount M sitting at a Chinese restaurant 

with limit table number. Main process: the first customer 

sitting in a seat, then the m-th queuing customer seated in 

the following probability distribution. 

 ( | )
1

i

i

m
p OT PC

m


 
 (1) 

 ( | )
1

im
p NUT PC

m


 
 (2) 

where 
iOT  refers to table i  already occupied; NUT refers 

to the next unoccupied table; PC refers to customers 

already has a seat; 
im  refers to the number of customers 

at the table. After M customers sit, the seat design would 

do implementation of the M division, this distribution and 

Dirichlet process [16] has the same partition structure. 

Below, this paper proposes LDA-based hierarchical 

representation of the image. Compared to the previous 

latent factor model method, this paper is based on the 

potential underlying theme, formal hierarchical spatial 

distribution of an advanced method. In order to clearly 

explain the problem, first of all, this model is divided into 

two layers: L0 and L1, shown in Figure 1(a) above. By 

way of example, we can see in Fig 1(a), the example, L0 

layer structure of spatial grid size is 4×4, the gradient 

direction box size is of V=8 distribution of a word. 

Because the vocabulary of words corresponding to the 

position box, so that their occurrences refer to the 

histogram of energy, namely corresponding to the SIFT 

descriptors box. 

In Figure 1(a) in, T0 component mixing model is 

gained from a number of parameters 0 0

0

T X VR    space. 

In this example, 0 (4 4) 8

0

T
R    . Integration of the L1 

layer includes the mixing ratio of L0 layer, wherein, L0 

layer in the spatial characteristics of the grid from the L1 

region to X1. L1 constructs a component in the L0 spatial 

distribution. T1 component mixture model on the L1 layer 

is parameterized via multiple parameters. 

Spatial grid at each level and each observed words 

position of variables play a decisive role. However, the 
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distribution of words on the grid is not uniform, and the 

different components may differ. This must be calculated 

in a   mixed distribution introducing Χ space (number) 

distribution on each level; all these spatial distributions 

are at different levels. Therefore, we need to define a 

complete derivative model. Note: The network size is 

1×1 single-layer model and the model is equivalent to the 

LDA, and is a special case of the proposed method. 
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Figure 1.  (a) Concept for the pyramid multilayer structure LDA model 
(b) Graphical model describing two-layers 

A. Derivative Modeling Process 

Figure 1(b) shows, it is a double pyramid LDA graphical 

model, variables are represented in the figure:  

 , 
0  and 

1  are symmetric Dirichlet and priorities;  

T0 and T1 are respectively number of mixture 

components corresponding to L0 and L1 layer; 

0 0

0

T X VR    and 01 1

1

TT X
R 

  is introduced at each 

level space (number) distribution. 

x1, x2, z1, z0 and w are in the following derivative and 

process 3) shows the definition. 

 , 
0  and 

1  hyper parameters are given, the joint 

distribution of the model parameters can be broken down as 

follows: 
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In the above formula, parentheses superscript index is 

specific to each variable. "." refers to the whole range of 

the variable. For example, 
( , , )it

i
 

 it refers to the 

polynomial parameters in grid and the underlying theme 

t1 on topic L0. 

B. Learning and Reasoning 

For the learning process of the model parameters, by 

inference mixture distribution is obtained for each word 

w(d, n) and potential distribution z0(d, n) and z1(d, n) 

samples at the L1 and L0. Further, in FIG. 1(a), the 

observed position variables x0
(d, n)

, and x1
(d, n)

 through the 

grid X0 and X1 to track each occurrence of vocabulary. 

Here, we briefly explain the Gibbs sampling method 

[14, 17].
 

As the single realization form of MCMC 

(Markov Chain Monte Carlo), its purpose is to construct a 

certain convergence of the probability distribution of the 

target. Sampling from the Markov chain is considered to 

be close to the probability. Objective probability 

distribution function is essential in the use of Gibbs 

sampling. Using Gibbs sampling, it’s based on sampling 

current values and documentation set, to choose all 

variants value, from their distribution and then make 

transition to the next - state. Gibbs algorithm is as follows:  

With yi refers to a random number of [1, T], T is the 

number of topics.  1,2, ,i N , N is all the number of 

words occurrences of the text corpus, relating to the 

vocabulary size and vocabulary appear location. This is 

the initial state Markov chain; 

According to the following formula, we will obtain the 

next state of the Markov chain, and carry enough iteration 

until Markov chain tends to target distribution, and marks 

yi as current value. 
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Here, y is the subject which the word w is from; 
 w

jn  is 

the frequency to word j form w; 
 
jn


 is the number of all 

words assigned topic j. 

As for each sample yi, we assess the   and  
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Where 
 d

jn  
is the j is number of words assigned to the 

subject document j; 
 
*

d
n  is

 
the number of all words 

assigned to topic j. 
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By Gibbs sampling inference methods, based on the 

model parameters joint distribution decomposition 

formula (3) and LDA theoretical model [13], put 

polynomial parametric model into integration, such as the 

push to equation (4). In equation (4), since all the 

variables x is observed, and between the   and X, the 

conversion may be a decisive, therefore, can eliminate all 

of the terms in addition to terms involving x. Then, 

according to the following basic LDA, we obtain the 

equation (4) results: 
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where, N is the number of words in a text;   can be seen 

as a random variables of k-dimensional vector, 

parameters   component 0i  . Between different 

layers through the variable x will perform spatial 

grouping. The formula (7) is easy to generate L-layer 

model, as shown in Equation (8). Note that the formula (8) 

in the "evidence" refers to the famous Bayesian evidence: 
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III. PERFORMANCE EVALUATION 

To evaluate the performance data of proposed 

probabilistic model multilayer structure pyramid, this 

section tests the Caltech 101 data sets [18]. Set contains 

101 classified objects. Different classes of objects contain 

different number of images. Experimental has been 

compared the performance of each component of a 

different number, and explore a single model, feed 

forward LDA model (FLDA) and the proposed total 

probability generation model (RLDA). The results 

showed that: 

1) In the monolayer model adding a layer may improve 

the classification performance;  

2) RLDA feed forward model improves performance 

of the FLDA model. 

Implementation 

This paper presents methods of image feature 

representation is 20×20 pixels SIFT descriptors, which is 

spanned from 8 pixels to accurately extract pictures. Each 

descriptor is processed by proposed probabilistic model. 

Since LDA model requires that the count data is discrete, 

and the SIFT dimension is continuous values, so the 

maximum value normalized to 200 SIFT mark, this 

quantization level descriptors retains enough information. 

Experimental compares the following three models: 

LDA: LDA Model with 30K SIFT feature extraction 

area, training different number of components (258, 512 

and 1024). In addition, “superior region" is contained of 

8×8 SIFT feature area also trained LDA model. 

FLDA: The feed forward model is the first region in 

the training SIFT features to practice an LDA model. 

LDA model study on the input side, integrating 8×8 

SIFTS" superior region" as the output. Experiment tested 

the 512 at the bottom components and tested 512 and 

2048 components at the top level. 

Evaluation 

Classification test follows spatial pyramid matching 

model, and it is general method [3]
 
of the Caltech-101 

Evaluation . A spatial pyramid has three layers: contains 

8×8, 4×4, 2×2 grids, which is built on top of features. 

Using the maximum pool [6] to pyramid polymerization 

space and using linear SVM to classification. Libsvm is 

selected as experimental SVM training lab environment. 

30 for each image class object is used for training, the 

remaining image for testing. Experiment runs 20 times to 

obtain average accuracy and standard deviation. 

Experiments, Gibbs sampling topics mesh T = 100, hyper 

parameters  =60/T, 0,1 =0.02. Adopting proposed 

image hierarchical representation model for the entire 

modeled theme of document set , Diego generation of 

2000 times, each text is represented as a main theme that 

contains 200 multinomial distribution on the set of 

questions, getting documentation set implicit theme in the 

constructed on a linear SVM classifier. 

As for the comparison model, LDA model calculation 

complexity is O(N
2
k), and N is the number of words in a 

text, k is random variable dimension. FLDA model core 

implementation is still LDA model, but using a feed 

forward manner, so the calculation of complex is the 

same as LDA model. Hierarchical LDA model was 
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constructed as a hierarchical tree, therefore, the 

calculation complexity is O(N
2
k), As for RLDA model, 

because it is pyramid multilayer structure, an increase for 

each additional layer is equivalent to a extra layer of the 

tree, so its computational complexity is the same as level 

of LDA . In fact, based on the models constructed, linear 

SVM classifier aims to predicate the experimental data 

classification. Since we use the linear SVM classifier 

device, and the purpose of our experiment is to classify 

the data set correctly, therefore, based on the output data 

of the model are linearly SVM classification, the 

classification of the computational complexity is also a 

linear relationship. 

First, test LDA model on the single SIFT features ,so 

with 128 components obtained classification accuracy of 

58.4%, weight increase to 512, the classification accuracy 

increased to 69.6%, component increased to 1024, the 

classification accuracy of 71.3%. 

Here, the focus on the evaluation of the impact of the 

increase of presentation layer on classification 

performance. In this test, the number of components is of 

a given topic is 512, training and comparing with three 

models described in Chapter II.A: single LDA, double 

FLDA and RLDA model. Single model and the two-layer 

model for the sub-class is the same dimension of feature 

vectors. Double bottom and top model layer of 512 

components for training, were recorded as 512b and 512t, 

and they correspond to the SIFT descriptor. Table 1 

shows the components of the experimental results of 512 

models in L1 layer and 512 components modes in L2 

layer. Here, “bottom" refers to the area in the SIFT 

feature training, "top" means the 8×8 SIFT's "Parent 

Zone" on the train, "both" refers to the superposition 

trained on two characteristics. 

TABLE I.  COMPARISON OF EXPERIMENTAL RESULTS OF THREE 

MODELS 

Methods Caltech-101 

 Model Size Use 30 training sets 

128 

Dimensions 
Model 

LDA 

RLDA 

512 

512b/512t 

bottom 

bottom 

58.7 2.1% 

63.4 0.7% 

LDA 

FLDA 
RLDA 

512 

512b/512t 
512b/512t 

top 

top 
Top 

61.5 1.0% 

60.3 1.3% 

65.0 1.2% 

FLDA 
RLDA 

512b/512t 
512b/512t 

both 
Both 

65.2 1.0% 

69.3 0.7% 

As it is evident from Table 1, in the area of training the 

RLDA model of SIFT features, the classification 

accuracy of 61.6%, more than the 4.9 percentage points 

compared with single-LDA model classification accuracy 

56.9%. This indicates that joint learning has outstanding 

performance than the traditional single-LDA model. In 

addition, the two-layer model of the single-layer model to 

improve the classification performance, that FLDA 

correct classification rate of 62.3. Both SIFT feature 

greatly improves the classification accuracy was 67.0%. 

Regional monolayer model accuracy is 58.9% when 

tested on the classification, as well as in 8×8 SIFT "upper 

zone" monolayer model when tested on the classification 

of fine degree of 61.5%. 

Figure 2 (a) shows the number of training samples of 

average accuracy rate at different image points. 

Apparently, RLDA classification performance of the 

model is always superior to FLDA model, FLDA 

classification performance of the model. In addition, 

experimental tests of the L1 and L2 layers superimposed 

onto a characteristic feature vector under the 

classification performance (for example, Table 1, "both" 

case), this feature includes more information, taking into 

account both of the characteristics of the larger space, 

also considering a small special sign. Figure 2 (b) shows 

the performance comparison, when use of this 

information of the "both" case, FLDA is further improved 

by nearly 4% accuracy, RLDA increased by 3% accuracy. 

Figure 2 Comparison of classification with different 

number of training samples. 
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(b) “both” case 

Figure 2.  Comparison of classification accuracies with different 
number of training samples on Caltech-101 dataset 

Next, the 1024 top components and 128 bottom 

components, learning on the two-layer mode. It was 

found that these models classification performance’s 

difference is smaller than before, but it is higher than 

128b/128t case’s classification performance. Specifically, 

degree of RLDA model study on the top floor was 71.5%, 

while the FLDA model learning precision is 72.5% and 
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monolayer model classification accuracy is 67.8%. 

RLDA model at the bottom learning accuracy up to 

63.7%, FLDA model reached 63.6% meanwhile. RLDA 

reached 74.7%, FLDA’s accuracy, when using double, 

reached 73.9%.In addition to the above experiments, in 

this section we will present model associated with the 

hierarchy model (Hierarchical-LDA [15], CNN [19], 

CNN + Transfer [2], CDBN [20] and Hierarchy-of-part 
[20] 

Model), respectively with 20 and 35 images of the 

training set images
 
for linear SVM classifier performance 

for ratio
 
comparison on the Caltech-101 data sets, as 

shown in Tables II and III. From the experimental results 

in Table II clearly shows, most existing hierarchical 

model outperforms the classification
 
SIFT features single 

test area classification accuracy of LDA model
 
58.9%; 

while the proposed RLDA model hierarchy is seven 

percentage point higher than the existing model
 
type of 

classification accuracy. 

TABLE II.  COMPARISON OF CLASSIFICATION ACCURACIES 

BETWEEN RLDA MODEL AND OTHER HIERARCHICAL MODELS BY USING 

30 TRAINING IMAGES 

Methods Caltech-101 

Models 
Layer 

user 
30 training set 

Proposed 

model 

RLDA(1024t/128b) 

RLDA(1024t/128b) 
RLDA(1024t/128b) 

bottom 

top 
Both 

63.7 0.5% 

73.6 1.2% 

74.7 0.8% 

Layer model 

Hierarchical-LDA 

CNN 

CNN 
CNN+Transfer 

CDBN 

Hierarchy-of-parts 

Both 

bottom 

top 
top 

both 

both 

68.4 0.7% 

58.6 0.4% 

67.3 1.5% 
68.2% 

66.4 0.4% 
67.5% 

TABLE III.  COMPARISON OF CLASSIFICATION ACCURACIES 

BETWEEN RLDA MODEL AND OTHER HIERARCHICAL MODELS BY USING 

15 TRAINING IMAGES 

Methods Caltech-101 

Models Layer use 15 taining set 

Proposed model 

RLDA(1024t/128b) 

RLDA(1024t/128b) 
RLDA(1024t/128b) 

bottom 

top 
both 

57.6 0.8% 

67.7 0.9% 

68.4 0.5% 

Layer model 

Hierarchical-LDA 

CNN 

CNN 
CNN+Transfer 

CDBN 
Hierarchy-of-parts 

both 

bottom 

top 
top 

both 
both 

63.1 0.8% 
-- 

-- 
59.1% 

58 1.5% 
61.5% 

Currently, most of the existing hierarchical models are 

presented with the best performance of layer model 

learning, and in the literature [11, 12, 20], the 

experimental results showed that they added an 

identification layer but decreased fine degrees; while in 

the proposed Bayesian model, it can be seen from the 

experimental results, adding a presentation layer 

enhances the classification performance. Most 

importantly, full Bayesian model proposed in image 

classification outperforms former feed-forward method. 

This indicates that Bayesian inference resulted in far 

more stable assessment of the regional characteristics, 

and has been robust recognition performance. 

Hierarchical recognition highlights the importance of 

feedback. 

In addition, Figure 3 presents the total probability feed 

forward model and generate models learning component 

of the feature region in the image comparison 

visualization. FLDA only in the local edge direction for 

learning, and RLDA learning is more complex spatial 

structure. As can be seen by Figure 3, FLDA feed 

forward model, the underlying theme is essentially a 

direction. The second layer is not attached on them any 

other structure. Thus, there appears the top topic in the 

same direction which is limited to a space supported by a 

larger range; while as for RLDA model, the top 

component seems to exhibit more potential, 

discriminative space frame structure. Meanwhile, we can 

also find the characteristics of the underlying 

neighborhood RLDA, within the subject there is a strong 

relationship between the activities, indicating that the 

mold type of reasoning can be rendered by the underlying 

connection between the sub-space continued structures. 

(a) (b)

 
(a)                       (b) 

Figure 3.  Comparison of the (a) feed-forward FDLA and (b) entire 
yielded models 

IV. CONCLUSIONS 

For higher complexity visual features, we proposed a 

joint training of all presentation layer probability models. 

This model has better classification performance than the 

existing hierarchical model. In addition, it indicates by 

adding additional layers significantly to improve the 

classification performance, and this method has better 

performance than the method for feed forward. This 

shows the importance of the hierarchical model of visual 

recognition of feedback. In conclusion, the proposed 

probabilistic model is robust, easy to modular 

combination. With the increase of layers, this model can 

be characterized from a source to all intermediate object 

recognition for methods to evolve. 

JOURNAL OF MULTIMEDIA, VOL. 8, NO. 4, AUGUST 2013 363

© 2013 ACADEMY PUBLISHER



REFERENCES 

[1] D. G. Lowe. Distinctive image features from scale-

invariant keypoints. International Journal of Computer 

Vision (IJCV), vol. 60, no. 2, pp. 91-110, 2004. 

[2] A. Ahmed, K. Yu, W. Xu, Y. Gong, E. P. Xing. Training 

hierarchical feed-forward visual recognition models using 

transfer learning from pseudo-tasks. Proceedings of the 

10th European Conference on Computer Vision (ECCV): 

Part III, Marseille, France, Berlin: Springer-Verlag, pp. 69-

82, 2008. 

[3] S. Lazebnik, C. Schmid, J. Ponce. Beyond bags of features: 

spatial pyramid matching for recognizing natural scene 

categories. Proceedings of the IEEE Conference on 

Computer Vision and Pattern Recognition (CVPR), NY, 

USA: IEEE Computer Society, pp. 2169-2178, 2006. 

[4] J. Yang, K. Yu, Y. Gong, T. Huang. Linear spatial pyramid 

matching using sparse coding for image classification. 

Proceedings of the IEEE Conference on Computer Vision 

and Pattern Recognition (CVPR), Florida, USA: IEEE 

Computer Society, pp. 1794-1801, 2009. 

[5] B. A. Olshausen, D. J. Field. Sparse coding with an over-

complete basis set: a strategy employed by V1?. Vision 

Research, vol. 37, no. 23, pp. 3311-3325, 1997. 

[6] Y. L. Boureau, F. Bach, Y. LeCun, J. Ponce. Learning 

mid-level features for recognition. Proceedings of the IEEE 

Conference on Computer Vision and Pattern Recognition 

(CVPR), San Francisco, USA: IEEE Computer Society, pp. 

2559-2566, 2010. 

[7] M. Fritz, M. J. Black, G. R. Bradski, S. Karayev, T. Darrell. 

An additive latent feature model for transparent object 

recognition. Proceedings of the 23rd Annual Conference 

on Neural Information Processing Systems (NIPS), 

Vancouver, B.C., Canada: MIT Press, pp. 558-566, 2009. 

[8] J. Mutch, D. G. Lowe. Object class recognition and 

localization using sparse features with limited receptive 

fields. International Journal of Computer Vision (IJCV), 

vol. 80, no. 1, pp. 45-47, 2008. 

[9] E. T. Rolls, G. Deco. Computational neuroscience of 

vision. Oxford University Press, 2002. 

[10] H. Lee, R. Grosse, R. Ranganath, A. Y. Ng. Convolutional 

deep belief networks for scalable unsupervised learning of 

hierarchical representations. Proceedings of the 26th 

Annual International Conference on Machine Learning 

(ICML), NY, USA, New York: ACM, pp. 609-616, 2009. 

[11] M. A. Ranzato, F. J. Huang, Y. L. Boureau, Y. LeCun. 

Unsupervised learning of invariant feature hierarchies with 

applications to object recognition. Proceedings of the IEEE 

Conference on Computer Vision and Pattern Recognition 

(CVPR), Alaska, USA: IEEE Computer Society, pp. 1-8, 

2008. 

[12] T. Serre, L. Wolf, S. Bileschi, T. Poggio. Object 

recognition with cortex-like mechanisms. IEEE 

Transactions on Pattern Analysis and Machine Intelligence, 

vol. 29, no. 3, pp. 411-426, 2007. 

[13] J. Sivic, B. C. Russell, A. A. Efros. Discovering objects 

and their locations in images. Proceedings of the Tenth 

IEEE International Conference on Computer Vision 

(ICCV), Beijing, China, New York: Springer-Verlag, pp. 

370-377, 2005. 

[14] D. M. Blei. Latent Dirichlet allocation. Journal of Machine 

Learning Research, vol. 3, no. 1, pp. 993-1022, 2003. 

[15] T. S. Lee, D. Mumford. Hierarchical Bayesian inference in 

the visual cortex. Journal of the Optical Society of America 

Association, vol. 20, no. 7, pp. 1434-1448, 2003. 

[16] D. M. Blei. Hierarchical topic models and the nested 

Chinese restaurant process. Advances in Neural 

Information Processing Systems (NIPS) 16, British 

Columbia, Canada: MIT Press, 2010. 

[17] T. Ferguson. A Bayesian analysis of some nonparametric 

problems. The Annals of Statistics, vol. 1, no. 3, pp. 209-

230, 1973. 

[18] G. Heinrich. Parameter estimation for text analysis. 

Technical Report, Darmstadt, 2008. 

[19] L. F. Fei. Learning generative visual models from few 

training examples: an incremental Bayesian approach 

tested on 101 object categories. Journal of Computer 

Vision and Image Understanding, vol. 106, no. 1, pp. 59-

70, 2004. 

[20] K. Kavukcuoglu. Learning convolutional feature 

hierarchies for visual recognition. Advances in Neural 

Information Processing Systems (NIPS), Vancouver, B.C., 

Canada: MIT Press, pp. 1090-1098, 2010. 

[21] S. Fidler. Similarity-based cross-layered hierarchical 

representation for object categorization. Proceedings of the 

IEEE Conference on Computer Vision and Pattern 

Recognition (CVPR), Alaska, USA: IEEE Computer 

Society, pp. 1-8, 2008. 

 

 

 

Fushun WANG was born in Hebei province 

of China at October 10, 1981. He received his 

bachelor degree and master degree from 

College of Mechanical and Electrical 

Engineering, Hebei Agricultural University, 

China, in 2003 and 2006 respectively. 

Currently, he is a lecturer of College of 

Information Science and Technology, Hebei 

Agricultural University, China. His research interests include 

Computer application, Computer monitoring and control , 

Computer networks and distributed systems. 

 

364 JOURNAL OF MULTIMEDIA, VOL. 8, NO. 4, AUGUST 2013

© 2013 ACADEMY PUBLISHER

http://www.acm.org/publications


Enhancement Contrast and Denoising of Low 

Illumination Image of Underground Mine Tunnel 
 

Wanfeng Shang, Hongwei Ma, and Xuhui Zhang 
College of Mechanical Engineering, Xi’an University of Science and Technology, Xi’an 710054, P. R. China 

Email: shangwanfeng@gmail.com, {mahw, zhangxh}@xust.edu.cn 

 

 

 
Abstract—For enhancing low lumination image of 

underground mine tunnel, a hybrid local histogram 

equalization with partial differential equation is proposed to 

combine a local histogram equalization and total variation 

method with edge-stopping function via partial differential 

equation. The local histogram equalization is to enhance 

contrast of image with keeping shape and edge, while total 

variation method with edge-stopping function is to smooth 

image by gradient diffusion for lowing noise. In the 

presented hybrid method, a parallel trade-off scheme is 

utilized for simultaneous denoising and contrast 

enhancement. Experiments are carried out to validate the 

hybrid method using a standard image and a real image of 

underground mine tunnel. The results prove that it is an 

alternative processing method for low luminous image of 

underground mine tunnel. 

 

Index Terms—Histogram Equalization, Denoising, Contrast 

Enhancement, Image Processing, Total Variation Method 

 

I. INTRODUCTION 

The environment in underground coal mine is very 

complex, especially after an accident [1]. Robots have a 

great potential to assist in the underground operation, 

searching ahead of rescue teams and reporting conditions 

that may be hazardous to the teams by providing video 

and atmospheric monitoring information at several 

emergency and recovery sites [2, 3]. As one of the key 

technologies image processing technology has been 

paying attention in visual sensation with low illumination 

of autonomous mine rescue robot. Underground coal 

mine environment is low illumination and more dust, 

making the camera lens covered with a layer of dust, thus 

affecting the quality of image. The acquired image often 

have low contrast and more noise, blurring the details of 

the original characteristics of the image and making 

human visual resolution or machine identification more 

difficult. Therefore, it is necessary to preprocess image 

for further control of coal mine rescue robot, mainly 

consisting of denoising and contrast enhancement of 

these images. 

Image enhancement is one of image process 

technologies, not considered the reasons of low quality of 

image, only highlighting interested features in image and 

attenuating unwanted characteristics. The improved 

image is not necessarily close to the original image, by 

projecting object contour, denoising, and strengthening 

contrast. From the viewpoint of the image quality 

evaluation, the image enhancement technology is to make 

image more suitable than the original image for human 

visual or machine recognition. Many image enhancement 

methods were proposed to enhance images degraded by 

low illumination: linear contrast stretching, global 

histogram equalization and local histogram equalization 

etc. [4]. They are simple transformations for contrast 

enhancement, but they do not always produce good 

results. Particularly for images with large spatial variation 

in contrast, they causes over enhancement contrast in 

some portion of the image and undesired effect of more 

noise in the input image, along with the image features, 

further weakening minutia part. To improve the process 

of denoising, researchers developed frequency-based 

filters [5-7], average within neighborhood region [8-10], 

and partial differential equation [11, 12], etc.. A low pass 

filter or average filtering can smooth the noise image, but 

blurring its details, because both noise and edge in image 

are within high frequency domain [13]. Discrete cosine 

and wavelet transform methods are used to alter the 

frequency content of an image to improve desired traits 

for low complexity of computations and conveniently 

manipulating the frequency composition of the image.[5] 

However, they still have some basic limitations, for 

example, introducing block artifacts. Partial differential 

equations (PDE)-based filters are modeling an image 

restoration or enhancement process through a partial 

differential equation that regards a degraded image as the 

initial state of a diffusion process and relates the image’s 

spatial derivatives with its time derivative. A large 

number of PDE-based methods have been proposed to 

tackle the problem of image denoising. The regularized 

P-M method [11] smoothed the edges of the image slowly 

and the edges are kept, but some details still lost. Basing 

on the above analysis, we can find that enhancing edges 

in image will simultaneously increasing noise in the 

image, in turn, reacting on the edge to be fuzzy to a 

certain extent. Therefore, in the paper, we propose a 

compromise method to for both denoising and contrast 

enhancement of image. 

The paper presents an integrated enhancement method 

of PDE-based filter and local histogram equalization. The 

local histogram equalization is to enhance contrast of 
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connected component in image for preserving detail 

shape, while regularized diffusion function along the 

tangent direction of the edge serves as a filter. In addition, 

it is important reason that one of the advantages of the 

use of PDE for image processing is the more possibility 

to combine algorithms. In general, there are two 

combination schemes. One is to reduce noise before 

stretching contrast of image, the other is to stretch 

contrast in first, and then denoise of image. However, we 

adopt a parallel trade-off scheme for the proposed hybrid 

local equalization with PDE (HLEPDE) for simultaneous 

denoising and contrast enhancement. 

This paper is organized as follows. Section 2 presents 

the proposed PDE-based histogram equalization for 

image enhancement. In section 3, simulations are carried 

out to validate the proposed method by processing a test 

image and an underground image in coal mine. Finally, a 

conclusion is drawn in section 4. 

II. PDE BASED HYBRID ENHANCEMENT METHOD OF 

IMAGE 

A. Global Histogram Equalization based on PDE 

Global histogram equalization (GHE) [4] is one of the 

basic and most useful operations in image processing, 

improving image quality by extending dynamic range of 

intensity using the histogram of the whole image. 

Let I be an image defined in N×M size with grey 

values in the range [a, b], where a and b are respectively 

minimal and maximal value of image grey. For continual 

image, we can first define an area function 

 ( ) : {( , ) : ( , ) }A D Area x y I x y D   (1) 

It displays overall area of image I(x,y) not less than the 

given threshold D. When D increasing to D+△D, 

 
d ( )

( ) ( )
d

A D
A D D A D D

D
     (2) 

and then the difference between A(D+△D) and A(D) is 

area of image in range [D, D+△D]. So we can get the 

following form 

 
d ( ) {( , ), ( , ) }

d

A D Area x y D I x y D D

D D

  
 


 (3) 

When considering △D=1 in a digital image, the right 

of Eq. (3) is sum of pixel of grey level equal to D in 

image. While for continual image, the left of Eq. (3) must 

divide the overall image AΩ, corresponding to histogram 

definition of digital image. Hence, the histogram of 

continual image can be expressed as 

 
d ( )

( )
d

A D
h D

A D

   (4) 

As Eq. (4) is showed, A(D) is decreasing, leading to 

dA(D)/d(D)<0. It can derive that the histogram h(D) of 

continual image must be positive. The cumulative 

distribution function of continual image is 

 
0

( ) ( )d
D

H D h       (5) 

subject to ( ) 0H a   and ( ) 1H b   

The histogram equalization corresponds to selecting 

h() to be the distribution function H() of I. Basing on 

Eq.(1)-Eq.(5), H() is given by 

 
( ) {( , ) : ( , ) }

( )
A A D Area x y I x y D

H D
A A



 

 
  (6) 

Obviously, H() is strictly increasing. The 

transformation function for histogram equalization image 

is 

 ( ) ( ) ( )f D b a H D a    (7) 

and it is a monotonic increasing function. Hence, for 

every grey value of pixel in input image IA, there is a 

corresponding output using the relation 

 ( , ) ( ( , ))B AI x y f I x y  (8) 

In addition, it follows that the basic information of an 

original image is contained in the family of level sets 

 [ ] {( , ) : ( , ) }
AD A A AI x y I x y D     (9) 

for all values of DA in the range of IA. Observe that, under 

fairly general conditions, an image can be reconstructed 

form its level sets by the formula 

 ( , ) sup{ : ( , ) [ ]}
AA A D AI x y D x y I   (10) 

Since H() is an increasing function, the linear 

transformation of Eq.(8) does not modify the family of 

level-sets of IA. We can get 

 [ ] [ ] {( , ) : ( , ) }
B AD B D A A AI I x y I x y D     (11) 

Therefore, the global histogram equalization of image 

basing on Eq.(8) is a homeomorphic transformation. 

Further, a resulting image by histogram equalization 

can be expressed I(x,y,t) as the following equation 

developing 

 
( , , ) ( , , )

[1 ] ( ( , , ))
I x y t I x y t a

A A I x y t
t b a



 
  

 
 (12) 

subject to 
0( , ,0) ( , )I x y I x y  

It was shown in [14] that the equalization of an image 

was to minimize the function 

  

2( ) ( ( , ) )
2( ) 2

1
( , ) ( , )

4

b a
E I I x y dxdy

b a

I x y I u v dxdydudv



 

 
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

 



 

 (13) 

where the first term tries to keep the grey values of I near 

as near as possible to the mean (b-a)/2 and the second 

term is a measure of the contrast of the whole image. 

Obviously, Eq. (12) is gradient descent flow of Eq.(13) 

and it has only stable resolution when is equal to zero. 
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The resolution is same with Eq. (13). When Eq. (14) is 

up to be stable, the image I has finished the global 

equalization. So Eq. (12) for histogram equalization is 

feasible and stably convergent and is rewritten using Eq. 

(7) and Eq. (14). 

( ( , , ))( , , )
( )( ( ) ( , , ))
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


   

 

 


  (15) 

In order to restrict change of grey value within the 

range [-255 255], the above equation is rescaled by 

multiplying constant coefficient (b-a)/AΩ. Hence, the 

general expression of histogram equalization based on 

PDE is shown by 

 
( , , )

( ( , , )) ( , , )
I x y t

f I x y t I x y t
t


 


 (16) 

B. Shape Preserving Local Histogram Equalization 

A considerable large amount of the research in image 

processing is based on assuming that regions with almost 

equal grey values, which are topologically connected, 

belong to the same physical object in the word. Following 

this it is natural to assume then that the shapes in a given 

image are represented by its level sets. If the relation 

between the original and resulting image is not 

homeomorphic using some local contrast enhancement 

methods, these methods may be undesirable for 

extracting and recognizing feature. This paper introduces 

a local histogram equalization, called shape preserving 

local histogram equalization (SPLHE) [12], to modify the 

transformation function f() in Eq.(11) for enhancing 

contrast and preserving the shape of image. 
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Figure 1.  Local histogram equalization scheme 

Suppose pixels of I in the domain Ω have grey value in 

range [a, b]. Now divide I into two subdomains and get 

two sets. 
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The edge of subdomain is a closed curve of part of 

level set I(x,y)=c. There are existing two subimages in 

these two subdomains, taking the following form: 
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In a similar way, if continuously dividing subimage 

into two sections, we get much more subdomains. 

  1 1 2 2

11,2, , ;  2,i i ki k N         (21) 

Here, Ω
i
1 and Ω

i
2 is respectively called a connected 

component of Ω1 and Ω2. A local image processing is to 

enhance connected component of image. The 

transformation function can be rewritten basing Eq.(7) for 

equalizing connected component of image because the 

global histogram equalizing is a homeomorphic 

transformation. 
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Therefore, Eq.(22) and Eq.(23) constitute a local 

equalization method basing on PDE, whose structure [15] 

shows in Fig. 1. The advantage of local histogram 

equalization is better contrast enhancement with 

preserving local shape, while the use of PDE for the local 

image process makes it possible to combination of 

different methods for better quality image. We will later 

see how to simultaneously reduce noise and enhance 

contrast of image. 

C. Hybrid Enhancement Method via PDE 

Local histogram equalization allows a better contrast 

enhancement with preserving local shape of image. The 

use of PDE method makes it possible to combine 

different methods for better quality image. A flow for 

simultaneous denoising and histogram modification is 

presented in this section. 

A smooth operator can be achieved by minimizing the 

total variation of the image [12], given by 

 min ( , )I x y dxdy

   (24) 

The Euler-Lagrange of this functional is given by the 

curvature of level-sets of image, which leads to the 

gradient descent flow 
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This flow smoothes the image in the parallel direction 

to the edges for preserving anisotropic diffusion. Using 

this smoothing operator, together with the histogram 

modification part, gives very similar results as those 

obtained with the affine based flow. If this smoothing 

operator is combined with the histogram flow, the total 

flow 
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 
 
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 (26) 

will therefore be such that it minimizes 

 ( , ) ( )I x y dxdy E I

   (27) 

where λ is a positive parameter controlling the trade-off 

between smoothing and histogram modification, called 

balance factor, E(I) is shown by Eq.(13). In order to 

reduce diffusion rate of near edge, Eq.(26) is modified 

using an edge-stopping function. Hence, the proposed 

HLEPDE is shown by 
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where 
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r K



  (29) 

The function g() becomes gradually larger with the 

diffusion from a local plane region to edge, and hence the 

first term in Eq. (28) gradually increases and the 

denoising and smooth effect will strengthen. The Eq. (28) 

via PDE function permits to consider simultaneous 

denoising and local histogram modification, and the 

edge-stopping function makes it to adaptively adjust 

diffusion rate for image processing. However, the I image 

must be preprocessed by Gaussian regularization because 

the noise in I image may provide false gradient 

information, leading to a unstable solution for Eq. (28). 

For a digital image, the main strategy of the HLEPDE 

is that its PDE in a discrete form is performed iteratively, 

based on the implements of SPLHE to enhance contrast 

of edge and diffusion flow of total variation of the image 

to smooth edge, and then balance these two functions by 

a trade-off factor. Fig. 2 shows the outline procedure of 

the hybrid algorithm, and the detailed procedure involved 

in HLEPDE is described as follows. 

Step 1: Initialize the parameters, set iteration number 

n=1. 

Step 2: Gaussian regularization of the input image to 

prevent false edge occurring. 

Step 3: Compute divergence information of the input 

image and then local histogram equalization of SPLHE is 

carried on the input image. 

Step 4: The output image is gotten by using a discrete 

form of Eq. (28). 
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Figure 2.  Flow diagram of HLEPDE 

Step 5: Termination judgment. The loop terminates if 

the number of current iteration n reaches the 

maximumiteration N. Otherwise, the program goes back 

to the step 3, n= n +1, and repeats executing the 

remaining steps. 

Step 6: The program completes and obtains processed 

image with better quality. 

III. EXPERIMENTS 

In this section, the proposed HLEPDE based on Fig. 2 

is compared with other image processing methods to 

validate its effect by enhancing a standard image and 

practical image of underground mine tunnel. 

A noised image is produced by adding random 

Gaussian noise to a 512×512 pixel standard test image, 

called Lenna. An original image added into gauss noise, 

shown in Fig. 3(a), is enhanced using different methods. 

Since Fig. 3(b) is resulted by only using SPLHE for 

contrast enhancement, there remains a lot of noise and 

even more. 

However, only using TV [15] method for denoising 

has also bad effect, as shown by Fig. 3(c). So we 

incorporate the diffusion flow of TV method and local 

enhancement of SPLHE for complementary image 

processing. There are three ways to combine these two 

methods for making full of use of their advantages. One 

is to first stretch contrast using SPLHE method and then 

denoise with TV, by which we enhance Fig. 3(a) and get 

Fig. 3(d). On the contrary, the other way is to first utilize 

TV method then SPLHE, by which Fig. 3(e) is attained. 
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(a) Original image                     (b) Image using SPLHE                  (c) Image using TV 
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(d) Image using SPLHE before TV            (e) Image using SPLHE after TV         (f) Image using HLEPDE 

Figure 3.  Image processing using different methods 

TABLE I.  INDEX DATA OF TEST IMAGE USING DIFFERENT METHODS 

 Mean intensity Entropy RMSE PSNR Average gradient 

SPLHE 132.1163 7.4011 36.2310 16.9492 17.2582 

TV 118.2512 7.5464 11.0485 27.2647 5.9030 

SPLHE then TV 132.1324 7.8790 38.3591 16.4534 11.0172 
TV then SPLHE 133.6356 7.3353 36.0948 16.9819 9.3244 

HLEPDE 130.5254 7.9395 30.3357 18.4917 12.0784 

 

as Fig. 3(d) and Fig. 3(e), they are still obvious block 

effect and lower contrast. In addition, the third way is the 

proposed method that is a parallel scheme for 

simultaneous denoising and contrast enhancement. 

Comparing Fig. 3(d), Fig. 3(e) and Fig. 3(f), we achieve 

that Fig. 3(f) has higher contrast, less noise, and more 

distinct. 

In order to further evaluate the performance of the 

proposed, we introduce some characteristic indices. That 

is mean intensity (MI), standard deviation (SD), entropy, 

RMSE (root mean square error), peak signal-to-noise 

ratio (PSNR), average gradient (AG) of image, as defined 

as the following equations. 
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  (35) 

where Pg is the probability of grey value g in the image, R 

is the maximum difference in the original image data type, 

IA(x,y) and IB(x,y) is respectively the enhanced and 

original gray pixel at position (x,y). MI is mean intensity 

value of I image. RMSE and PSNR are two error metrics 

used to compare the quality of original image and 

enhanced image. AG is average gradient reflecting the 

clarity of the resulted image. 

Furthermore, we analyze different index data of 

images in Fi.1 using different methods, as data shown in 

Table 1. The entropy of image sing HLEPDE is greatest 

among five methods. Commonly, the greater the entropy  
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(a) Original image                    (b) Image using SPLHE                 (c) Image using TV 
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(d) Image using SPLHE before TV          (e) Image using SPLHE after TV           (f) Image using HLEPDE 

Figure 4.  Underground mine tunnel image processing using different methods 

TABLE II.  INDEX DATA OF UNDERGROUND MINE TUNNEL IMAGE USING DIFFERENT METHODS 

 Mean intensity Entropy RMSE PSNR Average gradient 

SPLHE 107.8075 6.6002 79.6146 10.1109 20.4215 

TV 41.1985 6.6444 10.9632 27.3384 2.1029 

SPLHE then TV 106.7225 7.8183 79.1620 10.1605 7.1535 

TV then SPLHE 105.9427 6.5563 78.4404 10.2400 5.6608 
HLEPDE 48.4188 6.9060 15.1575 24.5183 10.7511 

 

of image is, the more abundant information included in it, 

and the greater the quality of image is. In addition, RMSE 

represents the cumulative squared error between two 

images, whereas PSNR represents the measure of the 

peak error. A larger average gradient means a higher 

contrast. HLEPDE has worse denoising effect for Fig. 3(f) 

from HLEPDE has lower PSNR, but PSNR of Fig. 3(f) is 

greater than those of Fig. 3(b), Fig. 3(d) Fig. 3(e). 

Furthermore, HLEPDE can enhance higher contrast of 

image by comparing data in the sixth column of Table 1, 

but it has lower average gradient value than SPLHE. 

Although HLEPDE has worse contrast enhancement 

ability than SPLHE and worse denoising effect than TV, 

it has better contrast enhancement and denoising than 

other two methods. Therefore, HLEPDE can allow for 

simultaneous denoising and contrast enhancement using a 

trade-off scheme. 

Finally, HLEPDE is applied to process image of mine 

tunnel (see Fig. 4(a)) with low illumination, low contrast , 

and some noise. Fig. 4(f) using HLEPDE has better 

quality than Fig. 4(a)-Fig. (e). Since illumination of Fig. 

4(a) is not uniform, Fig. 4(f) cant enhance too much 

illumination for keeping detailed shape, otherwise it is 

excessively exposed as shown in Fig. 4(b), Fig. 4(d), and 

Fig. (e). Fig. 4(f) has lower noise polluted and higher 

contrast than Fig. 4(a), but its contrast and denoising are 

respectively not enhanced much more than Fig. 4(b) and 

Fig. 4(c) in case local shape or detail is lost. Data in 

Table 2 also illustrates that HLEPDE enhancing image is 

better than other methods. In a word, HLEPDE can 

process image of mine tunnel for simultaneous denoising 

and contrast enhancement using a trade-off scheme. 

IV. CONCLUSIONS 

A hybrid process method, called HLEPDE, is 

presented that integrated SPLHE into TV method with 

edge-stopping function via PDE for simultaneous 

denoising and contrast enhancement. The SPLHE is to 

enhance local contrast and preserve shape of image, while 

TV method with edge-stopping function is to denoise and 

keep edge information of image. With closing to edge of 

image, the smooth operation of TV is weakening. The 

HLEPDE is validate by processing a standard image, and 

further applied to a real image of mine tunnel. The results 
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prove that HLEPDE is effective for simultaneous 

denoising and contrast enhancement. 
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Abstract—With the development of computer science and 
information technology, the library is developing toward 
information and network. The library digital process 
converts the book into digital information. The high-quality 
preservation and management are achieved by computer 
technology as well as text classification techniques. It 
realizes knowledge appreciation. This paper introduces 
complex network theory in the text classification process 
and put forwards the ICA semantic clustering algorithm. It 
realizes the independent component analysis of complex 
network text classification. Through the ICA clustering 
algorithm of independent component, it realizes character 
words clustering extraction of text classification. The 
visualization of text retrieval is improved. Finally, we make 
a comparative analysis of collocation algorithm and ICA 
clustering algorithm through text classification and keyword 
search experiment. The paper gives the clustering degree of 
algorithm and accuracy figure. Through simulation analysis, 
we find that ICA clustering algorithm increases by 1.2% 
comparing with text classification clustering degree. 
Accuracy can be improved by 11.1% at most. It improves 
the efficiency and accuracy of text classification retrieval. It 
also provides a theoretical reference for text retrieval 
classification of eBook. 
 
Index Terms—Complex Networks, Text Classification 
Retrieval, ICA Clustering Algorithm, Independent 
Component Analysis, Collocation 
 

I. INTRODUCTION 

The modern library is developing toward information 
and network. The so-called information library using 
modern information technology to collect, organize, 
normative process and compress highly value images, 
text, voice, sound, images, video, software, scientific 
databases and multimedia information [1,2]. They are 
converted into digital information. The high-quality 
preservation and management are achieved by computer 
technology [3]. It realizes knowledge appreciation. The 
efficient economical transmission and reception are made 
by network communication technology. So that the user 
can get a variety of services from the net at any time and 
any place. Text classification is one of the key 
technologies for the library information of text data. Text 
classification has a very important significance for text 
information retrieval and identification. Nowadays, the 
most commonly used text classification is the vector 
space SVM model. The calculation and controllability of 
the model is stronger. But the method takes the word as 

an independent variable. It ignores the links between 
words, thus affects the efficiency of text classification 
retrieval. With the widely use of complex network data of 
technology in recent years, domestic and foreign scholars 
have carried out research on the complex network of text 
classification. In which, Zhu used the length of network 
node average path to extract the keyword. He built text 
classification network, but there was deficiency in the 
algorithm and the extraction of keyword was not 
clustered [4]. Liu used statistical methods of complex 
networks to build a similarity network classification 
toward the keywords meaning of China National 
Knowledge Infrastructure. But the similarity of the 
classification is not obvious [5]. Huang used the 
collocations to build the complex network of the words 
relationship to extract keywords. Peng Zhao used the 
network nodes and clustering coefficient to extract 
keywords, but the efficiency and accuracy of the 
algorithm needs to be improved. These uncertain 
information need to rely on fuzzy sets and rough sets 
theory as analysis tool, especially all kinds of 
complicated data. Rough set and fuzzy set make up non 
precise information to express two important drawbacks, 
which are respectively indiscernible and ambiguous. The 
former is the essential attribute of things; the latter is a 
classification problem. Fuzzy set theory is proposed by 
Zadeh in 1965, it has been proved practical in chemistry 
and other disciplines. In contrast, Pawlak introduced the 
rough set theory in 1985, although its theory is very 
popular in many disciplines, it isn’t mentioned in the 
chemical. This also shows that both the rough set theory 
and the other set theory have essential difference. 

The traditional set theory, such as fuzzy sets, the 
elements in the collection can be clearly expressed. Using 
membership function describes common elements and 
collection property relations, property relations can be 
with or without. The definition of the membership 
function does not take into account the elements’ 
uncertain problems in the collection, in order to deal with 
uncertainty, fuzzy sets are proposed. The fuzzy set 
membership function, its value can be from the closed 
interval of 0 to1, and allowing the segment. The fuzzy set 
membership function describes the events on the extent to 
occurs, rather than whether it occurs. 

This paper introduced complex network theory in the 
text classification process. The classification and 
extraction of text classification keywords carried out by 
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network-weighted. The text classification aggregation 
was build through semantic links between words. At last, 
we introduced the ICA clustering algorithm. It made up 
for the deficiencies that the keyword can not achieve 
clustering [6]. The clustering divided of the keywords 
network node was carried out. It realized the complex 
network clustering classification of text classification 
successfully.  

II. RELATED WORK 

When extracted Chinese collocation words, Ruifeng 
Xu introduced the network-perception algorithms. 
Through network-perception algorithm, it will combine 
optimization discrimination Eigen values. Different types 
of collocation will be collocated at different stages 
respectively [7]. But this collocation relationship was not 
necessarily linear relationship.  

 

 
Figure 1.  The linear collocation diagram of text classification search 

word 

As is shown in Figure 1, the abscissa and ordinate 
represent the words collocation diagram that we get by 
using different statistical methods. The hollow point and 
solid point represent collocation and non-collocation 
respectively [8]. We can see from the Figure that the 
collocation words concentrate in the left part. So we can 
find the boundary of collocation and non-collocation to 
achieve linear collocation of the words. 

The process of text classification needs to do 
collocation of text classification search keyword. The 
clustering point is used to form a complex network. 
Figure 2 show that the cluster has a clear dividing 
boundary in two-dimensional space. This means that 
there are two distinct clusters in two-dimensional space. 
If you simply follow the direction of maximum variance 
to project the data on longitudinal axis, you cannot 
separate these clustering data. So that the maximum 
variance cannot be true response the true semantics of 
text classification keywords. Therefore, it can show the 
authenticity of the words semantics through the clustering 
data rotation, and then projected onto the axis [9]. The 
paper put forwards ICA algorithm which is the method of 
rotating space. It can find the projection direction in the 
classified text feature word, and form the ICA semantic 

space. We don’t need to use the orthogonally of the two-
dimensional space and reveal the semantic relationship of 
keywords.  

 

 
Figure 2.  ICA algorithm diagram of the text classification search word 

III. PROPOSED SCHEME 

In the massive process of data mining, some of the data 
are often vague and cannot be classified. These data 
cannot be counted in a collection and cannot be existed in 
subset and the complement of a subset, but it can be 
counted in the boundary of the set. The study of rough set 
can use the similarity matrix which can be expressed as 
follows: 
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j j
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In formula (1), jia  is the value of object j  according 

to a certain degree of similarity of the object i . If the 
value of jia  is larger, the similarity between two objects 

is smaller. 
The use of rough sets can be automatically controlled 

to extract data. This paper presents a new control strategy 
FRC--fuzzy-rough control. The basic idea of this control 
strategy is: We can use a data recording manner to record 
the state and representative measures in the control 
process and integrate these data using rough sets. We can 
summarize the data integration process as follows: 

The rule one IF Condition 1 corresponds to THEN 
TAKE project 1; 

The rule second IF Condition 2 corresponds to THEN 
TAKE project 2; 

The rule third IF Condition 3 corresponds to THEN 
TAKE project 3. 

This data processing strategy is called paradigm 
learning. This approach based on the coarse control and 
fuzzy control. Rough control has the features of simple, 
quick and easy. Another feature is data control algorithm 
comes from the data itself. Its decision-making and 
reasoning process are easier. It is easier than fuzzy 
control to inspect and operate and it is applied in a simple 
algorithm. 

The genetic algorithm is an information data 
processing method based on the principle of binary data 
and genetic information. GA genetic test functions can be 
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added in the clustering algorithm for the convergence of 
clustering algorithm. The GA test function is shown in 
formula (2) [10]. 
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In formula (2), a  is judgment matrix. Function has 
more than one maximum. Generally speaking, if the 
function value is greater than 1 it is convergence. This 
test method is fast and robust performance is good. 

Assuming that data samples is 1 2( , ,... )k k k knb b b b= , the 

distance between kb  and lb  can be defined as: 
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The density of the data samples at the point of kb can 

be expressed in formula (4). 
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Then, we can select the next best cluster center. First, 
we can make the sample density distribution around more 
intensive. The density can be defined in formula (5). 
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The complex network is complex system that 
composed by structure distribution of a simple network 
system. The complex network of language is used to 
research language search structure of text classification 
through replication network structure. It increases the 
efficiency of text search [11]. Soie thought that the search 
statement of text classification reflected the basic 
characteristics of complex network. It includes the voice 
and lexical of text search statement, the syntax and 
semantics of text search statement. 

A. Independent Component Analysis 

 
Figure 3.  The data transmission diagram of complex network system  

The independent component analysis of complex 
network analyzes the input text classification information 
search source P  and e-book database system B  under 
the circumstance of no priori known. Only complex 
network system output data S  to estimate P  and B  as 
shown in Figure 3 and Figure 4. 

Assuming that P  is the m-dimension vector, and then 
P  can be expressed as 1 2[ , , , ]T

nP P P P=  . 

Assuming that there is a relatively independent 
relationship between each component, it is shown in 
formula (6). 
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Q P Q P

=
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Text classification information search source P  and 
complex network system B  combine into n-dimension 
visualization vector 1 2[ , , , ]T

nS S S S=   . It can be written 

in the form of independent component, as is shown in 
formula (7). 
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It can be written in the form of vector, as is shown in 
formula (8). 

 S Pb=   (8) 

ICA algorithm is based on the vector S . By solving 
complex network search matrix A, it can represent each 
search component of text classification information 
search source P  by z . The estimation process is shown 
in Figure 4. 

 

 
Figure 4.  The diagram of complex network solution process 

In which, A is mixing matrix of m*n. z is the system 
output variable of search results. Generally speaking, the 
solution of complex network system is composed of two 
parts. One part is spheroidzing decomposition matrix C, 
the other is orthogonal decomposition matrix D. That is 
to say A = CD, it is shown in Figure 5. 

 

 
Figure 5.   The diagram of complex network matrix decomposition 

B. Text Classification Algorithm 

We can see from the independent component analysis 
of complex networks. As for text classification retrieval 
of complex network, we can combine with network nodes. 
The nodal connections are established between the 
keywords of different text [11]. Thereby, the keywords 
and information are able to reflect the related semantics 
and context characteristics. Through the combination of 
ICA classification algorithm, this paper constructs the 
classification algorithm steps of network text. As is 
shown in the follows:  

Step 1: Enter the text to be classified.  
Step 2: The text classification is processed. It includes 

sorting out the overlapping words of text classification; 
the removing of auxiliary verb, the removing of 
conjunctions words. The identification of the sentence is 
based on the criteria of full stop of each sentence. 
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Step 3: The weight of semantically related words are 
created. The weight can be defined in formula (9). 
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Among them, ( , )i iTre e e represents the co-occurrence 

frequency of characteristic word ( , )i ie e  in the span of 

less than 2; ( )iTre e and ( )jTre e  represent the total 

frequency text classification; ( , )i iTre e e  represents the 

high frequency of classification words of associated 
words. So, the higher value of ( )iTre e  and 

( )jTre e indicate the greater probability of classification 

word alone. 
Step 4: The language-related search words of complex 

network text classification is created. We merge the 
characteristic words of text classification retrieval that the 
frequency span is less than 2. 

Step 5: The weighted degree of each node is calculated. 
The weighting coefficient of the nodes and clustering 
coefficient of nodes can take weighted normalized 
treatment. The construction of evaluation right function is 
shown in formula (10). 

 1 1 2 2 3 3W W W Wα α α= + +   (10) 

In which, ( 1, 2,3)ia i =  is adjustable parameter, it 

represents weight coefficient, there is 1 2 3 1a a a+ + = . 

TABLE I.  A PROTEIN COMPONENT OF DECISION TABLE 

U a1 a2 a3 a4 a5 d 
X0 0.23 0.54 251.2 2.215 0.02 8.3 
X1 0.48 0.51 296.5 2.966 0.03 8.2 
X2 0.61 1.20 287.9 2.994 1.08 8.6 
X3 0.45 1.40 282.9 2.933 0.11 10.3 
X4 0.11 0.29 335.0 3.458 1.19 6.5 
X5 0.51 0.76 311.6 3.243 1.43 8.8 
X6 0.00 0.19 315.6 2.932 1.03 7.1 
X7 0.15 0.25 337.2 3.856 1.06 7.9 
X8 1.20 2.10 322.6 3.350 0.04 9.9 
X9 1.28 2.00 324.0 3.518 0.12 8.7 

 
Rough set theory is applied to the composition of 

quantitative analysis problem, to model data source that is 
a protein component, wherein the amino acid of 10 coded 
has 5 attributes: 1a PIE=  is expressed as side-chain fat-

soluble; 2a DGR G= = Δ  is said that the protein convert 

to water content; 3a SAC=  is surface area; 4a MR= is 

molecular refraction index; 5a LAM=  is side-chain 

polarity. 
First of all, to establish decision table, then the 

quantitative attributes of 1 2 3 4 5{ , , , , }a a a a a  and table 

decision attribute { }d  constitute a decision table, which 

is shown in Table I. 
The condition attributes are encoded as 3 quantitative 

intervals, such as using 1, 2 and 3 respectively expresses 
low, medium and high, all the attributes use natural 

number coding to quantitative interval, as shown in Table 
II. 

TABLE II.  THE PROPERTIES OF QUANTITATIVE ANALYSIS 

Property 
Coding 
1 2 3 4 

a1 <0.115 [0.115,0.54 ] [0.54,1.195 ] >1.195 
a2 <1.167 [1.167,0.75 ] [0.75,1.25 ] >1.25 
a3 <264.5 [264.5,321.5] [321.5,361.2] >361.2 
a4 <2.75 [2.75,3.54 ] [3.54,4.861] >4.861 
a5 <1.21 [1.21,1.64 ] [1.64,2.15 ] >2.15 
d <8.31 [8.31,12.66] [12.66,13.98]  

 
All the attribute set of each molecule is upper and 

lower approximation, to calculate all approximate 
accuracy that approximately equal to 100%. Therefore, 
the quality of classification is also approximately 100%. 

The next step of rough set analysis is to build the 
minimal subsets of independent attributes, to ensure the 
quality of classification and collection has the same effect. 
There are four d  reductions that are given as follows: 

Set 2 4#1 {a ,a }=  

Set 2 7#2 {a ,a }=  

Set 2 5 1#3 {a ,a ,a }=  

Set 2 5 6#4 {a ,a ,a }=  

The intersection of all d  reduction is the core of the 
property d . In this example, the d core is 2{ }a , it means 

the property is the most important basis for classification. 
In order to ensure the classification quality is not reduced, 
this property can’t be reduction. The base of reduction 
can be 2 or 3, the excess is not necessary, to remove the 
classification quality will not be affected, minimal 
reduction set is #1and #2 . Therefore, the initial coding of 
information system attribute can be reduced from 7 to 2. 
This shows that based on the d  core and d  reduction, 
the relevant attributes can be further reduced. After the 
reduction, the information system can be viewed as a 
decision table. The classification accuracy of reduction 
set #1  is shown in Table III. 

TABLE III.  THE CLASSIFICATION ACCURACY SET {A2, A4} 

Category 
Accuracy 
{a2, a4} {a2} {a4 } 

1 1.000 0.361 0.162 
2 1.000 0 0 
3 1.000 0 0 

 
It can be seen from the Table III, the minimum 

reduction set 1 4#1 { , }a a=  can ensure the classification 

accuracy that is 100%, while using separately 2a  or 

4a can’t guarantee the classification accuracy, and it 

shows that this algorithm is effective and correct. 

IV.  EXPERIMENTAL RESULTS 

In order to verify ICA clustering algorithm of complex 
network text classification that proposed in this paper, we 
download data from the Google Web site. And the text is 
taken as the raw materials of classification. The text 
materials includes 10 different texts, they are 
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entertainment, publicity, advertising design, finance, 
sports, education, military, science and technology, legal, 
and news. And we take 600 articles from each text. In 
experiment, the 6000 articles are divided into 10 parts by 
the method of cross-over experiment. At first, we use the 
principle of independent component analysis to extract 
the characteristic words of the text independently.  Then, 
the mathematical statistics of the text characteristic words 
of clustering degree is based on the principle of clustering 
algorithm. Finally, we get the statistical classification 
results through the key search word. The specific 
procedures are shown in Figure 6.  

It can be seen from Figure 6, text classification process 
is divided into three steps: 

Step1: The classification documents are sorted. The 
weighted complex networks of document Eigen values 
are constructed. The overlapping portions of 
characteristics words node are brought forward.  

Step2: The algorithm classifier can be used to classify 
the classification documents. The real-time feedback of 
classification results are made in the classification 
process. 

Step3: In order to achieve optimal results, we adjust 
the classification parameters. 

 

 
Figure 6.  Txt classification process diagram of complex network 

This paper choose 6000 article in the Google website 
to do text classification.   

The characteristics of characteristic words are 
extracted from the results. The ICA algorithm is used to 
do text classification clustering. The pseudo-code of ICA 
algorithm is shown below: 

 
get the search term Linear discriminate of a set of search term 

location extracted online. 
function get Search Term (initial Search Term location) 
search Engineering Village using initial Search Term location, get 

top 10 received results. 
identify all the Search Term entities in the received results using 

Lingpipe. 
extract a few of Search Term of the location entities online, 

2
1 2{ , , , }nF F F F K= ∈  

given: a Search Term frequency 

j: 2 2K K K× →  
a function for computing the mean 
l: ( )f k K→  

select a initial centers 1 2, , , an n n  

while stopping criterion is not true do 

for all Term entities ib  do 

{ }( , ) ( , )i i q j i j ib f b j f n j f n= ∀ ≤  

end 
for all means ib  do 

( )i in l b=  

end for 
end 
return 1 2, , , nb b b  

end function 

 
As for the reliability of the algorithm, we should detect 

clustering degree of text classification characteristic 
words first. The test result of clustering quality indicator 
is shown in Figure 7. 

 

 
Figure 7.  The results of clustering quality indicators  

 
Figure 8.  The statistics chart of independent component clustering of 

search characteristic words 

In Figure 7, we can obtain the statistical results of Iq 
quality indicators by statistical of clustering quality 
indicators. In which, the compact degree of clustering can 
be seen from the right part of the figure. The longer of 
deep color part represents that the compact degree of 
clustering is higher. The degree of similarity between the 
classifications can be seen from the left part of the 
diagram. In which, the longer of the dark part represents 
that the degree of similarity between classifications is 
higher and the separability is better.  

When the number of clustering is less, the compact 
degree of clustering is higher and the distinction between 
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classifications is better. But with the increase in the 
number of clustering, the clustering will become worse 
and worse and the similarity degree between 
classifications is growing. It is staggered between 
elements. The distinction of clustering effect is worse. It 
can be seen in Figure 8. 

 

 
Figure 9.  Clustering degree diagram of different algorithm  

Figure 8 shows the clustering degree diagram in the 
case of different algorithm. In order to minimize the 
impact between the text classifications, the paper will 
make cross treatment of ten texts after classification. In 
which, five groups will use collocation algorithm, and the 
other five groups will use ICA algorithm as shown in 
Figure 9. The clustering degree of the ten groups’ text 
classification is quite different, in which the effect of ICA 
algorithm is better than collocation. In order to 
comprehensively verify the reliability of ICA clustering 
algorithm, it gives the accuracy figure of algorithm as 
shown in Figure 10. 

 

 
Figure 10.  The accuracy figure of different algorithms  

We can see from Figure 10, the different type of 
algorithms have different accuracy. With the increase in 
the number of characteristic words, the accuracy rate is 
significantly decreased. ICA algorithm is obviously better 
than collocation algorithm. In order to display the 
comparison results of the two algorithms in visual, the 
data is tabulated in the form of table as shown in Table 
IV. 

 

TABLE IV.  COMPARISON RESULTS OF COLLOCATION ALGORITHM 
AND ICA CLUSTERING ALGORITHM 

Algorit
hm 
number

Collocation 
clustering 
(%) 

Collocation 
accuracy 
(%) 

ICA 
algorithm 
clustering 
(%) 

ICA 
algorithm 
accuracy 
(%) 

1 97.2 62.1 98.2 68.1 
2 98.1 63.2 99.1 70.2 
3 97.3 64.4 98.3 75.3 
4 98.3 65.3 99.5 76.5 
5 97.2 66.1 99.3 77.2 

 
We can see from Table IV, ICA algorithm text 

classification search word clustering and accuracy are 
obviously better than collocation algorithm. In which, the 
highest collocation algorithm clustering and accuracy was 
98.3% and 66.1%, respectively. The highest ICA 
algorithm clustering and accuracy was 99.5% and 77.2%, 
respectively. From the results of clustering and accuracy, 
ICA algorithm was higher than collocation algorithm. It 
verified the validity and reliability of ICA algorithm 
programming. 

V. CONCLUSIONS 

In this paper, we can combine the basic theory of 
complex network algorithms and conducted the depth 
analysis research of text classification retrieval theory. 
The experiment research of text classification effect is 
made by using the collocation and ICA algorithms. 
Firstly, this paper describes the principle of collocation 
algorithm and ICA algorithm in detail. And then it gives 
the construction of ICA method independent component 
and complex network in detail by the way of 
mathematical modeling. It gives the pseudo-code of the 
ICA algorithm. Finally, we obtain the comparison results 
of text classification algorithm clustering and accuracy 
through the algorithm experiment. In which, the highest 
collocation algorithm clustering and accuracy are 98.3% 
and 66.1%, respectively. The highest ICA algorithm 
clustering and accuracy are 99.5% and 77.2%, 
respectively. It is higher than collocation algorithm by 
1.2% and 11.1%. ICA algorithm is higher than 
collocation algorithm. It verifies the validity and 
reliability of ICA algorithm programming.  
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Abstract—Data quantization methods for continuous 
attributes play an extremely important role in artificial 
intelligence, data mining and machine learning because 
discrete values of attributes are required in most 
classification methods. In this paper, we present a 
supervised statistical data quantization method. It defines a 
quantization criterion based on the chi-square statistic to 
discover accurate merging intervals. In addition, a heuristic 
quantization algorithm is proposed to achieve a satisfying 
quantization result with the aim to improve the 
performance of inductive learning algorithms. Empirical 
experiments on UCI real data sets show that our proposed 
algorithm generates a better quantization scheme that 
improves the classification accuracy of C4.5 decision tree 
than existing algorithms.  
 
Index Terms—Quantization, Machine Learning, Chi-Square, 
Naive Bayes 
 

I. INTRODUCTION 
Quantization has played an important role in artificial 

intelligence, data mining, machine learning and 
knowledge discovery. Many induction and classification 
algorithms rely on discrete attributes, and need to 
quantify continuous attributes, i.e. to slice their domain 
into a finite number of intervals in order to generate 
attributes with a small number of distinct values. A good 
quantization algorithm can not only produce a concise 
summarization of continuous attributes to help the experts 
and users understand the data more easily, but also make 
learning more accurate and faster [1]. 

Existing quantization methods can be classified by 
different directions, among which one is to divide the 
quantization methods into top-down (splitting) methods 
and bottom-up (merging) methods. Top-down methods 
[2–4] start from the initial interval and recursively split it 
into smaller intervals, while, bottom-up methods start 
from the set of single value intervals and iteratively 
merge adjacent intervals. The Chi2-based algorithms [5–8] 
are well-known bottom-up quantization methods based 
on probability and statistics, among which the extended 
Chi2 algorithm (Ext-Chi2 for short in this paper) [7] is 
one of the most efficient algorithms for quantization of 
continuous attributes based on local dependence measure. 

In this paper, we focus on bottom-up quantization 
methods and propose a statistical quantization criterion 
based on the analysis of chi-square related algorithms. 
This criterion can discover good merging criterion by 
considering the properties of class number and degree of 
freedom in chi-square statistic. In addition, a heuristic 
quantization algorithm is proposed to achieve a satisfying 
quantization result with the aim to improve the 
performance of inductive learning algorithms. Empirical 
experiments on UCI real data sets show that our proposed 
algorithm generates a better quantization scheme that 
improves the accuracy of C4.5 decision tree classification 
than existing algorithms. 

The remainder of this paper is organized as follows. 
We introduce related work in Section II. Section III 
presents our proposed method. Experiments and 
performance evaluation are introduced in Section IV. 
Finally, we summarize our work and conclude this paper 
in Section V. 

II. RELATED WORK 
Existing quantization techniques mostly focus on 

processing lower dimensional datasets. Consequently, 
they commonly suffer from a major challenge that how to 
quantify high-dimensional datasets with sophisticated 
nonlinear structures in addition to computational 
problems. Liu et al. [1] present an excellent classification 
of current approaches in quantization along two main 
axes, viz., bottom-up vs. top-down, and supervised vs. 
unsupervised [9]. Top-down methods, such as class-
attribute interdependence quantization, start from the 
initial interval and recursively split it into smaller 
intervals. Bottom-up methods, such as chi2-based 
quantization, begin with the set of single value intervals 
and iteratively merge adjacent intervals. Unsupervised 
methods provide no class information, such as equal-
width and equal-frequency [9], KDE [10], TDE [11]. The 
former two techniques starting with naive methods 
implement with a low computational cost, and these types 
of methods are vulnerable to outliers and the results 
obtained are rather unsatisfactory in most cases. The 
latter two are state-of-the-art unsupervised top-down 
techniques, which use density estimators to select the best 
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cut-points and automatically adapt subintervals to the 
data. They determine the quantified number of intervals 
by the cross-validated log-likelihood. Supervised 
methods provide class information with each attribute 
value and they are much more sophisticated, such as 
entropy-based quantization, class-attribute 
interdependence methods, and the chi2-based heuristic 
algorithms. Entropy-based method proposed by Fayyad 
and Irani [12] recursively selects the cut-points on each 
target attribute to minimize the overall entropy and 
determines the appropriate number of intervals by using 
minimum description length principle (MDLP). Class-
attribute interdependence methods are distinguished top-
down supervised quantization techniques with the 
objective to maximize the interdependence between the 
class and the continuous-valued attribute and to generate 
a possibly minimal number of discrete intervals. The 
chi2-based methods are famous bottom-up supervised 
quantization techniques based on statistical independence. 
The chi-square statistic is used to determine whether the 
current point is to be moved or not. The most effective 
chi2-based algorithms, such as modified chi2 [8] and 
extended chi2 [7], define the measurement of distance 
from 2

αχ  to 2χ  as the merging criterion with a certain 
significance level α , where 2

αχ  is determined by 
selecting a desired significance level α . However, the 
criteria can not reflect the possibility that the intervals are 
merged from the probability view.  

Recently, many researchers have focused on the 
production of new quantization methods, i.e., semi-
supervised quantization (SSD) [13], refining quantization 
[14] and a survey [15] of quantization techniques. A. 
Bondu et al. [13] develop a semi-supervised method 
lately. It is based on the MODL framework and quantifies 
the numerical domain of a continuous input variable, 
while keeping the information relative to the prediction of 
classes. Refining quantization introduces a method, called 
»-procedure, that constructs classical partitions on the 
range of an attribute taking continuous values. These 
partitions can be seen as refinements of the ones given by 
the expert or the ones given by a standard method of 
quantization. G. Salvador et al. [15] present a survey of 
quantization techniques: taxonomy and empirical analysis 
in supervised learning. They develop a taxonomy based 
on the main properties pointed out in previous research, 
unifying the notation and including all the known 
methods up to date. 

III. OUR QUANTIZATION METHOD 
We first introduce the rough set theory [16] used in our 

quantization problem. Then, a novel quantization method 
is proposed. Finally, we give the algorithm description. 

A. Rough Set Theory 

Rough set theory was first proposed by Pawlak in 
1980s. Now rough set is widely used in many aspects 
such as data mining, data analysis, knowledge discovery 
in database, text indexing, and so on. 

In an information system, an appreciative space can be 
represented as the four-tuple ( , , , )S U A V F= , where 

1 2{ , , , }nU x x x=   is the universe that denotes a finite 
and non-empty set. 1 2{ , , , }mA a a a=   denotes a finite 
set of attributes. aV  denotes the domain of the attribute 
a . The attribute set 1 2{ , , , }mA a a a=   can be composed 
of decision attribute D  and the condition attributes C . 

a A aV V∈=   & :F U A V× →  is a total function such 
that ( ), aF x a V∈  for each a A∈ , x U∈ , called 
information function. 

Approximation is the core concept of rough set. Let S  
be an information system, X  a non-empty subset of U  
and P Aϕ ≠ ⊆ . The P -lower approximation and the P -
upper approximation of X  in S  are defined, respectively, 
by: 

Definition 1 If two elements x , y U∈  and P A⊆ , Pθ is 
equivalent relation on U , if ( )( ( ) ( ))P p px y p P f x f yθ ⇔ ∀ ∈ = , 
we say that Pθ  is indistinguishable. 

Definition 2 Set X U⊆ , P C⊆ , P -lower 
approximation about X  can represent: 

 { | [ ] }PP X x U x X− = ∈ ⊆  (1) 

where [ ]Px  expresses equal kind of element set under the 
equivalent relation P . 

Definition 3 Set X U⊆ , P C⊆ , P -upper 
approximation about X  can represent: 

 { | [ ] }PP X x U x X ϕ− = ∈ ∩ ≠   (2) 

Definition 4 Set U  denote the universe, P  and Q  are 
two equivalent relations bunches onU ,  
Let us define ( )PPOS Q  as follows: 

 ( ) ( )P
X U Q

POS Q P X−= ∈   (3) 

Definition 5 Set P C⊆ , P -approximate precision 
(level of consistency) under partition 1 2{ , , , }kY Y Y  is 
defined:  

 
1

( ) / ( )
k

P i
i

Lc card P Y card U−
=

=  (4) 

where, ( )card  expresses the cardinal number of set and 
PLc  reflects the correct degree of decision classification. 

B. Our Proposed Quantization Method 

In this section, we propose a supervised statistical chi-
square algorithm to discover quantization scheme. Before 
getting into the details of our approach, we first state the 
problem of quantization. A quantization task requires a 
training data consisting of N samples, where each sample 
belongs to only one of S classes. Next, there exists a 
quantization scheme P, which quantifies the continuous 
domain of attribute into I intervals bounded by the pairs 
of numbers: 

[ ] [ ] [ ]{ }0 1 1 2 1: , , , , , ,I IP t t t t t t−  
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where 0t  is the minimal value and It  is the maximal 
value of a continuous attribute. The values in P are 
arranged in ascending order. For the purpose of 
quantization, the entire dataset is projected onto the 
targeted continuous attribute. The result of such a 
projection is a two dimensional contingency table, see 
TABLE I, with I rows and S columns. Each row 
corresponds to an initial data interval, and each column 
corresponds to a different class. ijN  represents the 
number of samples with jth class in the ith interval iT . 

jN⋅  is the total number of samples belonging to the jth 
class. iN ⋅  is the total number of samples that are within 
the interval iT . 

TABLE I.  NOTATIONS OF CONTINGENCY 

Intervals Class label Sum of 
Row Class 1 Class 2 … Class S 

T1 : [t0, t1] N11 N12 … N1S N1. 
T2 : [t1, t2] N21 N22 … N2S N2. 

… … … … … … 
TI : [tI-1, tI] NI1 NI2 … NIS NI. 

Sum of 
Column N.1 N.2 … N.S N(total)

 
As we know, the chi2-based algorithms mentioned in 

Section II are well-known bottom-up quantization 
techniques based on statistical independence, among 
which the modified chi2 and extended chi2 are two 
algorithms of the most effective techniques for 
quantization of continuous attributes. The modified chi2 
uses the measurement of distance from 2

αχ  to 2χ  as the 
merging criterion with a certain significance level α  to 
determine whether the current interval pair is to be 
merged or not. The merging criteria can be written as 
follows: 

 2 2L αχ χ= −   (5) 

where 2
αχ  is determined by selecting a desired 

significance level α . The value of 2χ  can be interpreted 
as a distance to the hypothesis of independence between 
the target class and the quantified attribute, which can be 
calculated as follows [8]: 

 
( )2

2

1 1

I S
ij ij

i j ij

N E

N
χ

= =

−
=  (6) 

where i j
ij

N N
E

N
⋅ ⋅×

=  is the expected frequency of ijN , 

and 
1

I

ii
N N ⋅=

= . An visual presentation for chi-square 
distribution can be found in Figure 1. 

In (2), jN

N
⋅  is the proportion of number of samples in 

jth class accounting for total number of samples, ijE  is 
number of patterns in the ith interval, jth class in such a 
proportion (probability). Therefore, statistic Â2 indicates 

the equality degree of the jth class distribution of adjacent 
two intervals. The smaller 2χ  value is, the more similar 
is class distribution, and the more unimportant cut point 
is. So, it should be merged.  

 

 

Figure 1.   2χ  distribution function 

For statistic 2χ , the smaller 2χ  value is, the more 
similar is class distribution, the more unimportant is node. 
Determining the importance of a cut point by 

2 2L αχ χ= −  intends to farthest enhance statistic of nodes 
in system under definite significance level. 2χ  value not 
only relates with the number of degrees of freedom of 
adjacent two intervals, but also relates with the number of 
system classes, namely the higher the number of system 
classes are, the more number of classes of adjacent two 
intervals are, the greater degrees of freedom v of adjacent 
two intervals are. Thus, 2χ  value calculated is different. 
So, the significant quantization criterion should be 
determined as follows: 

 2 2v
D

Sαχ χ= −    (7) 

Actually, this important criterion readjusts the order of 

interval merger after multiplying v

S
 in front of 2χ  and 

reduces 2χ  value pro rata, not decreasing prematurely 
significance level α  and illuminating adequately 
rationality of node merging. Thus, the new algorithm 

regards a new merging criterion 2 2v
D

Sαχ χ= −  as basis 

of interval merger.  

C. Algorithm 

Based on the above proposition, we design an 
algorithm that is heuristic in nature. The objective of this 
algorithm is to find better quantization scheme including 
greedy bottom-up quantization. The detailed steps can be 
described as shown in Algorithm 1 of TABLE II. 
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TABLE II.  FLOW OF THE ALGORITHM 

Algorithm 1 Our Proposed Quantization Algorithm 
1:   Input: data set with N examples and S target classes 
2:   Output: quantization scheme with a set of intervals for each continuous attribute 
3:   Initialize: 
4:   Set the significance level as α  = 0.5 and Calculate the level of consistency of the original data 
5:   Sort attribute values in ascending order 
6:   for each attribute do 
7:         Sort attribute values in ascending order 
8:         Compute 2χ  value and corresponding threshold of each two adjacent intervals 
9:   end for 
10: D(data); 
11: Phase 1: Merge intervals considering all the attributes 
12: while α  can be decreased do 
13:      while Merge(data) do 
14:            if the level of consistency is changed then 
15:                 SubD(att); 
16:            else 
17:                Goto line 22 
18:            end if 
19:      end while 
20: 0α  = α ; decreasing the significance level ® by one level 
21: end while 
22: Phase 2: Refine intervals considering single attribute according to parallel quantization strategy: 
23: Set SL[i] = 0α  
24: Do until no attribute can be merged 
25: for each mergeable attribute do 
26:       while SL[i] can be decreased do 
27:            while Merge(att) do 
28:                  if the level of consistency is changed then 
29:                      SubD(att); 
30:                  end if 
31:            end while 
32:            Decreasing the significance level SL[i] by one level 
33:       end while 
34: end for 

 
 

where  
Merge(data): considering each interval pair for all the 

attributes in the subspace. Merge the adjacent two 
intervals which have the maximal D value. Returning true 
or false depending on whether the concerned interval pair 
satisfies this condition or not;  

D(data): calculation of D of all the interval pairs;  
SubD(att): calculation of D which needs update;  
Merge(att): the same as Merge(data) except for 

considering each interval pair for a single attribute. 
The computational complexity of Algorithm 1 is 

analyzed as follows. Each sort needs O(NlogN). In 
addition, the complexity of searching best merge is O(N2), 
and the computation of the level of consistency also 
needs O(N2). Therefore, the computational complexity of 
Algorithm 1 is O(N2). 

IV. EXPERIMENTAL RESULTS 
In order to evaluate our proposed algorithm in a real-

world situation, 11 data sets are selected from the UC 
Irvine machine learning data repository [17] with numeric 
features and varying data sizes. The data are fully 
consistency or correct (inconsistency rate is zero), and the 
data contain real-life information from the medical and 
scientific fields which had been used previously in testing 

pattern recognition and machine learning methods. A 
summary of data sets can be found in TABLE III. 

TABLE III.  THE SUMMARY OF DATA SETS 

Data sets 
Number of 
Continuous 
attributes 

Number of 
Discrete 
attributes 

Number of 
Classes samples 

CPS 4 6 2 534 

Iris 4 0 3 150 

Auto 5 2 3 392 

Breast 9 0 2 683 

Ionosphere 32 2 2 351 

Pima 8 0 2 768 

Glass 9 0 6 214 

Wine 13 0 3 178 

Machine 7 0 8 209 

Heart 6 7 2 296 

Sonar 60 0 2 208 

 
We compare our proposed method with the following 

algorithms for performance evaluation.  
Built-in: C4.5 built-in quantization method [17];  
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Mod-chi2 and Ext-Chi2: two popular bottom-up 
algorithms [7, 8];  

CAIM: a novel top-down method [3];  
Boolean: a boolean reasoning approach [19];  
MDLP: entropy-based method using the minimum 

description length principle [12];  
Equal-F: a typical unsupervised top-down method [20]. 
Among the eight quantization algorithms, Equal-F, 

Mod-Chi2, Ext-Chi2 and our method require the user to 
specify in advance some parameters of quantization. For 
Mod-Chi2, Ext-Chi2 and our method, we set the level of 
significance to 0:9999 in our method. For Equal-F, the 
number of intervals is set to 10. MDLP has an automatic 
stopping rule and does not require any parameter setting. 

In the following experiments, each data set is 
quantified respectively by the eight algorithms mentioned 
above. The 5-fold cross-validation test method is applied 
to all data sets. Each data set is divided into five parts, 
among which four parts are used as the training sets and 
one as the testing set. The experiments are repeated many 
times. The final predictive accuracy is taken as the 
average predictive accuracy value. 

The learning accuracy of these eight algorithms are 
presented in TABLE IV. The comparison results in Table 
IV show that on the average, our method achieves the 
highest classification accuracy, which demonstrates that 
our method can produce a high quality quantization 
scheme. We rank the algorithms for each data set 
separately, the algorithm with the best performance gets 
the rank of 1; the second best gets the rank of 2, and so on. 
Quick comparisons of the eight algorithms can be 
obtained by checking the mean rank in Figure 2. Our 
method achieves highest mean rank. 

We also select 8 UCI data sets to test C4.5 number of 
rules for different quantization algorithms. As seen from 
Figure 3 and 4, compared our algorithm with Mod-Chi2 
algorithm and Ext-Chi2 algorithm, the average number of 
nodes of decision tree of our algorithm and the average 
number of rules extracted of our algorithm have 
decreased apparently except for Pima data set, which the 
two aspects are exactly the results we expect, manifesting 
advantage of our algorithm. 

TABLE IV.  THE LEARNING ACCURACY (PERCENT) OF C4.5 DECISION TREE CLASSIFICATION 

Data sets Quantization algorithms 
Built-in Mod-Chi2 Ext-Chi2 Our method CAIM Boolean MDLP Equal-F 

CPS 59.0 61.6 64.96 64.96 65.85 63.65 61.64 56.14 
Iris 94.4 94.67 94.67 94.67 92.67 90.0 93.33 92.67 

Auto 77.84 80.65 81.42 85.64 75.83 77.06 79.89 72.55 
Breast 94.28 96.37 96.37 97.4 96.77 95.29 96.03 93.83 

Ionosphere 90.01 92.93 92.93 92.93 92.01 89.72 86.87 82.6 
Pima 71.69 72.95 72.95 76.23 73.41 66.82 70.31 66.24 
Glass 34.06 43.81 43.26 49.12 44.29 40.48 42.15 39.87 
Wine 81.53 93.53 96.47 97.1 92.35 88.24 83.32 90.75 

Machine 79.9 88.24 89.24 90.08 81.86 84.43 80.4 72.0 
Heart 70.41 73.23 73.23 77.48 74.79 69.96 74.84 69.67 
Sonar 56.43 59.57 59.57 61.03 60.07 56.79 59.93 51.64 

Built-in Mod-Chi2 Ext-Chi2 Our method CAIM Boolean MDLP Eqeal-F
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Figure 2.  Comparison of mean rank for different quantization algorithms 
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Figure 3.  Comparison of C4.5 number of nodes for different quantization algorithms 
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Figure 4.  Comparison of C4.5 number of rules for different quantization algorithms 

V. CONCLUSIONS 
We proposed a static, incremental, supervised and 

bottom-up quantization algorithm in this paper, which 
presents a new quantization criterion and a heuristic 
algorithm. In order to estimate the effect of generated 
quantization schemes on the performance of the 
classification algorithm, empirical evaluation of eight 
quantization algorithms on UCI real data sets shows that 
our proposed generates a better quantization scheme to 
obtain the improvement of accuracy of C4.5 decision tree. 
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Abstract—In the research on content-based music retrieval, 

the fixed length of window is generally used to extract the 

features of melody. It has separated one fragment of music 

melody into multiple shorter window data. This will lose the 

whole feature of music melody and cause lower accuracy of 

retrieval. Therefore, current content-based music retrieval 

algorithms are discussed in detail and the emphasis is 

focused on the variable-length segmentation algorithm. The 

music retrieval algorithms for music fragments and 

humming fragments based on it are also analyzed. The 

former obtains the melody features of music fragments 

through accurate tonal values, calculated by the pitch 

extraction of single instrumental signals. The latter gets the 

pitch period of the humming fragments by calculation, 

which is based on the variable-length segmentation 

algorithm. Then the pitch period of each tone calculated by 

music retrieval algorithm and the results in experiments are 

used for similarity calculation. Compared to existing studies, 

the improved algorithm not only maintains the feature of 

low hit rate of variable-length segmentation algorithm, it 

also improves the matching speed and acquires better ability 

in fault-tolerance.  

 

Index Terms—Music Retrieval, Variable-Length 

Segmentation Algorithm, Humming Melody, Similarity, 

Feature Matrix 

 

I. INTRODUCTION 

With the increase of music resource on internet and the 

demand of people for music retrieval, the limitation of 

music retrieval based on text mark is more obvious. Thus, 

more research are focused on the retrieval based on 

content. Different from traditional retrieval methods, the 

retrieval based on content analyzes and processes the 

music content to extract the features related to the music 

content. The features are used for retrieval matching to 

ensure the results to meet the users’ demand. Traditional 

methods use the retrieval technology based on text, that is 

the information of key words like file name, author, lyrics 

etc. Simply using the text to describe the audio 

information causes the limitations unable to overcome, 

they are expressed in the following aspects: 

The amount of audio data is large gets becoming 

explosive growth. The text annotation in early work has 

big workload and it spends more cost. So such large scale 

of audio data can not be marked completely.  

The audio data is a kind of binary flow, which lacks 

description of semantics. The mark based on text has 

shortcoming in subjectivity and incompleteness. So the 

perception of the audio is difficult to express clearly.  

We can not retrieve the same file with specified audio 

data.  

The users will not keep a brand-new memory to the 

audio key word all the time, Then the retrieva based on 

text can not meet their demand.  

The audio retrieval technologies based on content is 

proposed to solve above problems. They extract the 

semantic and feature of the objects in the audio database. 

Then according to these information, a large amount data 

stored in the databased are searched to find out the audio 

data with similar features. Ghias and R. J. McNab etc. [1-

3] carried out their research on music retrieval early. 

They used time domain autocorrelation method to extract 

pitches. According to the change of pitches the melodies 

are described with symbol strings ( , ,U D S  or , ,U D R ). 

The tempo features are neglected and matching engine 

adopts the approximate string comparison algorithm. such 

as DP method or Fast approximate matching method [4, 

5]. Due to the computation ability and the limitation of 

music library of the time, they did not give convincing 

test data of performance in the references. R. J. McNab [6] 

of Waikato university studied the retrieval technology on 

large-scale music library based on the work of Ghias. He 

uses Gold-Rabiner algorithm to detect the pitch of 

humming signals and adopts dynamic programming to 

match strings. But with the expandition of database, it is 

difficult to determine a song with this method. Rho [7], 

Marolt [8], Chang [9] and Parker [10] improved the 

method of R. J. McNab and they proposed based on trees. 

It can reduce the computing times for matching, which 

also improves the accuracy and speed of system. The 

most widely used approximate string matching 

algorithms [11-14] have obvious defects in fault tolerance, 

so most of the humming retrieval system adopt the 

magnitude of pitch change to describe the melody of 

songs. DTW algorithm [15] directly calculates time series 

of pitch match, it has better performance in fuzzy 

matching. But it adopts the dynamic programming 

technology, which means bigger computation and it 

weakens the response ability of system. The algorithm 

based on geometric similarity [16] extracts the pitch 

curves by detecting input audios. Then it compares the 

geometric similarity of two pitch curves in two-

dimensional space. But it also needs bigger computation 

so it can not widely use.  
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In the music retrieval based on content, the users can 

use all kinds of methods for retrieval. Here the research 

focuses on the retrieval needed music files in the database 

through music fragment or humming fragment. The 

music fragment includes origin music fragment and the 

fragment played by other instruments which has the same 

melody. Since different people will get different 

humming tones facing the same melody and the change 

of tones when humming can not be mastered correctly. 

So the retrieval based on humming has difference with 

that based on music fragments. We have improved the 

variable-length segmentation algorithm. According to the 

feature matrix described in this algorithm to extract 

melody feature. Then new feature are formed for retrieval 

by similarity matching. The music retrieval based on 

humming calculates the similarity by fuzzy similarity 

matching algorithm to make music retrieval. The former 

can get accurate tone by the calculation of pitch 

extraction of single instrumental signal. Then it adopts 

exact similarity matching calculation method to calculate 

the similarity. The latter gets the pitch period of all tones 

of the humming fragments by calculation. It performs the 

fuzzy matching similarity calculation according to the 

feature matrix’s structure extracted by variable-length 

segmentation algorithm. At last our experiments show the 

proposed method is effective and feasible  

II. VARIABLE-LENGTH SEGMENTATION ALGORITHM 

BASED ON FRAGMENTS 

A. Retrieval based on Music Fragments 

The basic functions of music retrieval based on content 

are based on music fragments with the same melodies 

played by other music instruments. That is, the retrieval is 

processed through music content. Meanwhile, it is also 

the foundation of music retrieval algorithm based on 

humming. Since the feature matrix information extracted 

by whole song fragments is stored in music database, the 

fragments melody played by piano can be used to retrieve 

music files. Music retrieval with music fragments mainly 

includes following steps [17]. First, the database needs to 

store all feature matrix information of required retrieved 

music files. Second, signal analysis of input music 

fragments is performed and its tone information is 

extracted, so further extraction of its corresponding 

melody features is used for feature matrix. Finally, 

retrieval results by similarity matching are returned. Here 

we need to perform detailed description of the algorithm 

and process in the second step first. That is, we carry out 

signal analysis of input music fragments to extract its 

melody feature.  

1) Preprocessing of music fragments 

The fragment signal of playing piano is a mono WAV 

file with 8-bit per byte whose sampling rate is 11. 025Hz. 

During the filter of music fragment, in order to eliminate 

current noise of piano fragments, the digital low-pass 

filter of Butteworth is used to filter music fragments. The 

filter order is 10 and the cutoff frequency is 006 /r s , as 

is shown by following figures. Figure 1 refers to the 

signal of piano fragments and figure 2 refers to the signal 

after filtering.  

 

Figure 1.  The signal of piano playing fragment.  

 

Figure 2.  The filtered signal.  

During the windowed packetization of music 

fragments, the hamming window is used for windowed 

packetization. As is verified in the experiments, the 

choice of length of hamming window will affect the 

accuracy of pitch detection. When the window length is 

256, the effect of pitch detection is the best. Therefore, 

during systematic realization, the hamming window 

whose length is 256 is applied to make windowed 

packetization of piano fragments after filtering. The 

rafting length between frames is 128.  

2) Tone extraction of music fragments 

Step 1: The signal of the first window is centric 

fragmentped.  

Step 2: Calculate the autocorrelation function of the 

centric fragmentping signals and extract the peak value. 

Then the distance between two peaks is calculated.  

Step 3: The pitch period of all windows are calculated 

based on this method to form the curve of pitch period 

value of the whole music fragments.  

Step 4: Smoothing process. In this process, five-dot 

middle value smoothing algorithm is adopted.  

Step 5: Calculate the starting point and ending point of 

each tone on music fragments signals and determine the 

number of tone music fragments.  

Step 6: Calculate average pitch period value of each 

tone, according to starting point and ending point of the 

calculated pitch period curve.  

3) Melody feature extraction of music fragments 

 The feature matrix extraction algorithm described in 

the variable-length segmentation algorithm [18] can be 

used to extract melodic features of the piano fragment 

signals, to establish the feature matrix. Then the music 

file is retrieved by similarity matching.  

B. Music Retrieval based on Humming 

Music retrieval algorithm based on humming is similar 

to music retrieval algorithm based on piano playing 

fragments. However, due to inaccurate tone of the 

humming signal, which causes some algorithms are not 

the same. The music retrieval algorithm based on 
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humming also contains two parts: signal preprocessing 

and tone extraction.  

1) Preprocessing of humming signal fragments 

We use microphone to record the humming signals in 

the experiment and store its signals as mono WAV files 

with 8 /bit byte and the sampling rate is 11. 025 Hz. 

During filtering of humming signal fragments, in order to 

eliminate current noise, digital low-passing filter of 

Buttewrohrt is also applied to filter music fragments. Its 

filter order is 10 and the cutoff frequency is 0.06 /r s . 

Since the average power spectrum of humming signal is 

affected by glottal pulses and oral nasal radiation. The 

high frequency end will get voltage sag based at 

6 /dB fm above 800Hz , so the signals will be pre-

emphasised.  

During the windowed packetization of humming 

fragments, hamming window is also used for windowed 

packetization. The experiments show when window 

length is 128, the pitch detection effect of humming 

signals is the best. Therefore, during systematic 

realization, the hamming window with 128 window 

length is applied to perform windowed packetization of 

humming fragment signal after filtering and enhancing. 

The rafting length between frames is 64.  

2) Tone extraction of humming fragments 

Since each person’s humming tone is not accurate. 

Simultaneously, the pitch period of the same tone 

between people on humming cannot determine its 

division. So the average pitch period of each calculated 

tone on humming fragments cannot be transformed into 

determined pitch value, according to corresponding scope 

like piano fragments processing. We use microphone to 

record the humming signals in the experiment and store 

its signals as mono WAV files with 8 /bit byte and the 

sampling rate is 11. 025 Hz. During filtering of the 

humming signal fragments, in order to eliminate current 

noise, digital low-pass fitler of Buttewrohrt is also 

applied to filter music fragments. Its filter order is 10 and 

its cutoff frequency is 0.06 /r s . Similarly, the 

experiment shows that the scope of pitch period of each 

tone is not evenly distributed.  

The signal feature of humming fragments cannot 

determine its correct melody feature matrix. Thus, the 

calculated pitch period of each tone can only be applied 

with discovery in the experiment. Its similarity can be 

calculated through fuzzy matching similarity algorithm of 

humming fragments so the music retrieval based on 

humming fragments can be acquired.  

III. SIMILARITY MATCHING ALGORITHM 

A. Similarity Computation 

For the quantized features of melody outline, such as 

length and tone, the similarity computation will be 

applied to compare input melody features and the redord 

in database. Since the similarity computation is rather 

large, the matching retrieval of strings is usually 

processed at first and the hitting results will be performed 

similarity computation again [19].  

Suppose { }ib and { }id  are respectively the length 

feature sequence of input melody and hitting result. { }u  

and {v} are intensity feature sequence of them, 

1,2,...,i N . N refers to the length of feature sequence. 

The following formula can be used to calculate intensity 

and similarity of length .  
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drank  and 
vrank  individually refers to similarity of 

length and intensity.   is the weight value, u and v  

refers to the mean value of { }ib  and { }id .  
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With the results by similarity computation, the 

correlation of hitting result can be acquired by formula 4: 

 ( ) (1 ) t

d v

N
rank rank rank

N
        (4) 

tN  refers to the times of input, elimination and 

replacing operation when matching retrieval of pitch.   

is the weight which determines the relative importance of 

length feature and the intensity feature on melody. For 

example, during humming, the intensity feature hold by 

common person is worse than his length feature. Thus, 

during correlation computation, the weight of intensity 

should be smaller than the length feature. Final 

determination of weight needs amounts of test and 

regulation. Finally, the hitting results will be sorted 

according to computed correlation and the results will be 

returned to users.  

B. Similarity Matching of Music Fragment Retrieval 

Similarity matching is the final step in music retrieval 

based on music fragments.  

First, all the melody feature information of music 

fragments is stored in feature database. Next, calculate 

the feature matrix of music fragments through music 

retrieval algorithm of music fragments. Then, similarity 

matching algorithm is needed and retrieval results are 

returned. Since retrieval algorithm of piano fragments 

calculated can identify the melody value and melody 

feature matrix, the similarity computation of accurate 

match is adopted for similarity matching.  

Similarity computation of exact matching on piano 

fragments is to perform similarity computation of exact 

matching music file to get similarity value. Then, sorted 

as similarity, returned highest music file information is 

taken as retrieval results. However, the algorithm of exact 
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matching similarity computation for each music file is 

shown as below: 

Step 1: Extract the feature matrix of the first window 

in music file. If the window length is similar to that of 

piano fragments, follow the procedures below:  

Set [ ][ ]W i j  as windowed feature matrix and 

[ ][ ]F i j refers to feature matrix of piano fragments with 

0 3i  , 0 20j  . [ ][ ]N W l l  refers to window 

length.  

 refers to adjustable parameter and 0.05  . S  

denotes similarity and similarity refers to similarity 

value. If window length is larger than that of piano 

fragment, it indicates that they don’t completely match. 

0similarity . If windowed length is smaller than that of 

piano fragment, it means that there are two or more than 

two piano fragments without instrument intervals like the 

first sentence in the song “honey”. According to rhythm 

division, it will be divided into two windows. However, 

people are used to taking them as one sentence. Therefore, 

it needs to calculate as following steps.  

Step 1: Extract feature matrix of next window 
2W . 

1 1[ ][ ]N W l l  refers to the first window length, 

2 2[ ][ ]N W l l refers to the second window length and 

[ ][ ]fN F l l  refers to the length of piano fragments. If 

1 2 fN N N  , it means that they are not matching 

completely. So similarity  is 0. If 
1 2 fN N N  , it needs 

the following calculation.  
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    (6) 

  refers to adjustable parameter and 0.45  .  

If 1 2 fN N N  , we continue to extract feature matrix 

of the next window and get its window length for 

comparison. Furtherly, similarity is assigned values 

according to the comparison results.  

Step 2:Caculated similarity value is assigned to 

max S which is used to record the maximized 

similarity of all windows in the whole music file.  

 Step 3: Extract feature matrix of next window by 

order. Similar to the first algorithm, according to the 

comparison between extracted window length and the 

window length of piano fragments, similarity value can 

be respectively calculated.  

 Step 4: If maxsimilari Sty  , similarity will be 

assigned to max S . If there still has feature matrix in the 

window which cannot be extracted by order, return to 

step 3. Otherwise, if all the feature matrixes in the 

window of music file have been completed extracting, 

max S will be the similarity value of music file 

corresponding to piano fragments.  

After all the music files have finished calculating its 

corresponding similarity value of piano fragments, some 

information of music file with the highest similarity value 

will be returned as retrieval results, based on the size of 

similarity values.  

C. Similarity Matching of Humming Fragment Retrieval 

During music retrieval based on humming fragments, 

similarity matching is an important step. First, melody 

feature information of music files is stored in feature 

database.  

Second, the pitch period of each tone on humming 

fragments can be calculated by music retrieval algorithm 

of humming signal fragments.  

On this basis, similarity matching computation needs 

to be performed and retrieval results should be returned. 

Since music retrieval algorithm of humming fragments 

can only compute pitch period of each tone on humming 

fragments, it cannot acquire determined melody feature 

matrix, the pitch period of each tone can only be applied. 

Meanwhile, by experiments and the means of fuzzy 

matching similarity algorithm of humming fragments, its 

similarity is calculated.  
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It is found in the experiments: 

a) If there is difference in the pitch periods of two 

humming tones and it is less than four, that is, 

| | 4a bp p  , 0 ,a b N  . p  is the pitch period of the 

tone and N is the number of tones in the humming 

fragment.  

b) When 4 | | 10a bp p   , 0 ,a b N  , the two 

tones may be the same or neighbour ones, that is, 

( , ) 1a bdis P P  . P  is the value of tone.  

c) When | | 10a bp p  , 0 ,a b N  , we can 

determine that two tones are not equal or adjacent.  

For the calculation method of fuzzy matching 

similarity on humming fragments, each music file will 

perform fuzzy matching similarity calculation to get 

similarity value. Then, according to similarity sorting, the 

highest similarity music file information will be returned 

as retrieval results. Fuzzy matching similarity algorithm 

of each music file is calculated as follows 

Step 1:Calculate two corresponding pitch changing 

arrays of the period of humming signal fragments. We set 

[ ]C i  as the array which stores the period of humming 

signal fragments, [ ] ,0a mC i p i N   . 
mN  is the 

number of tones of humming signal fragment. Assume 

there is array 
2[ ]CF i ( 0 mi N  ) to describe the 

changing relation between the pitch period of current 

tones and that of previous tone. So according to formula 5 

we have 

 2

0 1
[ ]

[ ] [ 1] 0 m

i
CF i

C i C i i N


 

   
 (7) 

 Assume there is array
3[ ]CF i to describe the changing 

relation between the pitch period of current tones and that 

of the first tone in humming signal fragments. According 

to formula 8 we have 
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 Step 2: Exact the first windowed feature matrix 
1W  of 

the music file. If pitch number of humming signal 

fragments is the same to window length, following 

calculation can be carried out: Set 
1[ ][ ]W i j  as window 

feature matrix and 0 3i  , 0 20j  . 
1[ ][ ]N W l l  

refers to pitch numbers of humming fragments( mN N , 

2 i N  ).  
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Since the people tend to make correct comparison to 

the changing humming of neighbour two tones, the 

corresponding parameter of melody feature in similarity 

calculation will be higher and its value is 0. 6.  

If window length is larger than pitch number of 

humming fragments, it means they are not matched 

completely. So 0similarity  . If window length is 

smaller than pitch number of humming fragments, it 

indicates that this humming fragment is the music 

fragments with two or more than two sentences. This 

situation needs following judging calculation. Extract 

next window of feature matrix 
2W . Set 

1 1[ ][ ]N W l l  as 

the length of the first window and set 
2 2[ ][ ]N W l l  as 

the length of the second window. 
mN  refers to pitch 

number of solved humming signal fragments. If 

1 2 mN N N  , it indicates they are not matched 

completely. Assign value of similarity  as 0. If 

1 2 mN N N  , we have:  
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  (11) 

If 
1 2 mN N N  , we continue to exact feature matrix 

of next window and get window length for comparison. 

According to the results we assign value to similarity  

Step 3: The value of calculated similarity is assigned 

to max S which is used to record the maximized 

similarity of all windows in the whole music file.  

Step 4: Exact feature matrix of next window based on 

order. Similar to the first step, according to the 

comparison between extracted window length and the 

window length of humming fragments, similarity will be 

calculated respectively.  

Step 5:If maxsimilarity S , similarity will be 

assigned to max S . If there still exists feature matrix of 

window which has not been extracted based on sequence, 

return to step 4. If the windowed feature matrixes are all 

extracted, max S is the similarity value of this music file, 

corresponding to the humming signal fragments.  

After all the music files finish calculating their 

corresponding humming fragments, we sort the music 

files according to the size of similarity value. Then, some 

information of music files with the highest similarity is 

returned as retrieval results.  

IV.  EXPERIMENTAL ANALYSIS 

There are 100 pop-song files and their eigenvectors in 

system database. The segments of randomly selected 20 

songs are played by the piano to produce music 

segmentation files. Music files are retrieved through these 

20 music segmentation files and there are 19 music 

segmentation files can be retrieved to corresponding 

music file with 1 wrong music retrieval. It means that 

three returned files don’t exist in the file information of 

this music segmentation. There are totally 10 people 

taking part in this experiment without any training 

females and males. 88 humming fragments are recorded 

by means of singing words in quiet room and each  
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TABLE I.  VALUE OF 
1[ ]SF i  AND 

1[ ]SF i  

1[ ]SF i  
2[ ]SF i  

value 1[2][ ]W i  Range of 
2[ ]CF i  value 1[2][ ]W i  Range of 

2[ ]CF i  

0 0 (10,  ) 0 0 (10,  ) 

5 0  [4,10] 5 0  [4,10] 

10 0 (  , 4) 10 0 (  , 4) 

5 1 (10,  ) 5 1 (10,  ) 

10 1  [4,10] 10 1  [4,10] 

5 1 (  , 4) 5 1 (  , 4) 

0 >1 (10,  ) 0 >1 (10,  ) 

10 >1 (  , -10) 10 >1 (  , -10) 

5 >1  [4,10] 5 >1  [4,10] 

0 >1 (  , 4) 0 >1 (  , 4) 

10 <-1 (10,  ) 10 <-1 (10,  ) 

0 <-1 (  , -10) 0 <-1 (  , -10) 

5 <-1  [4,10] 5 <-1  [4,10] 

0 <-1 (  , 4) 0 <-1 (  , 4) 

 

fragment is among 14-30s. Recording format is 44. 1KHz 

and 16bit quantification. There are totally 192 songs of 

MIDI format of Chinese popular music in music database. 

The system will sort retrieval results from large to small 

based on correlation and return the information of 

previous 10 songs with the highest correlation degree.  

Audio processing needs to extract its attributes 

including non-performing attributes like file name, type, 

coded format and audio features with audio data. During 

extracting, data will be divided into frames. The features 

of each frame’s tone and loudness will be extracted and 

combined. Audio is performed sampling training and 

classification to set up classified catalogues. Non-

performing attribute information and feature information 

of extracted sound are totally stored in feature-oriented 

database. With records in meta-database and media 

association in audio database, users can retrieve audio 

information through their query interface. Users can 

inquire audio information or scan the classified catalogue. 

Towards long-fragment audio, users can begin scanning 

based on content, according to the audio structure. The 

retrieval engine retrieves required information of user 

with similarity instead of accurate match. The similarity 

between query vector and audio vector in the base is 

measured by distance. Each feature will have different 

distance measurement methods so as to be more effective 

in specific application.  

 

Figure 3.  Extracting feature of audio files.  

Pitch of voice can be acquired by mainly local 

maximum amplitude of Fourier spectrum [20] and tone is 

the frequency of maximum amplitude. Frequency will be 

stored in a series of arrays with one dimension to be 

matched. We compare the recognition from different 

perspectives. The first mode is to randomly select half of 

labeled MIDI file as training set, while the other half of 

this file is taken as test set. Note information through 

MIDI can be calculated to get eigenvectors of each 

melodic track. Eigenvectors in training set will be taken 

as input to respectively train these two kinds of 

classification models. After training, the accuracy of test 

classification model in test set will be applied and test 

results will be ecorded. The above process is repeated 10 

times.  

TABLE II.   COMPARISON OF EXTRACTED FEATURE FILES WITH THE 

FILES IN DATABASE 

Feature files Files in database 

7002 5308 

5968 7741 
11774 10652 

11865 13082 
14005 18600 

2386 2991 

6940 6302 
3861 8877 

14118 14207 
11205 10853 

3088 3495 

23599 19978 
9743 6408 

3842 4032 
24289 23921 

9956 10350 

6655 5901 
12991 10193 

5234 6674 
9958 7739 

4848 7009 

12110 14105 

The accuracy rate of these two methods are shown by 

figure 4. From this figure, it is shown that average 

recognition accuracy rate of melodic track feature based 

on this paper’s method is 84. 2%, while average 

recognition accuracy rate based on comparison method is 

71. 3%.  

If those songs with unclear melodies are deleted from 

MIDI files, a new dataset will be acquired. The so-called 

unclear melody refers that some songs don’t have clear 

melody or the song melody can only be combined by 

many melodic tracks. Pop songs don’t usually have this 

melodic format. On this basis, the experiment with the 
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same step of the first part is performed. These two 

methods’ accuracy rate is shown as figure 5. From this 

figure, average recognition accurate rate of melodic track 

based on our method is 91. 7%, while average recognition 

accurate rate of comparison method is 73%.  

 

Figure 4.  Comparison of recognition accuracy.  

 

Figure 5.  Recognition rate in new data set.  

Different from evaluation standards of comparative 

recall ratio and accuracy ratio on file retrieval, the 

evaluation standards of defining humming retrieval 

system is average query success rate and average retrieval 

time. Average query success rate refers to the probability 

to check users’ humming songs appearing in returning 

results’ list. Meanwhile, the sequence of this song in 

result list is checked. If its rank is in the front place, it 

indicates the performance is better. This paper has also 

improved the retrieval algorithm. Thus, under the 

precondition of correct retrieval results, average retrieval 

time will be taken as an evaluation standard. The test 

results are shown as figure 6 and 7.  

From the experiments we can see that no matter users 

adopt humming pattern with lyrics or without lyrics, the 

system can have reasonable retrieval results. Retrieval 

success rates of top ten are all more than 80% and it 

proves the effectiveness of the algorithm in this paper. 

Meanwhile, it is seen that the effect of users’ retrieval 

with lyrics humming is better than that without lyrics. It 

is mainly because users can perform change of tone 

height more correctly when they are humming with lyrics. 

However, if they are humming without lyrics, users are 

not very clear to the change of tone height so as to result 

in lowering retrieval success rate.  

It is also found if the tone height can express melody, 

some songs with high similarity will appear in the 

retrieved results of list. It will cause that targeted songs 

cannot be correctly located. This phenomenon will be 

more and more serous with music database increase. That 

is to say, retrieval accuracy rate will decrease with 

enlarging music database. From figure 8 and 9, retrieval 

accuracy rate of improved algorithm is improved to a 

large extent and it also proves the effectiveness of melody 

matching based on similarity.  
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Figure 6.  Success rate of average search of two humming styles.  
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Figure 7.  Retrieval speed comparison of two methods.  
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Figure 8.   Success rate of average search of two methods with lyrics 

V.  CONCLUSION 

With constant development of network and multi-

media technology, it becomes more and richer to describe 

information with video and audio in network. The 

retrieval needs of networked information are also become 

stronger. However, most current retrieval engine is to 
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retrieve in the whole version and the research of multi-

media retrieval is In its infancy . Music retrieval theories 

based on content at home and overseas develop very fast. 

However, due to high complex algorithm, slow retrieval 

speed and narrow application, the domestic researches are 

lacked. Thus, this paper studies the key technology of 

music retrieval on the basis of similarity match and 

mainly completes the following two jobs. One of them is 

the retrieval algorithm research based on music content. 

The latest music retrieval algorithm based on content is 

performed detailed description and analysis. Unsteady 

length segmentation algorithm based on music fragments 

is mainly analyzed by us. Furthermore, the calculation 

method of accurate matching similarity corresponding to 

music fragment retrieval and that of fuzzy match 

similarity corresponding to humming fragment retrieval 

are proposed. From the experiments, compared to 

traditional music fragment retrieval, the method in this 

paper effectively improves matching result accuracy and 

it achieves good performance on query processing speed. 

This paper’s task is to lay a good foundation of music 

retrieval based on content and it has promoted and 

referential significance for further research.  
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Figure 9.   Success rate of average search of two methods without 
lyrics 
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Abstract—With the advent of 3D scanner, accurate 

segmentation of 3D fruit shape from unorganized point 

clouds has been turned out to be the most challenging task 

in scientists and engineers in reverse engineering. This 

paper herein proposes efficient and robust approach to 

extract pear shape from background. At first, an interactive, 

non-local denoising algorithm is employed to efficient 

denoise the pear scans; Second, geometric properties, 

including normal, variation and curvature, are estimated by 

covariance analysis; Third, a Recursive Region Increment 

(RRI) is proposed to add the geometric similarity points to a 

base set, to generate an ultimate set only including the 

points of pear shape; Forth, point clouds is linearized for 

rapidly rending in the post processing. Finally, segmentation 

algorithm applied on ten range scans of a pear demonstrates 

that our algorithm reduces the number of pear point clouds 

by 88.3%, proves the validity and practicability of this 

method in pear segmentation.  

 

Index Terms—Denoising, Covariance Analysis, 

Segmentation, Linearization, Point Cloud 

 

I. INTRODUCTION 

A. Related Work 

In recent years, with the development of 3D scanning 

technology [1] [2], rich details of the object shape can be 

acquired with dense sampling points (point cloud). Thus, 

3D scanning of real objects has been popularly used for 

information acquisition in various applications. From 

then on, most research has focused on the reconstruction 

of 3D object from point clouds in 3D city modeling [3], 

human face reconstruction [4], architecture reconstruction 

[5], and tree reconstruction [6], so it’s probable to use 

point clouds in fruit reconstruction. 

On the other hand, the mesh representation and image 

processing is still used for digitalization of real fruits [7] , 

even though there is a growing demand for more detailed 

and real models in agriculture. So in recent years, G. W. 

Kim [8] has begun to set about the actual apple model 

through finite element method (FEM) simulation, but it 

takes a long time to render highly detailed meshes with 

more artifacts. To overcome this drawback, new 

processing methods must be presented to preprocess, 

reconstruct and render these highly complex geometric 

bodies. Thus in 2009, 3D scanner has been first adopted 

to acquire 3D digital primitives—rending primitives of 

irregular shaped food by Uyar R [9]. In contrast to the 

mesh representation, due to not requiring connectivity 

information for describing topological relations between 

vertices, point images can provide relatively fast 

visualization of huge 3D models and make it more 

realistic to obtain accurate results from simulation. So it’s 

necessary to reconstruct pear shape from point clouds. 

From above analysis, we discover that construction of 

pear shape from point cloud is more important, but the 

research on it is not intense. The main reasons are that, in 

those applications, the points can be obtained without any 

background; while the pears are often grown on trees 

with leaves, trunks and branches, so the pear point clouds 

are unorganized, noised and mixed, which makes it 

hardly used for pear shape reconstruction in agriculture. 

As a result, denoising and accurate pear shape 

segmentation becomes an important topic in pear shape 
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reconstruction, and they must be done before classical 

process.  

The current classic denoising algorithms are divided 

into the following four main categories: partial 

differential equation (PDE) [10], spectrum technology 

[11], statistical techniques [12] and bilateral filtering 

algorithm [13]. These algorithms are possible to achieve 

highly conformal effect but have low efficiency, large 

computation and can’t fit for different parts of pear shape. 

So, it’s necessary to present an efficient denoising 

algorithm for the different parts of pear. The current 

segmentation methods mainly focused on building 

features [3], characteristic edges [17], valley-ridge [18] or 

curve skeleton [19]. All these state-of-the-arts can only 

segment a specific geometric shape, but can’t be used for 

segmentation of the random pear shape in our task, so the 

previous methods will not be feasible. 

B. Contributions and Outline 

In this paper, an interactive testing algorithm is 

extended for efficient denoising of different parts of pear; 

Covariance analysis is employed for estimation of pear 

geometric feature; Recursive Region Increment (RRI) 

process is proposed for extracting random pear points 

from massive point cloud; Linearization is used for 

efficient storage, rendering and out-of-core 

representation.  

This paper is organized as follows. Section 2 describes 

the proposed algorithm; Section 3 presents simulation 

results of the presented algorithm on the pear shape; 

Section 4 concludes this paper and discusses future works 

which will make this work more perfect.  

II. PROPOSED ALGORITHM  

Point clouds from laser scanners are a set of spatial 

points in a three dimensional Cartesian coordinate system 

as in (1) 

                          (1) 

It’s really unorganized 3D points set and there’s no 

topological relationship among them. The extraction is a 

process of segmenting the geometric-similarity points 

from original point clouds and the extracted subset is 

geometrical significance points set, each set is a piece of 

complete pear scan. 

In this work, a four-step algorithm is presented to 

segment pear shape from unorganized point clouds. At 

first, the denoising process is employed to preprocess 

unorganized point clouds; Second, the classical methods 

covariance analysis are employed to estimate the normals, 

variance, curvature and tangent vector of each point; 

Third, starting from a seed point, an segmentation 

algorithm is presented to extract ultimate purely pear 

points set from leaves and background by searching 

surrounding points recursively until encountering the 

border of leaves and fruit, in each iterative step, the 

estimated features are used to evaluate geometric 

similarity of two points; Fourth, extracted points are 

organized into a linear memory structure for more 

quickly access. The pipeline of this step is shown in Fig. 

1. 

A. Denoising Process 

Denoising is a key task in point clouds processing, and 

many classic algorithms has been presented by now. 

Early method is summarized as the following four 

categories: The first category is partial differential 

equation (PDE) [10] that can extend curvature flow to the 

denoising process later. The second category is spectrum 

technology proposed by Pauly et al. [11], which create a 

spectral decomposition for point cloud, and deal with the 

noise by handling spectrum coefficient. The third 

category is based on statistical data analysis framework 

presented by Pauly et al. [12]. The last category is to 

extend the famous image bilateral filtering algorithm to 

mesh model for non-local neighborhood denoising [13] 

by calculating a local radial basis function (RBF) 

approximation. These algorithms have low efficiency and 

large amount of calculation, thought it is possible to 

achieve highly conformal effect.  

 

Figure 1.  Pipeline of extraction algorithm for pear. 

In this paper, based on interactive testing proposed by 

Weyrich et al [14], outliers on pear point clouds are 

divided into 2 types by heuristic, user-specified method. 

Type 1 is the point clouds of the surfaces around pear 

head and stem, which appear rich local details and 

smooth surface. For these surfaces, global similarity is 

first measured by weighted average of similar points 

within neighborhood [15], and then the smallest 

enclosing ball approach is adopted to denoise local rich 

details [14]. Type 2 is the point clouds of the pear side 

surfaces, which appear smooth surface and boundary 

characteristics. For these surfaces, outliers are classified 

by taking weighted average of similar points within 

neighborhood as measurement of nearest neighbor 

interaction [15], then mean-shift iterations is employed 

for denoising by drifting each sample point to the local 

maximum of density function based on selection of 

different surface fitting and kernel function. By applying 

non-local denoising method, the process of local 

approximation is omitted, estimation speed is more rapid, 

and finally the denoising process is implemented speedily 

without filtering, as shown in Fig. 2. 
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Based on the statistical weights and nonlocal similar 

measurements of mean-shift, the follow-up estimation of 

all geometry properties will be more precise.  

B. Estimation of Geometric Properties 

Geometric properties estimation is a key step and 

important foundation for extracting pear shape. By now, 

each point has only two properties: position and initial 

normals. On the other hand, edges and surfaces of pear 

scans can be considered as curves and curved surface 

respectively, while leaves consist of a lot of singular and 

uneven points, which results in great variance on 

properties of leaves’ points. So, more geometric features, 

including precise normals, variance and curvature, should 

be estimated by the covariance analysis due to its merit in 

finding geometric features without losing much 

information [16]. 

 
Figure 2.  Denoising of pear side face point cloud. 

 

Figure 3.  Pipeline of extracting pear point set from all point 
cloud. 

A unit normals, in this paper, can be considered as 

point on a unit sphere, and point normals    (i=0,...,m−1) 

can be expressed by its angles   ＝       , θ∈ [0, π],φ

∈(−π, π]).  

First, the mean normal n is computed by weighted 

average on spheres based on least squares minimization 

that reflects spherical distances. The second step is 

calculation of the covariance matrix. Covariance is 

usually measured in two dimensions, whereas we have a 

set of 3-dimensional points   , so, 9 covariance values 

need to be calculated and put in a 3*3 covariance matrix 

M in (2) [16]. 

             
             (2) 

where, p is the center of points   . 

The third step is calculation of the eigenvalue    and 

corresponding eigenvector             of matrix M in 

(3). 

     ＝                 (3) 

In keeping the standardization, all eigenvectors are 

scaled to unit vectors in (4). 

     ＝          (4) 

The eigen analysis gives us the variances of the 

Gaussian distribution. Estimated normals n at p is the 

unitized eigenvector of   , associated with the smallest 

eigenvalue   , and surface variance    of the points set 

is given in (5) 

    ＝                  (5) 

where   indicates the sum of square distance from all 

points    to the local plane,          is the sum of 

square distance from all points    to the barycenter p. So 

the surface variance reflects the deviation degree of the 

points to the tangent plane of the points. In the flat region, 

the points with small    are close to same plane, while in 

the rough region, the points with large    are disperse, 

thus    is a good approximation of the curvature at p. So 

far, each point has three estimated properties, they are 

position p, normals    and variance (curvature)    , 

which will be used to extract pear in the following step. 

C. Segmentation of Pear Point Set 

Recently, research on the extraction of characteristic 

has become more and more popular, region growing 

algorithm was usually applied to extracting building 

features [3]; Philippe Marin et al [17] proposed a method 

for the extraction of characteristic edges detected with a 

prior parabolic fitting; Xu-fang Pang [18] et al proposed a 

robust algorithm for valley-ridge extraction from point set; 

Jun-jie Cao [19] et al presented an algorithm for curve 

skeleton extraction via Laplacian-based contraction 

particularly from point clouds; All these extraction 

methods have extracted a specific geometric shape. While 

in our task, the fruit shape is random, so the previous 

methods will not be feasible. 

Our segmentation method is a Recursive Region 

Increment (RRI) process, which takes variation    and 

dot product of normals    as the segmentation parameter, 

stack S as temporary memory and the spatial point set C 

as the ultimate points. The extraction algorithm starts 

from a seed point   , which is selected from pear scans 
     initialized by        . Then    is added to C to 

form a new set and pushed to the stack S, set        . 

When the stack is not empty, repeat the follow three-step: 

(1) Pop a point    from stack S; 

(2) Seek the 8-connected neighbor point    (i=1, 2…8) 

around    in xyz directions by calculating the Euclidean 
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Figure 4.  Linearization of hierarchical structure. 

TABLE I.  PARAMETERS OF PEAR SCANS 

items 

scans 

X extent 

(min,max)/mm 

Y extent 

(min,max)/mm 

Z extent 

(min,max)/mm 

size 

(x*y*z)/mm 
Num of points 

Bottom1 (-32.46,62.78) (-110.23,74.11) (-84.2,75.13) 95.24*184.34*159.33 175583 
Bottom2 (-31.93,63.23) (-109.26,73.4) (-85.02,73.16) 95.16*182.66*158.18 171982 

Top1 (-33.34,62.14) (-111.4,71.51) (-83.67,74.19) 95.48*182.91*157.86 184350 

Top2 (-34.27,62.18) (-110.2,72.63) (-82.31,75.15) 96.45*182.91*157.46 184319 
Side1 (-33.81,63.56) (-109.6,73.14) (-83.58,73.41) 97.37*182.74*156.99 190024 

Side2 (-35.5,63.62) (-111.21,72.34) (-84.14,74.57) 99.12*183.55*158.71 196543 

Side3 (-35.28,62.74) (-110.2,74.14) (-85.32,75.7) 98.02*184.34*161.2 188572 
Side4 (-32.34,63.25) (-109.98,71.88) (-82.35, 74.65) 94.59*181.86*157 190631 

Side5 (-34.23,62.46) (-111.2,73.26) (-83.1, 73.89) 96.69*184.46*156.99 191778 

Side6 (-33.54,63.28) (-109.17,72.21) (-82.4,74.13) 96.82*181.38*156.53 191253 

 

distance between    and the 8-connected points, 

with        . 

(3) For each  , the dot product of normals     
             and surface variance difference         

are used as geometric similarity         of all leaves 

and the pear. When the dot product satisfies         
   , points    are on the same surface with    . 

        is another similar criteria of surface: lower 

difference value means    on the surface of pear; while 

higher difference value means    on leaves, so when 

             , the point    can be treated as the 

edge of fruit and leaves. When geometric similarity 

        are satisfied and        , push    to stack 

S, set          and store    to C, else, return to step 

(3) for next   .  

This three-step iteration will stop until stack S is empty, 

as shown in Fig. 3. 

D. Linearization of Hierarchical Structure 

Any spatial point representation, such as octrees or k-d 

trees [21] can be converted into a linear memory array 

and stored on disk. 

In this paper, spatial structure will first be organized 

into linear structure for efficient storage and rendering, 

then an out-of-core representation would be obtained by 

mapping this linear memory file to disk, which allows our 

program to access array points directly by virtual memory 

(VM) manager that automatically decides which parts of 

the file should be loaded into main memory by 

demanding paging. Thus, all LOD points are 

lexicographically reordered respective to a layer number 

and a spatial ordering index, as illustrated in Fig. 4 [20]. 

III. SIMULATION RESULTS 

The point clouds of pear and leaves are scanned from 

10 different angles by 3D Camega PCP-400, 2 range 

scans are bottom, 2 scans are top and 6 scans are side 

faces. These faces were managed by an array owned 10 

elements in (6) 

                                            (6) 

The original pear scans are shown in Fig. 5, those parts 

circled by red color is “pure” pear faces. 

JOURNAL OF MULTIMEDIA, VOL. 8, NO. 4, AUGUST 2013 397

© 2013 ACADEMY PUBLISHER



 

Figure 5.  The original point clouds of pear. 

 

Figure 6.  The denoised point clouds of pear. 

The spatial resolution of point clouds is 0.03mm, and 

parameters of scans are shown in table1. 

 
(a) Geometric features of bottom1 

 
(b) Geometric features of side1 

Figure 7.  Estimated geometric features of pear 

A. Denoising 

At first, pear point cloud is denoised by the flowchart 

in Fig. 2 based on the programming in VC, point clouds 

in Fig. 5 (a) - Fig. 5(b) are dealt with methods proposed 

by Ref. [15], point clouds in Fig. 5(e)- Fig. 5(j) are dealt 

with mean-shift iterative methods proposed by Ref. [15], 

the denoised result is shown in Fig. 6. 

After denoising, the point number of pear(10) is 

changed into the following list: {168427, 164826, 177194, 

177163, 182868, 189387, 181416, 183475, 184622, 

184097}.  

B. Estimation Result of Geometric Properties 

Then, every point is normalized by       , normal 

and curvature of every point is estimated by covariance 

398 JOURNAL OF MULTIMEDIA, VOL. 8, NO. 4, AUGUST 2013

© 2013 ACADEMY PUBLISHER



TABLE II.  CONTRAST ON POINTS NUMBER OF PEAR SCANS BEFORE AND AFTER SEGMENTATION 

scans Bottom1 Bottom2 Top1 Top2 Side1 Side2 Side3 Side4 Side5 Side6 

un-extracted  175583 171982 184350 184319 190024 196543 188572 190631 191778 191253 
extracted  11186 7585 19953 19922 25627 32146 24175 26234 27381 26856 

decrement rate /% 93.6 95.6 89.2 89.2 86.5 83.6 87.2 86.2 85.7 86 

 

analysis. These estimated features of bottom1 and side1 

of pear are shown in Fig. 7 respectively. 

Fig. 7 gives part of the estimation results of geometric 

properties only in the form of text file. Among them, the 

content between facet and end-facet is the attributes of a 

point; The three values behind the facet-normal are the 

estimated normal vector of the current point; The content 

between outer-loop and end-loop is the center of neighbor 

points and surface information, in which, the three values 

at the back of vertex are the center of neighbor points and 

the three values behind f are the point surface change rate 

along three dimensions. 

C. Extraction Result of Pear 

Next, based on the extraction parameters in sec II.C, 

the pear surfaces are final segmented from leaves, the 

ultimate segmented pear range scans are shown in Fig. 8. 

 

Figure 8.  The extracted pear scans 

D. Comparison 

After extraction, the number of points is markedly 

reduced; the contrast on number between un-segmented 

and segmented of all pear scans is presented in table 2. 

Analysis of data from table 2 shows that, point number 

of segmented pear scans is decreased by 88.3% on 

average than those of un- segmented. This is a down of 

larger proportion, due to the larger proportion of leaf and 

branch in point clouds, so the number of points decreases 

obviously after segmentation. 

IV. CONCLUSION AND FUTURE WORK 

In this paper, an efficient strategy is proposed to 

segmenting pear from unorganized background. An 

interactive, non-local and mean-shift based denoising 

algorithm is employed for efficiently removing the 

outliers; covariance analysis is presented for precise 

estimation of geometric features; a Recursive Region 

Increment (RRI) process is proposed to segment pear 

shape from background speedily, in sharp contrast to the 

traditional cluster methods, those points outside the 

bounding needn’t to be processed, which minimizes the 

number of processed points and makes the segmentation 

process rapidly. Additionally, spatial structure of points 

was linearized for the efficient access. The algorithm has 

reduced the calculation complexity, speed up the 

extraction process while remaining details of pear shape, 

reduce the number of points by 88.3%, and can be 

extended to segmentation of other fruits shape with 

smooth surface. Even though, this work is only suitable 

for segmenting continuous smooth surface, and can’t be 

used for coarse surface. 
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Abstract—As an important part of artificial intelligence and 

pattern recognition, facial expression recognition has drawn 

much attention recently and numerous methods have been 

proposed. Feature extraction is the most important part 

which directly affects the final recognition results. 

Independent component analysis (ICA) is a subspace 

analysis method, which is also a novel statistical technique 

in signal processing and machine learning that aims at 

finding linear projections of the data that maximize their 

mutual independence. In this paper, we introduce the basic 

theory of ICA algorithm in detail and then present the 

process of facial expression recognition based on ICA model. 

Finally, we use PCA and ICA algorithm to extract facial 

features, and then SVM classifier is used for facial 

expression recognition. Experimental results show ICA is a 

real effective facial expression recognition method and the 

recognition rate based on ICA is greater than based on PCA 

and 2DPCA.  

 

Index Terms—Artificial Intelligence; Pattern Recognition; 

Facial Expression Recognition; Independent Component 

Analysis; PCA; SVM 

 

I. INTRODUCTION 

Facial expression recognition is short for computer 

Automatic Facial Expression Recognition is an important 

part of the artificial psychology theory and computer 

vision research. It refers to the feature extraction of facial 

expressions using the computer to be understood, 

according to human cognition and ways of thinking, 

classified, and then analyzes the discriminant emotions, 

such as disgust, surprise, anger, fear, happy, sad and so 

on. With the rapid development of computer vision 

technology, facial expression recognition has also been 

obtained more and more attention, and there are a lot of 

applications such as human-computer interaction, 

cognitive science and psychology and so on [1-3].  

After decades of continuous research and development, 

facial expression recognition technology has achieved 

very important achievements. Face detection, expression 

feature extraction, facial expression classification and 

other aspects have a lot of mature and effective 

algorithms. And they have promoted related disciplines to 

be rapid development. However, we still see that the field 

still has a lot of problems to be solved. While humans 

have a strong ability to identify facial expressions, but the 

computer achieve quite easy. The main reason is because: 

First, the human face is a flexible body rather than rigid, 

hard to facial muscle movement to establish a consistent 

expression model. Different people different because of 

age, race, face and facial features, showing the same kind 

of expression, there will be a considerable difference. 

This increased the difficulty of expression modeling. 

Secondly, the expression of the face is a dynamic process, 

before and after a great deal of relevance in the process. 

If only extract the expression of a particular time for 

facial expression recognition, it will lose a lot of 

information. Finally, expression feature extraction is very 

difficult because of a wide variety of facial expressions 

and subtle changes in complex.  

Facial expression recognition is an attractive field 

which is related to image processing, pattern recognition, 

movement tracking, physiology, psychology and so on. 

The facial expression recognition system mainly contains 

three parts: face detection, feature extraction and 

classification. Among them, feature extraction is the most 

important part which directly affects the final recognition 

results [4-5]. Therefore, expression feature extraction is a 

key step for facial expression recognition. Early facial 

feature research is mainly based on the geometric features 

[6]. The basic idea is to use a number of feature points of 

the person's face, the relative position and the relative 

distance, and then supplemented with the shape 

information of the face contour. But its biggest drawback 

is the recognition accuracy is totally dependent on the 

extraction of geometric features, these geometric features 

extraction are very sensitive to changes in illumination, 

facial expression, gesture, so stability is not high, low 

recognition rate. Recently, many extraction methods are 

proposed which are based on statistical characteristics. 

For example, template matching method [7] which trains 

these face images in the database as a template, the 

experimental results show that the performance is 

significantly superior to the method based on the 

geometric characteristics.  

In face analysis, the dimension of the face image is 

usually very high, but the distribution of the face image in 

such a high dimensional space is nosebleed. Therefore, 

the high dimension is not conducive to the category, 
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what’s more, on the degree of complexity in the 

calculation is also very and very large. In order to reduce 

the dimension and extract facial feature, Kirby et al. 

firstly used the subspace analysis method to realize face 

recognition [8], this method had been obtained greater 

success and this subspace analysis method is widely used 

in recent years. This method then has aroused more and 

more attention, and thus become one of the mainstream 

methods of face recognition. The main idea of subspace 

analysis method is based on certain performance targets 

to find a linear or non-linear space transform, the original 

signal data compression to a low-dimensional subspace 

and then to obtain the more compact distribution of the 

data in the subspace, which can describe a means of 

describing data subspace and reduce computational 

complexity. Recently, these subspace analysis methods 

used for facial feature extraction including as following: 

principal component analysis (PCA) [8-9], independent 

component analysis (ICA) [10], linear discriminant 

analysis (LDA) [11-12], and non-negative matrix 

factorization (NMF).  

In this paper, we mainly study the facial expression 

recognition method based on independent component 

analysis, this is a subspace analysis method. Independent 

meta-analysis of statistics based on all bands in the 

solution on principal component analysis and linear 

discriminant analysis. ICA is as a novel statistical 

technique in signal processing and machine learning that 

aims at finding linear projections of the data that 

maximize their mutual independence. Firstly, we 

introduce the basic theory of ICA algorithm in detail and 

then present the process of facial expression recognition 

based on ICA model. Finally, we use PCA, 2DPCA and 

ICA algorithm to implement facial expression recognition. 

Experimental results show ICA is a very effective facial 

expression recognition method and the recognition rate 

based on ICA is higher than that of based on PCA and 

2DPCA. 

II. EXPRESSION FEATURE EXTRACTION 

Facial expression recognition is to analysis a particular 

state for these given expression from facial images and 

video sequences, and to determine the objects’ 

psychological and emotional state. Facial expression 

recognition includes the following steps: image 

acquisition, image preprocessing, face detection, facial 

feature extraction, classification and recognition. Fig. 1 

shows facial expression recognition system diagram. 

For the nature of image processing, feature extraction 

methods can be divided into two categories expression: 

expression based on a static image feature extraction and 

dynamic expression video sequences based feature 

extraction. The former deals with single-frame still face 

images, the image reflects the general requirements in the 

expression or greatly exaggerated the state, making the 

extraction of features more typical expression of such 

methods include principal component analysis, singular 

value decomposition and wavelet-based methods. The 

latter method is used for extracting the characteristic 

changing process of facial expression.  

PCA and 2DPCA, which are also subspace analysis 

method. PCA is one of widely applied technologies, 

which has been used in image compression and facial 

feature extraction. The goal of PCA is to decrease the 

high dimensional data space into low dimensional feature 

space. But in face recognition based on PCA, it needs to 

transform 2D image into 1D image, in order to overcome 

the flaw, two-dimensional principal component analysis 

(2DPCA) is proposed to rebuilt image and feature 

extraction. 2DPCA is based on the image matrix, it does 

not transform 2D image into 1D image, so it is very 

simple and more straightforward applied for features 

extraction. Therefore, we first introduce these two 

common feature extraction methods. 
Image 

acquisition

Image 
preprocessing

Face 
detection

Feature 
extraction

Classification

Expression 
recognition  

Figure 1.  Facial expression recognition system diagram 

A. Principal Component Analysis (PCA) 

The main idea of PCA is originated from the K-L 

transform theory, and it is to look for an optimal set of 

unit which is orthogonal vector-based linear 

transformation, and with a linear combination of them to 

reconstruct the original sampling set, to minimize the 

error between the reconstructed samples and the original 

samples. PCA is the solution of the eigenvalue problem 

to obtain the diagonal covariance matrix: 

    
 

 
                 

    (1) 

         (2) 

where   is the total number of samples,    represents the 

mean sample form all sampling set. Calculating the 

eigenvalues and eigenvectors of the covariance matrix, so 

we can use the low-dimensional subspace projection 

coefficients to describe the original data: 

       
 
    (3) 

where   is the number of the first largest eigenvalues. 

This feature extraction method based on PCA is proposed 

by Kirby et al to use for face recognition. Latter, Turk et 

al. proposed Eigenfaces method for the front of the face 

recognition. The idea of Eigenfaces is obtained 

eigenvectors by PCA, the image of any given face can be 

approximated as a linear combination of the face images 

of the group characteristics, a combination of the 
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coefficients will be as face eigenvectors. Original 

Eigenfaces method is based on Euclidean distance nearest 

center classifier. 

With many applications, there are many recognition 

methods based on PCA and other subspace methods. 

Pentland et al. used each perspective for local principal 

component analysis to achieve the multi-view face 

recognition. Some researchers used the characteristics of 

the two main decomposition orthogonal subspace to 

propose Bayesian framework based on principal 

component analysis. The selected main priority of 

Principal component analysis is usually to determine the 

corresponding eigenvalue according to the size, the 

eigenvalue is more bigger and it has the higher priority. 

But on the face recognition, how to choose the number of 

the main element is the best, the commonly used standard 

in two ways:  

(1) When the corresponding eigenvalue and the largest 

eigenvalue compared to less than a certain value, to 

abandon it;  

(2) To select eigenvalues and with the total of the 

characteristic value and the ratio is greater than or equal 

to 0.9. 

Given a     face image, to transform the face 

image to a column vector firstly, then the dimension of 

the vector is      . The mage matrix transforms to 

vector representation as Fig. 2. Thus,   will be the 

dimension of the face image, which is also the number of 

dimension of the image space. Let us assume that there 

are   vectors of size   representing an image training set, 

each image is represented as: 

                               (4) 

The sampling set is mean centered by subtracting the 

mean image from each image vector. So, mean image   is 

represented as followings: 

     
 

 
   

 
     (5) 

Each mean centered image is computed by following 

equation: 

            (6) 

Then, we need to find a transform matrix which has the 

largest projection from high dimension data to low 

dimension onto the vector   . Then to obtain   

orthonormal vector   , this vector must meet as following: 

     
 

 
    

    
  

     (7) 

 

Figure 2.  Image matrix transforms to vector representation. 

These orthonormal vectors are constrained as: 

    
         (8) 

In the above equation,    and    represent the 

eigenvectors and the eigenvalues of the covariance matrix 

respectively, the covariance matrix is computed as: 

           (9) 

where      . So, the size of the covariance matrix   

is    , and it could be a high dimension matrix. For 

example, there is an image and its size is      , then it 

can create the covariance matrix of size          . In 

solving this question, it is not reasonable to compute the 

eigenvectors of the covariance matrix directly. A new 

method is proposed to solve for the eigenvectors of the 

covariance matrix, we can obtain the eigenvalues and the 

eigenvectors of the matrix    . To assume    and    

represent the eigenvectors and the eigenvalues of the 

matrix    resprectively, they meet the following 

equation: 

                (10) 

Transform the above equation: 

                      (11) 

B. 2DPCA 

In the face representation technology based on PCA, 

we need to transform the 2D face image matrices into 1D 

image vectors. The size of the input image vector is 

always very big and it is into very high dimension vector 

space. So, there is very difficult to compute the 

covariance matrix much accurately, which is due to its 

big size and the relatively small number of training 

samples. To overcome the flaws, a new method based on 

two-dimensional principal component analysis (2DPCA) 

is proposed for image texture representation and feature 

extraction. 2DPCA is different to original PCA, which is 

based on 2D matrices yet PCA is based on 1D vectors. 

What’s more, the original face images do not need to be 

previously transformed into an image vector. By contrast, 

2DPCA can compute under the original image, and the 

covariance matrix of the training set can be built directly. 

2DPCA consists of two advantages over original PCA 

method: 

(1) 2DPCA is easier to evaluate the accuracy of the 

covariance matrix.  

(2) 2DPCA can save some time not to transform 2D 

image into an image vector. So it has been widely applied 

rang from many fields.  

Given a     face image, we firstly compute the 

mean image: 

        
 
     (12) 

where    represents each face image from sampling set, 

and it is the 2D image matrix. So, the size of    is    . 

Computing the covariance matrix: 

   
 

 
                 (13) 
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According to the threshold  , we select the firstly   

largest eigenvalues and these related eigenvectors. We 

note   to be the matrix as the corresponding eigenvectors. 

The matrix   can be used for feature extraction. For 

example, an unknown image projection feature is 

obtained: 

           (14) 

where    is the projection of   . So we can obtain the 

principal component by using the projection technology. 

According to the above equation, all projection images 

are obtained by projection as              . 

III. INDEPENDENT PRINCIPAL COMPONENT ANALYSIS  

A. The Definition of Independent Component Analysis 

Given n observed signals             , assumed 

each observed signal includes a linear mixed combination 

with statistically independent source signals      

       . That is represented as following: 

        (15) 

where                represents the observed signal 

matrix,                is source signals matrix, and   

is a mixed matrix. The equation (15) represents a basic 

ICA model, and it describes the observed signals by 

means to be mixed by the independent component. As we 

all know, the independent component    can’t be direct to 

obtain. What’s more, the mixed matrix is also known, and 

the only known is the observed signals 

              . Therefore, the task of ICA is to 

estimate the mixed matrix   and independent component 

   in the case of the observed signal only to be known.  

Because the mixing matrix   is unknown, source 

signals can’t be obtained directly from observed signals. 

We can obtain a separation matrix   by separating the 

dependent component from mixed signals, and then we 

can obtain as following:      . The equation requires 

that    is a good approximation of the true source signals 

 . If the separation matrix   is obtained, so the mixed 

matrix   will be obtained by computing the inverse 

matrix of  .  

Premise without any prior knowledge, these results are 

certainly not unique to decompose observed signals into 

multiple mutually statistically independent components. 

So we want to add some constraints, the results are as 

close as possible to our expectations. Hyvarine [13] 

proposed three hypotheses to solve the above question. 

There hypotheses are as following: Between the 

respective components of the source signals are 

statistically independent; the components of the source 

signal must be non-Gaussian signal can only have a 

Gaussian signal; the number of components of the source 

signal is not more than the number of observed signal 

component, so the mixed matrix is inverse matrix or full 

column rank mixing matrix, and n observed signal can 

decompose up to the n source signal components. To 

satisfy the above three putative ICA model can be 

estimated. Among them, the first assumption is to solve 

the problem of independent component analysis, although 

this assumption looks very strict, but under normal 

circumstances would be able to meet. Because most cases, 

the source signals are sent by different physical systems, 

generally are able to satisfy the conditions of statistical 

independence. It is also for this reason, independent 

component analysis in order to have a wide range in 

many areas. For the second assumption, we know that the 

Gaussian distribution is completely symmetrical, and the 

linear combination of Gaussian distribution is still 

comply with the Gaussian distribution, so there are two or 

more components when the source signals obey the 

Gaussian distribution, the independent component 

analysis It is impossible to achieve. The third is assumed 

to be in order to ensure the quantity of the observed 

signal than the number of source signals, and under 

normal circumstances, the mixing matrix   is assumed to 

remain unchanged. In most practical applications, these 

three are assumed to be able to satisfy. 

According to above analysis, there is a certain degree 

of uncertainty by above method to estimate independent 

component. Firstly , can’t be determined independent 

component of variance (energy), that use the ICA 

estimated independent component is only true source best 

approximation of the signal, and between them there may 

be some kind of variable proportion, that is independent 

component may be estimated from its corresponding 

source signal is multiplied by the weighting coefficients 

derived results. Second, by the estimated independent 

component, we can’t determine the order in which they 

are. This is because the   and   are unknown. However, 

this uncertainty in most cases on the order is irrelevant.  

B. Independent Component Analysis Independence 

Criterion 

For independent component analysis model, the 

observed signal consists of a linear mixed signal of a 

number of independent sources, and the observed signal 

is closer to a Gaussian distribution, or more the former 

than the latter Gaussian. So we can put the separation 

results of non-Gaussian as a metric, which is used to 

detect the statistical independence between the separation 

results. When the non-Gaussian for the separation results 

are very strongest, it indicates that they have the most 

strongest statistically independence. Entropy is a 

fundamental concept in information theory, and it is a 

measure of the signal randomness.  

To a random variable   with the probability density 

function:     , the entropy can be defined as:  

                        (16) 

By the information theory of knowledge, we can know 

all random variables have the same variance, variable 

Gaussian distribution with maximum entropy. In the base 

of entropy, the negative entropy can be defined as 

following:  

                       (17) 

where        and   are with the same covariance 

Gaussian random variable. From entropy characteristics 

described above, we can easily deduce that the negative 

JOURNAL OF MULTIMEDIA, VOL. 8, NO. 4, AUGUST 2013 405

© 2013 ACADEMY PUBLISHER



entropy of the variable is always non-negative. When and 

only when the variable obeys Gaussian distribution, 

      . The value of      has larger value what 

indicates the stronger of non-Gaussian quality, so it is 

more and more far away Gaussian distribution. Therefore, 

we can also use the negative entropy as an important 

indicator of the measure of non-Gaussian random 

variable.  

The big advantage of the negative entropy as a 

measure of non-Gaussian is that it has a rigorous 

statistical theory background. Therefore, the negative 

entropy is a measure of non-Gaussian optimal measure. 

However, we can be seen to calculate negative entropy 

according to the probability density function of the 

random variables by definition, which will increase 

computational complexity. Generally, we use 

approximated method to calculate the negative entropy.  

The second method is mutual information 

minimization criterion. Mutual information is an 

important concept in information theory. It is an 

important indicator of the measure of the independence of 

the independent component analysis separation results. 

To a   dimensional random variable              , 
whose mutual information is defined as: 

                   
     (18) 

where      is the differential entropy. According to 

knowledge of information theory,      is non-negative. 

When the random components are statistical 

independence of each other,       . Therefore, mutual 

information can be used as an important measurement 

criterion to distinguish signal statistical independence. 

When the mutual information between signals obtains the 

minimum value, we can think that these signals are 

statistically independent.  

Mutual information has an important property, so the 

following equation can be described for reversible linear 

transformation: 

                                         

 (19)  

By the definition of the negative entropy, and assume 

that the components    are linear irrelevant each other. 

Then we can obtain: 

                          (20) 

where   is constant independent of  . The above 

equation describes the relationship between entropy and 

mutual information. The negative entropy is obtained the 

largest value, we consider that these signals are 

statistically independent. That mutual information 

reaches the minimum that negative entropy is to obtain 

maximum value.  

The third method is maximum Likelihood criterion. 

Maximum likelihood estimation is common method to 

describe independent component analysis. Based on 

independent component analysis model     , The 

observed signal   is obtained by mixing the source signal 

 , and the mixed matrix is  . Therefore, the likelihood 

function of observed signal is defined as: 

                                     
               (21) 

where       is the estimated value of the observed signal 

  with the probability density function     .      is a 

function related with the matrix  . When      , log 

likelihood function is as following: 

       
 

 
            

                 (22) 

where   is the number of observed sample which obey 

independent and identically distributed variables. We can 

find that maximize the likelihood function to obtain the 

best estimate of the separation matrix   form. Then we 

can obtain the best estimate of independent source  . 

From the perspective of information theory, maximum 

likelihood estimation criterion essentially mutual 

information minimization criterion is consistent.  

IV. PROPOSED SCHEME 

A. ICA Facial Expression Model 

According to the aforementioned ICA model, we can 

obtain: 

            
 
     (17) 

where                is observed signals,   
             is the matrix which consists of unknown 

signal source, and               is     matrix. 

When meet the blind separation problem under solvable 

conditions, the separation matrix is obtained to meet 

     and   is independent of each other as far as 

possible.  

Each expression image is expanded to become a one-

dimensional column vector, and we use    to represent 

the related vector of the i-th image. A training set of   

expression images is described as:               . 

And assume   vectors consist of   independent basis 

vectors               . According to the equation 

(17), then we know     . 

Then compute the separation matrix  , so output is as 

following: 

            (23) 

         (24) 

where               .   is the estimation of 

statistical independent base vector, and each row 

represents a statistically independent basis vectors. The 

expression vector of the image to be identified is then 

projected onto the subspace, i.e. the linear combination of 

the set of base vectors to represent. Let   be identified 

expression image vector, then: 

                     (25) 

where            represent   basis vector, and 

           are projection coefficients. Then to choose 

SVM classifier to obtain recognition results. 

B. SVM Classifier 

Support vector machines (Support Vector Machine, 

SVM) Vapnik et al [14] first proposed in 1995, SVM 
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classifier is a strong generalization ability, especially in 

the optimization of the small sample size problem, multi-

linear, non-linear and high dimensional pattern 

recognition problems demonstrate the unique advantage. 

It can be well applied to the function fitting model 

predictions other machine learning problem. VC theory 

SVM method is based on statistical learning theory and 

based on structural risk minimization principle above, 

through limited training sample information to seek the 

best compromise between the model complexity and 

generalization of learning ability, expect most good 

generalization ability. 

The main idea of SVM is: non-linear sub-sample set, 

the first sample after the nonlinear transformation 

projection to a high space to find an optimal classification 

hyper-plane in high space, making the best classification 

results. It has a sample data set: 

                                 (26) 

Compute a nonlinear transformation        to the 

sample data    : 

   
              

               
   (27) 

Converse the above equation as following: 

       
                   (28) 

Assume that two kinds of optimal separating surface 

equation is: 

    
         (29) 

Therefore, the interval between the two categories can 

be expressed as: 

                   
   

   
            

   

   
 (30) 

So this time   should satisfy such that: 

           
 

    
 

 

   
    

  (31) 

To obtain the maximum value, we use quadratic 

programming to solve the optimization problem: 

             
 

 
       (32) 

The formula’s constraint condition is     
       

          . Because the above equation solving linear 

inseparable problems, then we construct the Lagrangian 

constraints to solve the minimum question:  

      
 

 
        

 
     (33) 

where   classifier error. Then we can obtain: 

           
 
     (34) 

Decision-making function is as following: 

              
       

      (35) 

In high-dimensional data transformation kernel 

function to solve the non-linear data conversion issues, 

kernel function method is rewrite the decision function in 

the above equation to be obtained as following: 

                      
      (36) 

We do not need to find a mapping function from low-

dimensional to high-dimensional data mapping, only need 

to know the output can be converted. 

For the common linear inseparable, SVM can take 

advantage of the known nuclear function mapping low-

dimensional data from low-dimensional to high-

dimensional space, and can be constructed in a high-

dimensional space can be divided into a linear hyper-

plane. Since the original classic SVM algorithm for the 

two types of classification and recognition algorithm, 

achieved by a combination of two types of facial 

expression recognition of multi-class problems. There are 

two methods:  

(1) "one-to-one" strategy, training multiple classifiers 

that separate each category twenty-two;  

(2) one-to-many "strategy, that is training a classifier 

which a separate class and all the rest of the class. This 

paper used the principle of "one to many", and SVM 

classifier with the nearest neighbor distance separation 

combined to achieve optimal classification performance 

V. EXPERIMENTAL VERIFICATION 

In this experiment, we use Jaffe facial expression 

database, Weizmann database and IMM face database. 

The database contains 213 images of 7 facial expressions 

(sadness, disgust, happy, fear, neutral, angry, surprise) 

posed by 10 Japanese female models. Each image has 

been rated on 6 emotion adjectives by 60 Japanese 

subjects. Fig. 3 shows the part of Jaffe face database.  

 

Figure 3.  Jaffe facial expression database 

In order to reduce the position of images of human 

faces, the impact of the size of the human face, grayscale, 

size and other factors, the first facial feature points of the 

image to be normalized, the characteristic parts 

normalized to the same standards, and then the image 

further pretreatment, such that the image has the same 

size, the mean and variance after pretreatment. The 

normalized characteristic parts criteria: different 

expression images in the center of the two eyes, the 

mouth of the center in the same position respectively.  
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We use PCA and ICA algorithm to implement facial 

expression recognition. Tab.1 shows expression 

recognition rate comparison based on PCA and ICA. We 

can see from the table above, ICA is a real effective facial 

expression recognition method. The recognition rate is 

greater than 90%. But the large amount of computation 

that the ICA spend more computing time.  

Next, we select the Weizmann face image database and 

the IMM face database to verify the recognition results 

based on ICA algorithm. This database has 28 subjects 

under 5 different poses, 3 illuminations and 3 facial 

expressions. We select 3 expressions for each subject to 

implement experiments. Fig. 4 shows the part of 

Weizmann database. IMM face database consists of 240 

annotated images of 40 different human faces, and each 

image. Fig. 5 shows the part of IMM face database. 

 

Figure 4.  The part of Weizmann database. 

Tab. 1 shows expression recognition rate comparison 

based on PCA and ICA on Weizmann face database. We 

can see from the Tab.2, ICA is a real effective facial 

expression recognition method, and the recognition rate is 

greater than the recognition method based on PCA.  

 From Tab. 2, we can see that the recognition rate is 

biggest using ICA analysis to extract facial expression 

feature to implement facial expression recognition. In the 

Jaffe database, we can obtain 86.7% and 88.9% 

recognition rate by using PCA and 2DPCA respectively. 

Facial expression recognition can obtain much better 

performance by using 2DPCA than that of using PCA. 

Because directly based on two-dimensional sub-image 

matrix, which can easily reduce the dimension of the 

original features; in the feature extraction process can 

completely avoid to use the singular value decomposition 

method, and it is very simple. According to experimental 

results from Weizmann and IMM face database, the 

recognition rate is much higher by using 2DPCA than 

PCA.  

From the experimental results, we also can see that the 

expression recognition rate is 92.6%, 93.4% and 92.7% 

by using ICA to extract facial feature from three face 

databases respectively. Facial expression recognition 

method based ICA is much better than PCA and 2DPCA. 

Because the feature extraction method based on ICA 

consists of principal component analysis and linear 

discriminant analysis. So, it will have some of their 

advantages and common characteristics. It can extract 

facial expression feature more robustness and accuracy, 

and which will improve the expression recognition rate. 

 

Figure 5.  The part of IMM database  

TABLE I.  COMPARISON OF EXPRESSION RECOGNITION RATE 

Face database 

Method 
Jaffe Weizmann IMM 

PCA 86.7% 85.6% 86.8% 
2DPCA 88.9% 88.1% 89.0% 

ICA 92.6% 93.4% 92.7% 

VI. CONCLUSIONS 

Facial expression recognition is one of the most 

challenging problems in the fields of image processing, 

biometric identification, movement tracking, computer 

vision, pattern recognition, physiology, psychology and 

so on, and it has become a hot research topic in the field 

of pattern recognition and artificial intelligence recently. 

Facial expression recognition is all important part of 

effective computing and intelligent human-machine 

interactive, which has a wide range of applications and 

potential market value.  

In this paper, we mainly study the facial expression 

recognition method based on independent component 

analysis, this is a subspace analysis method. ICA is a 

novel statistical technique in signal processing and 

machine learning that aims at finding linear projections of 

the data that maximize their mutual independence. Firstly, 

we introduce the basic theory of ICA algorithm in detail, 

and then present the process of facial expression 

recognition based on ICA model. Finally, we use PCA, 

2DPCA and ICA algorithm to implement expression 

recognition on different face databases. Experimental 

results show ICA is a real effective facial expression 

recognition method and the recognition rate based on 

ICA is greater than based on PCA and 2DPCA. 
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Abstract—Traditional Total Variation algorithms often 

ignore the images edge direction. In order to make up for 

the flaw of the algorithm existing , a novel denosing method 

based on direction Total Variation is introduced, on the 

basis of the combination of the gradient magnitude and 

orientation. Firstly, the pixels are divided into edge regions 

and non-edge regions by gradient magnitude. Secondly, the 

different 4-neighborhood pixels are found in different 

regions based on gradient orientation. Finally, various of the 

neighborhoods are analyzed by traditional Total Variation 

algorithms, so the proposed method can preserves image 

edge information during image de-noising. Experimental 

results show that the method combining edge direction 

information proposed in this paper can improve the 

neighborhood selection strategy in traditional Total 

Variation. It not only preserves edges and important details 

effectively, but also improves the PSNR and visual effect of 

de-noising images. 

 

Index Terms—Edge Orientation, Image De-Noising, TV, 

Sobel Operator 

 

I. INTRODUCTION 

Image has become a main way to information 

dissemination. People can acquire a wide range of image 

data through real life easily. According to some statistics, 

the information people get from vision is about 80 

percent of the total information they get, visible 

information is intuitionist and reliable. This proverb: one 

picture is worth a thousand words, clearly reflect 

graphical unique attributes in information perception. In 

addition, because of the different imaging pattern and 

imaging mechanism, the original images contain lots of 

different types of noise. Noise can severely interrupt 

people's visual feeling and the mood condition, and 

decrease image understanding. The extreme condition is 

so much noise that the image produce distortion, which 

make storage lost their meaning. It is clear that image 

denoising is necessary tool to achieve image information. 

So images de-noising play an important role in improving 

the image quality.  

Images are easy to be polluted by all kinds of noise in 

its acquisition, transmission or preservation which 

degrades the quality of original images and has 

unfavorable influence in the following edge detection of 

image processing and analysis, feature extraction. Big 

noise is more likely to cause false rejection and false 

detection of the structural information, even might have 

distorted or misunderstood the image content. That is to 

say, the image de-noising is used to the preprocessing of 

images before the processing, which can protect the 

details of the texture information effectively. Traditional 

de-noising methods is mainly according to the different 

spectra characteristic between noise and image 

information. the point-spread function is used to smooth 

image, i.e. Gaussion smoothing. These de-noising 

algorithms for a class of smooth regional are very 

effective. Because noise and edge of image are high 

frequency signal, it is difficult to distinguish between 

noise and edge, which make the image details blurred. To 

achieve much better noise suppression with minimum 

edge blurring, traditional de-noising processes adopt 

mathematical morphology. Mathematical morphology is 

an important element of digital image processing, and it 

provides for the realization of image processing very 

powerful method.,which it can effective extract principal 

features of the signal and repress the noise. The ability of 

suppress noises bears on the size of structural elements, at 

the same time single structural element can only have the 

effect of the geometric feature, other feature and noise are 

removed together. 

According to better energy concentration of image 

content, sparse signal representation is used to process 

image with fixed kernels and adaptive kernel. Image can 

be represented as a linear combination of few fixed 

function in the fixed kernels. Generally, the image 

information is mainly distributed in the low frequency 

domain, whereas noises are in the high frequency part. 

According to the distribution property of noise and image 

signal. That is, using a soft threshold to remove noise 

components from the coefficients of noisy image. The 

performance of the algorithm is related to threshold 

selection. Small threshold has very weakly noise 

suppression capabilities, which can maintain the edge 

texture characteristic. Big threshold has great interference 

suppression ability, but Pseudo-Gibbs artifacts is emerged 

in the edges of the image. To overcome the Pseudo-Gibbs, 
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BM3D improve sparsity on the basis of the combination 

of spatial neighborhood and pixel neighborhood. The 

fixed kernel is built in the case of the noise variance. 

Since the covariances are not known in practice, all the 

image content cannot be sparsely represented with a few 

fixed function. In order to overcome the deficiencies of 

the fixed kernel, self-adaptive achieve the kernel function 

of a representational content. Main signal is efficient 

represented by using these function in the noisy image, 

and then reached de-noising effects. The ability of 

restraining noise and preserving edge relate to the 

selections of the functions, while the selections is only 

optimal in the sense of linear minimum variance with no 

regard for the space structure feature. 

The noise images have greater pixel values changes 

than the no-free image. Traditional Total Variation 

algorithms build a de-noising model adopted 1-norm to 

measure data approximation based on Image structure 

information.The algorithm makes an assumption that the 

pixels locate the edge. Iterations are made by the 4-

neighborhood gradient magnitude to image de -noising. 

This algorithm pays no attention to directional and edge 

information, which lead to the inability to suppress noise 

sufficiently in smoothness area, even appear the false 

edges and the staircase effect. In order to inherit edge-

preserving in TV and make up for lack of the algorithm,a 

novel de-nosing method based on direction Total 

Variation is introduced, on the basis of the combination 

of the gradient magnitude and orientation. Firstly, 

gradient magnitude and direction in image are analyzed 

based on the optical theory of edge; Secondly, the pixels 

are divided into edge regions and non-edge regions by 

gradient magnitude. In the edge regions, the 4-

neighborhood pixels nearer the edge are selected based 

on gradient orientation, while select the space 4-

neighborhood pixels in non-edge regions. Finally, the 

iterative function of Total Variation is analyzed in 

conjunction with pixel gradient in 4-neighborhood. 

Experimental results show that the method not only 

preserves edges and important details effectively, delete 

the false edges and have good smooth result in 

smoothness area, but also improves the PSNR and visual 

effect of de-noising images. Unfortunately the algorithm 

is not very suitable for weak edge and texture. 

II. NOISE CLASSIFICATION 

Image de-noise is a process of removal noise from the 

noisy image, based on various kinds of filtering model, 

such as traditional filtering, wavelet, or partial differential 

equation and so on. Image de-noising belongs to the 

image preprocessing stage from the view of image 

analysis's flow, and belongs to the image restoration from 

the view of the digital image processing technology. The 

main performances are as follows:  

The de-noising really is the basis of image recognition 

and analysis. And in general the original images contain 

lots of different types of noise, which noise can severely 

interrupt people's visual feeling and the mood condition, 

and decrease image understanding. 

Image de-noising can not only improve the accuracy of 

vision-based recognition, but also is reliable for further 

processing. It is necessary to process features extraction, 

matching method or image fusion and so on in noisy 

image. 

The study of image de-noising can promotes the 

improvement of performance in other processing steps. 

In either image processing system, there are some 

noise problems in every link that contain the signal 

acquisition, processing, sending or transmitting and so on, 

which the image quality can be degraded. The probability 

of false detection in image segmentation is greater than 

0.5% when PSNR is below 14.2dB, and error estimate of 

parameter is also greater than 0.6%. So study on image 

de-noising has significance for theories and applications. 

According to statistical mechanics, the stationary noise 

produce probability distributions that are constant in time, 

whereas it is non-stationary noise. According to statistical 

of amplitude distribution, probability density functions 

contain the type of Gaussian, Rayleigh and Impulse. 

According to the effect of noise on signal or 

mathematical relationship of image, it can be classified 

into multiplicative noise and additive noise. Among these, 

the multiplicative noise includes Gauss noise and salt-

and-pepper noise. 

Now let assume the input signal  ,f x y  to produce a 

degraded image  ,g x y  . 

Additive noise 

Generally speaking, additive noise. is produced by the 

signal source and shown on output. 

      , , ,g x y f x y n x y   (1) 

The image signal add with noise signal, which the 

feature is  ,n x y is independent of the input signal. 

Multiplicative noise 

Multiplicative noise has modulating effect on image. 

        , , , ,g x y f x y f x y n x y    (2) 

where the output is the superposition of these two parts in 

brief, the second item affected by  ,f x y . The more the 

 ,f x y  is, the more the second item is. That is to say, 

noise is modulated by the image signal, such as the 

quantum noise, Granulation noise, etc. If the noise and 

the gray change are small, the second item also is small, 

which the multiplicative noise can approximately be 

considered as additive noise.  

Through above analysis, may see the vast majority of 

image noise can be regarded as a normal distribution with 

mean zero, different standard deviation. the multiplicative 

noise can approximately be considered as additive noise 

when the noise and the gray change are small.  

3) Pepper-salt noise 

The pepper-salt noise, also known as impulse noise, is 

a model of random white or black point, which is usually 

due to a camera sensor ,transport channel or decoding, etc. 

The PDF is given by 
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where,z denote the gray value. If b>a, gray value b will 

appear as a light dot in the image. Conversely, level a will 

appear like a dark dot. If either 
aP  or 

bP  is zero, the 

impulse noise is called unipolar. 

III. ORIENTATION EXTRACTION IN THE 

NEIGHBORHOOD 

According to the optical theory of forming the image 

edge, we can see that the noncontinuous gray grade result 

in form the edge. In this paper, we can use the Spatial 

gradient amplitude ( , )I x y  to describe the pixel value 

changing speed based on the principle. 

 

22
( , ) ( , )

( , )
I x y I x y

I x y
x y

   
         

   (4) 

In order to limit the effects of gradient amplitude 

(Equation 4)in noise. This article uses Sobel edge-

detection operator to compute the gradient. The operator 

has most smooth filter performance in local area, due to it 

can restrain the effect of noise to some extent.The 

template is as following:  

 

1 0 1

2 0 2

1 0 1

Sg

 
 

 
 
  

   (5)  

The gradients in horizontal and vertical directions are 

shown respectively. 
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y
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  




  
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  (6)  

and the edge points is the maximum in local gradient, so 

adopt the very characteristic of edge to determine 

whether the pixel point lie on the edge based on the non-

maximally suppression principle. The gray value of 

spatial 4-neighborhood of pixels in non-edge regions has 

been slower to change, that is to say there are he larger 

correlation, so the linear representation of the 4-

neighborhood pixel is used to show the gray value. These 

changes are small in the edge. In order to remove noise, 

at the same time the edge of image can be preserves, so 

the linear representation of the edge neighborhood pixel 

is used to show the gray value in the edge. We can use 

the gradient direction to get neighborhood pixel in the 

edge based on changing slowly for gray value in the 

edge(except for corner), as follows 

 
( , ) ( , )

( , ) arctan( )
I x y I x y

x y
y x


 


 

  (6)  

In addition, the edge direction is always perpendicular 

to the direction of the gradient in the 4-neighborhood(the 

eight-direction ) 

 

Figure 1.  The edge direction and the neighborhood 

Let 0 is placed on the edge, the direction of the point 

depends on the direction of the gradient, where 

,i jS denote the orientation neighborhood.  

 

 

 

 

 
,

( , 1), ( , 1) , ( , ) 0

( 1, 1), ( 1, ), ( 1, ), ( 1, 1) ,0 ( , )
4

( 1, 1), ( 1, 1) , ( , )
4

( 1, 1), ( , 1), ( , 1), ( 1, 1) , ( , )
4 2

( 1, ), ( 1, ) , ( , )
2

( 1, 1), ( , 1), ( ,

i j

i j i j i j

i j i j i j i j i j

i j i j i j

i j i j i j i j i j

S
i j i j i j

i j i j i j









 





  

       

    

       


  

   

 

 

3
1), ( 1, 1) , ( , )

2 4

3
( 1, 1), ( 1, 1) , ( , )

4

3
( 1, ), ( 1, 1), ( 1, 1), ( 1, ) , ( , )

4

i j i j

i j i j i j

i j i j i j i j i j

 






 
















    

     


        


 

The neighborhood of the edge pixel need to get pretty 

close to edge pixel, edge points are smoothed along the 

the direction of edge. In other words, the method not only 

reduces noise but also preserves edge information. 

IV. DE-NOISES MODEL IN THE ORIENTATION 

NEIGHBORHOOD 

The image de-noising is all very fundamental and an 

important complicated issues in image analysis 

understanding. On the other hand, the de-noising comes 

with the loss of edge information on image details, while 

the edge is an important parameter which characterizes 

the image content. Therefore it is vital to maintain more 

edge information in the process of de-noising. let assume 

the original clear input signal ( )I x
 
to produce a degraded 

image 0 ( )I x , the model has the following formulation: 

 0 ( ) ( ) ( )I I n x x x   (7) 

where ( )n x is a centered Gaussian noise with known 

variance 2  and the noise components are independent. 

The noise exacerbates the pixel change, which lead to 

overall gradient changes bigger than the original clear 

image. In order to remove noise and preserve edges, 

Traditional Total Variation algorithms build a denoising 

model adopted 1-norm to measure data approximation 

based on Image structure information, as follows 
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

  
   

  
x x   (8)  

Integrating the statistical characteristics of the noise, 

Lagrange multiplier   is introduced into the objective 

function to solve the optimization. Redefine a new energy 

functional: 

 
0 2( ( )- ( ))

[ ( ), ] | ( ) |
2

I I
F I I d






    x

x x
x x  (9)  

the a new energy functional is more easily analyzed by 

using the descent algorithm, we get the following the 

Eulerian-Lagrangian equation. 

  0( ) 0
| |

I
I I

I


 
    

 
  (10) 

Based on the analysis of the pixel pixel  and the 

orientation S , the Equation (9) is converted into iterative 

calculation  

 

01 1
( )

1 1
( )

S

S

I I
I I

I

I I

 
  



  









 
 



 
 




  (11) 

The noisy image contains the detail of the image. The 

pixel value of the noisy image 0I  
and orientation 

neighborhood are adopted in the Equation (10), so it does 

not cause blurring of the edges of features. Iteration 

terminates if the Equation (11) is fulfilled, as follow. 

 ( ) ( 1) ( )( , ) ( , ) 2% ( , )n n nI i j I i j I i j     (12) 

This paper has presented Total Variation Image De-

noising Bases on the orientation neighborhood, which 

make edge pixels tend to spread from edge directional 

and non-edge pixel along with spatial 4-neighborhood. 

The process is as follows: 

The gradient magnitude and directional of the pixel are 

calculated by Equations (1)-(4). 

Adopt the very characteristic of edge to determine 

whether the pixel point lie on the edge based on the non-

maximally suppression principle. if so, the edge 

directional is vertical direction of the gradient and get 

orientation neighborhood. Instead, the orientation 

neighborhood is spatial the 4-neighborhood of pixel.  

The diffusion pixel values are calculated by Equations 

(10). 

Repeat steps 1-3 until the termination condition of the 

algorithm is met. 

This processing flow is shown in Figure 2, as follow: 

The proposed algorithm use iteration model as an 

approximation of the original clear image, the pixel value 

is changed after iteration. So the gradient magnitude and 

directional of the pixel are recalculated and updated for 

each iteration. With the increasing of iterations, the 

orientation neighborhood will be very exactly, so the 

result is more resemble real-life images. 

 

Figure 2.  Algorithm Flow 

V. EXPERIMENTAL ANALYSIS 

Traditional Total Variation algorithms make an 

assumption that the pixels locate the edge. Iterations are 

made by the 4-neighborhood gradient magnitude to image 

de -noising. This algorithm pays no attention to 

directional and edge information, which lead to the 

inability to suppress noise sufficiently in smoothness area, 

even appear the false edges and the staircase effect, 

which cause blurry edge. In order to inherit edge-

preserving in TV and make up for lack of the algorithm, a 

novel de-nosing method based on direction Total 

Variation is introduced, on the basis of the combination 

of the gradient magnitude and orientation. By balancing 

the smoothing area and edge preservation, the control 

parameter   is introduced. The Lena image 

contaminated by an independent Gaussian noise is 

processed by the different  , as shown in Figure 3. If 

1  , the PSNR is 24.36dB. The fuzzy extent may be 

slowed by increasing  . The optimal value of the PSNR 

is 27.86dB with 2.5  .And as the   increases, edge 

information is substantially retained, but the noise is very 

strong in smoothness region, which cause PSNR loss. If 

4.0  , the PSNR is 24.71dB. Known from Equations 

(10), without considering the structural information when 

0  , the proposed algorithm is so smooth that has the 

problem of edge blurring. Instead, the algorithm make the 

noise assumed wrongly the structural information is 

preserved. 

Finally, to confirm the algorithm's effectiveness, 

comparison experiments on the different noise are done 

using the proposed algorithm ( 2.5  ), traditional Total 

Variation algorithms, BM3D, Wavelet algorithm, as the 

figure 4 shows. The result of the denoise is shown in 

table 1. From PSNR point of view, the PSNR of the  
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(a) Noisy image (b) 1.0(24.36dB) 

 
(c) 1.5(25.17dB) (d) 2.0(25.87dB) 

 
e)2.3 (27.37dB) f)2.5 (27.86dB) 

 
g) 2.8 (27.09 dB) h) 3.0 (26.31dB) 

 
i) 4.0(24.71dB) 

Figure 3.  Denoising result of difference parameter   

proposed algorithm is higher than Traditional Total 

Variation algorithms, BM3D and Wavelet algorithm. In 

the the visual effects, TV and BM3D have the edge 

preserving property, while the wavelet algorithm exist the 

problem of edge blurring of varying degrees. The smooth 

region has the residual noise using the traditional Total 

Variation algorithms, while the result of the BM3D is 

blur, which decreases the contrast of images in some 

degree. The proposed algorithm reduces the residual 

noise, cause the reduced edge blurring. The total quality 

of the processed image is better, the visual effect of the 

image has been enhanced. But the tiny edge and texture 

are removed as noise in complex texture, so the excessive 

smoothing exist in the texture region processed by the 

proposed algorithm (in Fig. 3-4b ) 

TABLE I.  PSNR OF DIFFERENT DE-NOISING ALGORITHMS  

the 
original 

images  

The 
noisy 

image 

De-noising 

My 

method 

TV 
BM3D 

Wavelet  

Lena  

20.19 28.37 27.94 28.53 24.07 
17.10 26.98 26.82 26.65 21.88 

14.34 25.42 23.78 25.81 18.12 

12.56 23.75 21.08 23.45 14.96 
10.69 21.82 20.56 21.21 13.82 

peppers 

12.95 24.27 22.85 22.38 15.83 
11.53 22.17 21.51 19.75 14.37 

10.75 19.76 17.23 17.37 13.34 

9.16 18.85 17.17 16.61 13.12 
7.64 15.96 14.01 13.19 10.73 

baboon 

18.01 26.45 26.09 24.78 22.67 
15.12 25.36 24.31 24.02 18.53 

11.56 20.37 20.72 19.17 16.17 

10.15 17.01 16.74 16.21 13.61 
9.15 16.07 14.72 13.87 12.38 

VI. CONCLUSION 

Traditional Total Variation algorithms make an 

assumption that the pixels locate the edge. This algorithm 

pays no attention to directional and edge information, 

which lead to the inability to suppress noise sufficiently 

in smoothness area, even appear the false edges and the 

staircase effect, which cause blurry edge. In order to 

inherit edge-preserving in TV and make up for lack of the 

algorithm,a novel de-nosing method based on direction 

Total Variation is introduced, on the basis of the 

combination of the gradient magnitude and orientation. 

The diffusion of the edge point along with 4-

neighborhood is changed in traditional Total Variation 

algorithms, which make edge pixels tend to spread from 

edge directional. That is to say, this will ensure maximum 

smoothness in edge directional and minimum in vertical 

direction. The result of the experiment validate that the 

de-noising algorithms based on direction neighborhood 

Total Variation effectively resolves disadvantages of 

Traditional Total Variation algorithms, has a faster 

convergence rate, and realize the compromise with de-

noising and edge preserving, greatly improves the 

objective level and the subjective visual impression.  
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PSNR=16.59dB PSNR=16.76dB PSNR=17.45dB 

(a)Noisy image 

 
PSNR=27.34dB PSNR=26.36dB PSNR=26.05dB 

(b)the proposed algorithm 

 
PSNR=26.21dB PSNR=24.56dB PSNR=25.05dB 

(c)Traditional Total Variation algorithms 

 
PSNR=26.21dB PSNR=24.56dB PSNR=25.05dB 

(d)BM3D 

  
PSNR=20.89dB PSNR=20.19dB PSNR=22.03dB 

(e)Wavelet algorithm 

Figure 4.   Comparisons among different algorithms 
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Abstract—The traditional measurement method of thin 

wood-based panel’s elastic modulus is carried out on the test 

piece for three-point or four-point bending static 

deformation test, the determination process is complex, time 

consuming, and makes damage to specimen. Use materials 

mechanics quick measuring instrument of sheet board wood, 

which is self-developed and based on the principle of 

cantilever’s free vibration and cantilever bending to test 

three standards of thin wood-based panels’ and medium 

density fiberboard’s dynamic modulus of elasticity and 

static bending elastic modulus, use SPSS (Statisti-cal 

Program for Social Sciences) software to establish the 

relationship graphics of sheet’s dynamic and static bending 

modulus of elasticity, relationship graphics of dynamic 

bending and three-point bending elastic modulus, and use 

linear regression to do correlation analysis on measurement 

results, while taking advantage of three-point bending to 

measure same test pieces’ three-point bending modulus of 

elasticity to compare and authenticate. The results show 

that: the average of cantilever vibration dynamic elastic 

modulus is higher than cantilever bending static elastic 

modulus, and there is a very significant linear correlation 

between them; cantilever vibration dynamic modulus of 

elasticity and three-point bending modulus of elasticity have 

significant linear correlation, which shows that taking 

advantage of materials mechanics fast measuring 

instrument of sheet wood to measure the modulus of 

elasticity of thin wood-based panel and medium density 

fiberboard quickly.  

 

Index Terms—Cantilever Vibration, Cantilever Bending, 

Dynamic Modulus of Elasticity, Static Bending Modulus of 

Elasticity, Graphical Analysis 

 

I. INTRODUCTION 

Thin wood-based panel refers to the particleboard of 

which the thickness is less than 8mm, is an important part 

of the entire particleboard products. It is widely used in 

furniture manufacturing, automotive industry, 

construction and decoration industry. Medium density 

fiberboard is made of small-diameter logs, residues after 

harvesting, processing and raw materials of non-wood 

plant fiber, the thickness of 2-30mm, having excellent 

physical and mechanical properties, decorative properties 

and processing performance. In order to use Thin wood-

based panel rationally and effectively, it should use 

scientific testing techniques and testing methods to 

measure its mechanical properties, grasp the 

characteristics of its mechanical properties, and maximize 

the its use value in the most suitable conditions and 

environment. 

The modulus of elasticity (MOE) of thin wood-based 

panel and medium density fiberboard is one of the 

important indicators to characterize its mechanical 

properties. Traditional measurement methods are simply 

supported static bending, the test process is cumbersome, 

time-consuming [1-2]. Using vibration method to 

determine the mechanical properties of wood material, 

has been proven to be a successful method in the past few 

decades [3-4]. The measurement results show that there is 

a very good agreement between the mechanical properties 

measured by vibration and modulus of elasticity 

measured by traditional static bending. The most 

researches of determining mechanical properties of the 

structure wood based on vibration measurement at home 

and abroad, are pointing at structure wood of large size, 

support method of specimen timber are basically simply 

supported beam support [5-8]. But for sheet of wood 

materials, due to its light weight, it cannot touch the 

support well in the process of vibration, so that the 

vibration signal cannot be sensed well, and thus the 

method of simply supported beam infeed vibration is 

infeasible [9]. 

Based on the cantilever vibration and cantilever 

bending theory, this article uses self-developed materials 

mechanics quick measuring instrument of sheet board 

wood, tests three standards of thin wood-based panels’ 

and medium density fiberboards’ dynamic modulus of 

elasticity and static bending elastic modulus [10]. By the 

test results, analyzes and discusses the relationship of the 

dynamic MOE of cantilever vibration and static MOE of 

cantilever bending. And through universal mechanical 

testing machine, use three-point bending method to 

measure the three-point bending modulus of elasticity of 

shaving sheet [11-12]. 

Compare and analyze elastic modulus measured by 

cantilever vibration and bending principle with three-

point bending modulus of elasticity, finds that Thin 

wood-based panel elastic modulus rapid detection method 

which is based on cantilever free vibration and cantilever 

bending principle, is feasible [13-15]. 

II. THEORY 

As Figure 1, test piece in cantilever clamping state, 

deformation occurs after end portion gets loads P. And 

there is the following relationship: 
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where in, P = initial static load (N), y = load point 

displacement amount (m), L = cantilever overhang (non-

clamping) Length (m), I = cross-sectional moment of 

inertia of cantilever beam ( M4), ES = specimen static 

elastic modulus (Pa). 

 

Figure 1.  Static bending of a cantilever beam 

The formula (1) can be transformed into: 
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where in, b = specimen width (m), t = specimen thickness 

(m). That is, since the specimen dimensions (l, b, t) are 

known quantity, after measures the initial static load P 

and the load point displacement amount y, static elastic 

modulus Es of specimen can be calculated according to 

equation (2). This is the basic principle of measuring 

shaving sheet’s static bending elastic modulus based on 

theory of cantilever bending. 

As Figure 2, the first natural circular frequency of free 

vibration of cantilever beam can be given by the 

following equation [9]: 
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where in: n1 = the first natural circular frequency 

(radians / s), f = first natural vibration frequency (Hz), l = 

cantilever overhang (non-clamping) length (m), Ed = 

dynamic bending elastic modulus (Pa), I = cantilever 

cross-sectional moment of inertia (m4), MU = mass of 

beam per unit length (kg / m). 

 

Figure 2.  Vibration of a cantilever beam 

The formula (3) can be transformed into: 
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where in: M = mass (kg) of the test piece, L = total length 

of the test piece (m), b = specimen width (m), t = 

thickness of the test piece (m). That is, since the 

specimen’s basic parameters M , L , L , B , t , etc. are 

known, as long as detects the vibration’s first natural 

frequency f , dynamic modulus of elasticity dE  can be 

calculated by formula (4). Formula (4) is an idealized 

equation, according to flexible vibration theory of 

Timoshenko, in the condition that the ratio of cantilever 

length and thickness of the test piece / 58l h   hours, the 

role of internal shear force and cross-sectional angular 

movement of the specimen can be ignored. This is the 

basic principle of measuring shaving sheet’s dynamic 

elastic modulus based on theory of cantilever free 

vibration. 

III. TEST METHODS 

A. Test Equipment and Testing Process 

Figure 3 is the fast measuring instrument of 

mechanical properties of sheet wood material, which is 

developed the research group. The measuring instrument 

consists of the following components: base, column, 

specimen holder, laser sensor, adjusting mechanism, 

initial displacement applying mechanism. where in the 

specimen holder can adjust the height, play the role of 

positioning and clamping different lengths of the 

specimens; initial displacement applying mechanism is 

installed on the force sensor, which is used to detect the 

initial load P; further, after the initial displacement 

applying mechanism releasing the end of the specimen, it 

can cause free vibration, and sense the vibration signals 

of the test piece by a laser sensor in the vibration state.  

In the test procedure, first adjust the height of the 

chuck according to specimens with different types and 

dimension, put the test piece in the specimen clamp. After 

adjusting the distance between the laser sensor, the force 

sensor and the test piece according to the experimental 

requirements, pull the test piece to the retractor, as shown 

in Figure 4. Running experimental procedures in the 

computer, first force sensor detects the initial load P 

signal; then press the retractor to make the specimen 

vibrate freely, at the moment the laser sensor detects the 

vibration signal of specimen’s end; last the voltage signal 

produced by force sensor and laser sensor through data 

acquisition card, the digital signals collected are leaded 

into the computer to carry out frequency domain analysis 

and the calculation equation, thereby to obtain the 

dynamic elastic modulus and the static bending elastic 

modulus of the test piece. 

The three-point bending test which is the contrast agent, 

is carried out on the Reger RGW-3010-type electronic 

universal mechanical testing machine. The maximum 

measured load of the mechanical testing machine can be 

10KN, load error is less than ± 1% of the indicated value. 

Test is in accordance with American Standard ASTM 

D1037-06a [10]. 

B. Test Materials 

Select three different thicknesses of thin wood-based 

panels and five different thicknesses of medium density 

fiberboards as test materials, which are purchased in the 

market. Depending on the thickness, the thin wood-based 

panels are processed into specimens of a certain size 

(thickness × width × length): 3 × 50 × 230mm, 5 × 50 × 

340mm, 8 × 50 × 550mm, number of them is 100,100,86. 

Medium density fiberboards are processed into (thickness 
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TABLE I.  THE MODULUS TESTED OF FIVE KINDS OF THIN WOOD COMPOSITE 

Number Number of 
specimen 

Code of elastic 
modulus 

Elastic modulus value (GPa) Standard 
deviation 

Ratio of average 

MOE ( /s dE E ) Average Min Max 

PB3×230 100 
sE
 

2.921 2.108 3.566 0.359 0.91 

dE
 

3.214 2.324 3.973 0.39 

bE
 

2.502 1.794 3.206 0.323 

PB5×340 100 
sE
 

3.027 2.021 3.743 0.631 0.90 

dE
 

3.371 2.141 4.265 0.480 

bE
 

2.237 1.203 2.973 0.539 

PB8×550 86 
sE
 

2.879 2.501 3.465 0.205 0.94 

dE  3.055 2.611 3.797 0.235 

bE  2.423 1.968 3.130 0.214 

TABLE II.  THE MODULUS TESTED OF FIVE KINDS OF THIN WOOD COMPOSITE 

Number Number of 
specimen 

Code of elastic 
modulus 

Elastic modulus value (GPa) Standard 
deviation  

Ratio of average 

MOE ( /s dE E ) Average Min Max 

MDF8.1×550 49 
sE
 

2.448 1.970 3.112 0.276 0.91 

dE
 

2.692 2.146 3.438 0.323 

MDF4.5×340 65 
sE
 

4.124 3.743 4.743 0.232 0.86 

dE
 

4.729 4.214 5.524 0.299 

MDF3.7×340 63 
sE
 

3.472 3.049 3.865 0.182 0.91 

dE
 

3.814 3.400 4.121 0.178 

MDF2.6×340 49 
sE
 

4.207 3.333 5.583 0.545 0.87 

dE
 

4.823 3.952 6.126 0.543 

MDF2.6×230 29 
sE
 

3.455 2.627 3.900 0.267 0.85 

dE
 

4.070 3.141 4.466 0.316 

TABLE III.  THE CORRELATION EQUATION BETWEEN OF 
dE  AND 

bE  

Number Specimen 
 

Linear regression equation: y = ax + b Correlation coefficient (R)  
 

F value Sig. Significance 
y x a b 

PB 3×230 100 
dE

 sE
 

0.909 -0.0011 0.993 3602.455 0.000 Significant 

PB 5×340 100 
dE

 sE
 

0.7329 0.5572 0.981 1213.992 0.000 Significant 

PB 8×550 86 
dE

 sE
 

0.8496 0.284 0.988 1716.091 0.000 Significant 

Total data 286 
dE

 sE
 

0.7688 0.4691 0.981 3470.029 0.000 Significant 

TABLE IV.  THE CORRELATION EQUATION BETWEEN OF 
dE  AND 

bE  

Number Specimen Linear regression equation: y = ax + b  Correlation coefficient (R) F value Sig. Significance 

y x a b 

PB 3×230 100 
dE

 
Es 0.727 0.1651 0.858 273.479 0.000 Significant 

PB 5×340 100 
dE

 
Es 0.7536 -0.3033 0.882 337.562 0.000 Significant 

PB 8×550 86 
dE

 
Es 0.7301 0.1931 0.803 152.015 0.000 Significant 

Total data 286 
dE

 
Es 0.6567 0.2708 0.753 368.37 0.000 Significant 

TABLE V.   THE CORRELATION EQUATION BETWEEN OF ED AND EB 

Number Specimen 

 

Linear regression equation: y = ax + b  Correlation coefficient (R) F value  

 

Sig. Significance 

 y x a b 

PB 3×230 100 Ed Eb 0.727 0.1651 0.858 273.479 0.000 Significant 

PB 5×340 100 Ed Eb 0.7536 -0.3033 0.882 337.562 0.000 Significant 

PB 8×550 86 Ed Eb 0.7301 0.1931 0.803 152.015 0.000 Significant 

Total data 286 Ed Eb 0.6567 0.2708 0.753 368.37 0.000 Significant 
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Figure 3.  Cantilever beam tester for thin wood composite 

 

Figure 4.  Static bending and vibration of a cantilever beam tes 

× width × length): 3.7 × 50 × 340mm, 8.1 × 50 ×550mm, 

2.6 × 50 × 230mm, 2.6×50×340mm, 4.5×50×340mm and 

the number of them is 63, 49, 29, 49, 65. During the test, 

all clamping length of test pieces is 50mm. Before the test, 

all specimens are numbered. ID rules are as follows: 

(1) PB represents thin wood-based panel, MDF 

represents Medium density fiberboard; 

(2) Numbers following letters represent “thickness × 

length“(all specimen width of 50mm, it is omitted); 

(3) Mantissa represents the serial number of the test 

pieces. 

For example, No. PB3 × 230-10, represent the material 

quality of test piece is Thin wood-based panel, with 

dimensions of 3 × 50 × 230 mm (thickness × width × 

length), is the 10th specimen of the series of 100 

specimens. 

IV. RESULTS AND ANALYSIS 

A. Overall Measurement Results 

Specimens of three specifications of thin wood-based 

panels is 286, specimens of five specifications of medium 

density fiberboards is 255, the overall measurement 

results are shown in Table 1 and Table 2, the static elastic 

modulus SE  measured by cantilever static bending is 

smaller than dynamic elastic modulus dE  measured by 

the cantilever vibration. The average modulus of 

elasticity indicators of thin wood-based panels /s dE E  is 

within a range of 0.90 to 0.94, the average modulus of 

elasticity indicators of medium density fiberboards 

/s dE E  is within a range of 0.85~0.91. 

B. Correlation of Dynamic Elastic Modulus 
dE  and 

Static Bending Modulus of Elasticity 
sE  

 

Figure 5.  Relationship of dynamic and static bending modulus of PB 3 
× 230 

 

Figure 6.  Relationship of dynamic and static bending modulus of PB 5 
× 340 

Use self-developed materials mechanics fast measuring 

instrument of sheet wood to measure the relationship of 

dynamic elastic modulus 
dE  and static bending elastic 

modulus 
sE  of specimen of three thin wood panel and 

five kinds of medium density fiberboard, which is shown 

in Figure 5 to 14. Figure 8 and figure 14 are the 

comprehensive test data of test pieces of three thin wood 

panels and five kinds of medium density fiberboards. By 

multivariate statistical analysis software SPSS (Statisti-

Cal Program for Social Sciences), carry out linear 

regression analysis on test data and comprehensive test 

data of each sheet specimen, and gets relevant parameters 

values and correlation coefficient by significant 

validation of Pearson correlation, which are shown in 

Table 3 and Table 4. 
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Figure 7.  Relationship of dynamic and static bending modulus of PB 
8×550 

 

Figure 8.  Relationship of dynamic and static bending modulus of PB 5 

× 340 

 

Figure 9.  Relationship of static and dynamic modulus of MDF 
2.6×230  

From Figure 5 to 8 and the relevant data of Table 3, it 

can be seen that, between Ed and Es of the three shaving 

sheet and all sheets are significant at the 0.01 level, 

apparently cantilever vibration dynamic elastic modulus 

and cantilever bending modulus of elasticity of Thin 

wood-based panel test pieces is highly relevant. 

 

Figure 10.  Relationship of static and dynamic modulus 

 

Figure 11.  Relationship of static and dynamic modulus of MDF 
3.7×340 

 

Figure 12.  Relationship of static and dynamic modulus of MDF 
2.6×340 

From Figure 9 to 14 and the relevant data of Table 2, it 

can be seen that, Ed and Es of the five kinds of sheets and 

all sheets has a good correlation, correlation coefficients 

are above 0.8, of which the correlation coefficient of Ed 

and Es of MDF 8.1 × 550 is the biggest, correlation 
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coefficient of Ed and Es of MDF 3.7 × 340 is the smallest, 

is 0.9787 and 0.7595. While five sheet F probability 

values are greater than 100, indicating that the otherness 

of cantilever vibration dynamic elastic modulus and 

cantilever bending modulus of elasticity of test pieces is 

very significant. 

 

Figure 13.  Relationship of static and dynamic modulus of MDF 
2.6×230 

 

Figure 14.  Relationship of static and dynamic modulus  

 

Figure 15.  Relationship of dynamic and 3-point bending modulus of PB 
3 × 230 

C. Correlation of Dynamic Modulus of Elasticity Ed and 

three-point Bending Elasticity Modulus Eb 

The relationship of three specimen’s dynamic elastic 

modulus Ed by fast measuring instrument and three-point 

bending elasticity modulus Eb by universal mechanical 

testing machine, which is shown in Figure 9 to 12. Figure 

12 is the comprehensive test data of three test pieces. By 

multivariate statistical analysis software SPSS (Statisti-

Cal Program for Social Sciences), carry out linear 

regression analysis on test data and comprehensive test 

data of each sheet specimen, and gets relevant parameters 

values and correlation coefficient by significant 

validation of Pearson correlation, which are shown in 

Table 3. 

 

Figure 16.  Relationship of dynamic and 3-point bending modulus of PB 
5 × 340 

 

Figure 17.  Relationship of dynamic and 3-point bending modulus of PB 
8 × 550 

From Figure 15 to 18 and the relevant data of Table 5, 

it can be seen that, between Ed and Eb of the three 

shaving sheets and all shaving sheets are significant at the 

0.01 level, apparently cantilever vibration dynamic elastic 

modulus and three-point bending modulus of elasticity of 

Thin wood-based panel test pieces is highly relevant. It 

indicates that using principle of cantilever vibration to 
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measure the elastic modulus of thin wood-based panel is 

feasible. 

 

Figure 18.  Relationship of dynamic and 3-point bending modulus 

V. CONCLUSIONS 

1) As the analysis of experimental data: using the 

principle of cantilever’s free vibration and bending can 

make rapid measurement of static and dynamic modulus 

of elasticity of thin wood-based panel and medium 

density fiberboard. 

2) Thin wood-based panel’s cantilever static bending 

modulus value of elasticity is smaller than that of the 

cantilever vibration dynamic elastic modulus, and are 

bigger than that of the three-point bending modulus of 

elasticity; shavings sheet' average ratio of the static 

bending elasticity modulus and dynamic modulus of 

elasticity is in the range of 0.90 to 0.94; thin medium 

density fiberboard’s cantilever static bending modulus 

value of elasticity is smaller than that of the bending 

vibration dynamic elastic modulus; thin medium density 

fiberboard’s average ratio of the static bending elasticity 

modulus and dynamic modulus of elasticity is in the 

range of 0.85 to 0.91. 

3) Cantilever vibration dynamic MOE and cantilever 

static bending MOE of three standards of Thin wood-

based panels have significant positive linear correlation, 

and are significant at the 0.01 level; Cantilever vibration 

dynamic MOE and cantilever static bending MOE of five 

standards of thin medium density fiberboards have 

significant positive linear correlation, and are significant 

at the 0.01 level. 

4) Cantilever vibration dynamic MOE and three-point 

bending MOE of three standards of thin wood-based 

panels have significant positive linear correlation, and are 

all significant at the 0.01 level. 
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Abstract—Short text differs from traditional documents in 
its shortness and sparseness. Feature extension can ease the 
problem of high sparseness in the vector space model, but it 
inevitably introduces noise. To resolve this problem, this 
paper proposes a high-frequency feature expansion method 
based on a latent Dirichlet allocation (LDA) topic model. 
High-frequency features are extracted from each category 
as the feature space, using LDA to derive latent topics from 
the corpus, and topic words are extended to the short text. 
Extensive experiments are conducted on Chinese short 
messages and news titles. The proposed method for 
classifying Chinese short texts outperforms conventional 
classification methods. 
 
Index Terms—Chinese short-text classification, feature 
extension, topic model, high-frequency feature 

I.INTRODUCTION 

The emergence of e-commerce, online publishing, 
instant messaging, and social media has made textual data 
available in more diverse forms, genres, and formats than 
ever before. Various data are generated daily: Web news 
titles by online publishing; queries and questions input by 
Web search users; Web snippets returned by search 
engines; blog posts and comments by users on a wide 
spectrum of online forums, e-communities, and social 
networks; and online advertising messages from a large 
number of advertisers. 

Many studies have proposed different methods for 
Web mining and information retrieval (IR) research on 
textual data. However, few of these methods have been 
applied to the Chinese context, especially with regard to 
Chinese short text, which has posed new challenges to 
Web mining and IR research. This study addresses three 
main challenges:1) short and sparse data, 2) synonyms 
and homonyms, and 3) irregular and meaningless words. 
Classical algorithms, such as latent Dirichlet 
allocation(LDA)[2], perform well in long text analysis 
but poorly in short-text classification. 

To resolve the sparse feature and noise problems in 
short-text classification, researchers usually characterize 
short text by introducing an external corpus or using 
internal semantics to extract association rules for feature 

extension. [9] and [15] respectively introduced WordNet 
and MeSH for short-text feature extension. [1] used 
Wikipedia as an external corpus with a search engine. 
Feature extension based on an external corpus is often 
limited. External corpora are difficult to apply to short 
texts with highly specialized and specific terminology. 
The transition point technique (TPT) [12] and self-term 
extension [13] not only account forward frequency but 
also extract semantics-associated words based on 
WordNet ontology to extend features. By contrast, 
internal semantic association rules unaided by an external 
corpus establish word association directly from the 
corpus. [7] extracted association rules from the training 
corpus and established a high-quality association rule 
library for feature extension. However, the difficulty was 
how to choose an appropriate semantic association that 
improves the performance of short-text classification and 
reduces the training and learning time overhead. The 
successful application of the probabilistic topic model in 
long-text classification has popularized the application of 
this model in short-text classification. [11] derived a set 
of hidden topics from a Web corpus through the topic 
model. [5] used topics on multi-granularity, integrated 
them, and produced discriminative features for short-text 
classification. 

Motivated by research on the probabilistic topic model, 
this study proposes a high-frequency feature extension 
model based on LDA and on principles of word 
frequency and text classification [4, 12]. Using the LDA 
topic model to select and expand features can efficiently 
solve the problem of feature sparseness and noisiness. 
Extensive experiments were conducted on Chinese short 
messages and news titles. The proposed method for 
Chinese short-text classification can significantly 
improve classification performance compared with 
traditional algorithms. 

The remainder of this paper is organized as follows: 
Section II reviews related literature, Section III 
proposesan LDA high-frequency feature (LHF) model, 
Section IV describes the experimental data, Section V 
presents the results of applying the proposed model to a 
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real-world data set and evaluates the methods and results, 
and section VI concludes. 

II. RELATED WORK 

A. Semantics 

Semantic expansion primarily includes thesaurus and 
Web knowledge. [16] proposed the use of a search engine, 
such as Google, to provide more context information. 
However, the content of short text is difficult to enrich. 
The method not only consumes more time but also 
largely depends on the quality of the search engine; the 
results also tend to be unstable. [10] proposed a three-tier 
architecture for using Wikipedia and WordNet data to 
enrich the representation of features. [11] derived topics 
from an external corpus to enhance the characterization 
of short texts.[14] directly used the topics of the data set 
to establish the association of different words in the text. 
However, this method not only directly models the short 
text but is also only applicable to distance-based 
classification and clustering algorithms, such as k-nearest 
neighbors or k-means. 

B. Topic Model 

Given the effect of the dimension problem, most 
statistical models encounter difficulties in learning high-
dimensional data. The results of many dimension 
reduction methods are often characterized by the sparse 
interpretability of data. The topic model has a wide range 
of applications. Three primary topic models are in use: 
latent semantic indexing (LSI) [6], probabilistic LSI 
(PLSI) [8], and LDA[2]. LSI constructs a text feature 
vector matrix and then a singular value decomposition of 
the matrix. PLSI is an LSI model based on the solid 
statistical theoretical foundation of the probability 
generation model. LDA is a complete text generation 
model in which a text is mixed with several implicit or 
hidden topics mixed with several words. Most researchers 
directly apply LDA to text classification. Rubin 
established a statistical topic model to classify multi-label 
documents and systematically compared the advantages 
and disadvantages of statistical topic models and 
discriminative modeling techniques. Feature extension 
based on topic models has recently received increasing 
attention. [11] used implicit topics derived from an 
external corpus to expand text features. [5] proposed a 
multi-granularity topic model to expand features in short-
text classification. [5]modeled multi-granularity topics to 
obtain an optimal topic for different labels; the model 
applied to a search-snippet data set outperformed the 
LDA model(i.e., an increase of 4 percentage points over 
that of LDA). 

III. PROPOSED SCHEME 

A. LDA 

LDA has broad applications for general discrete 
datasets, such as text. Specifically, the process of 
generating a document with n words by LDA can be 
described as follows [2]: 

1. For whole documents, decide on the number of words 
N according to Poisson distribution ( )| ~N Poissonξ ξ . 

2. For each document, choose the distribution over topics 
θ according to Dirichlet distribution ( )| ~ Dirθ α α . 

3. To characterize each of the N words Wn, 
a) Choose a latent topic ( )~nZ Multinomial θ . 

b) Choose a word Wn according to multinomial 
distribution { } ( )1:| , ~

nn n K ZW Z Multinomialβ β , where α, β, ξ are 

super parameters. Figure. 1 shows the directed probability 
graph. 

 
Figure 1. LDA Probability Graph [2] 

 
The above description of creating a new document 

with n words yields the marginal distribution of the word 
wi: 

( ) ( )i i i i
1

p w w |z j p(z j)
K

j

p
=

= = = .(1) 

B. LHF Model 

This section presents the LHF model for Chinese 
short-text classification.  

We always use the vector space model to express the 
text. A text is generally expressed by such feature vectors 

as { }1 1 2 2S = , , , , ,
d dd N Nt w t w t w , where ,i it w is a 

feature dual group that denotes a feature term iw  with a 

weight of it . This dual group is determined by term 
frequency–inverse document frequency (TFIDF). Given 
that the short-text feature is sparse, several short-text 
feature vectors Sd are null. By contrast, many irrelevant 
words appear in the short text, contributing nothing to the 
classification. [4] and [12]studied the effect of word 
frequency and TPT in short-text classification. 

LHF is the high-frequency feature expansion of a topic 
model. This expansion selects and expands short-text 
features based on the LDA model. Unlike normal 
documents, short and sparse documents are usually 
noisier and less topic-focused. Such documents consist of 
a dozen words to a few sentences. Thus, whole TFIDF 
features in documents are noisier; even extracted features 
selected by CHI can't achieve satisfactory performance 
due to less topic-focused.  

To obtain less noisy and more topic-focused features, 
this paper proposes feature selection and expansion 
according to the process of generating a document with n 
words by LDA for short-text classification. This paper 
shows such a process with remark labels for each 
document. The generation scheme is as follows: 
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TABLE I.   
GENERATION FOR LDA 

 
Parameters and variables are shown as follows: 
·M: the total number of documents 
·Nd: the total number of words in document Sd 

·K:the number of latent topics 
·α: Dirichlet parameter 
·

dθ :topic distribution for document Sd 

·
1:Kβ :topic distribution for word Wn 

· ,i it w : a feature dual group that denotes a feature term iw
 with 

a weight of it ;this group was determined by TFIDF 
· , H

i ip w : a feature dual group that denotes a high-frequency 

feature of term 
H
iw

 with a weight of ip
;this group is the posterior 

probability of term 
H
iw

 

· , L
i ip w :a feature dual group that denotes a high-frequency 

feature of term 
L
iw

 with a weight of ip
;this group is the posterior 

probability of term 
L
iw

 
 

In LDA, the features of each document can be divided 
into two parts (Table 1): high-frequency features, which 
characterize the document, and noise or triviality. This 
study names the set of all high-frequency features LHFlib, 
extracts the highest-frequency keyword H

iw from each 

category, and obtains new features , H
i ip w  through 

LDA probability generation (Table I).The construction 
algorithm of LHFlib is as follows:  

TABLE II.   
CONSTRUCTION OF LDA HIGH-FREQUENCY FEATURE LIBRARY 

 
LHFlib is an LDA high-frequency feature library 

(Table II). We then extend the high-frequency feature. 
The algorithm for feature extension for short text is 
described as follows: 

TABLE III.   
HIGH-FREQUENCY FEATURE EXTENSION FOR SHORT TEXT 

 
After the LHFs are obtained, we use the support vector 

machine (SVM) as the classification model. In short-text 
classification, we not only directly use LHF 
characteristics but also extend TFIDF features with LHF 
vector Θ. 

A simple flowchart of the LHF method for Chinese 
short-text classification considering high-frequency 
feature expansion is shown in Figure 1. The whole 
process of the LHF model comprises the following: 

First, we preprocess the training set to obtain the 
TFIDF feature vector, and derive an LDA topic model for 
short texts according to the generation process in Table I. 

Second, we construct a high-frequency feature 
extension library according to Table II. 

Third, we extend features to test data according to the 
algorithm of the high-frequency feature extension above. 

Finally, we use the LHF model and SVM to classify 
the extended short text. 

 

Step 1 For each document  

 
{ }1 1 2 2S = , , , , ,

d dd N Nt w t w t w
,

1, 2, ,d M=   

 ·Draw topic proportion ( )| ~d D irθ α α

Step 2 For each word
nw  in that document 

 
·Draw topic assignment ( )| ~ M u ltn d dz θ θ  

·Draw word ( )1:| , ~ M u ltn n K nw z zβ

Step 3 Draw label variable 

 
( )2 2

1:| , , ~ N ,d NL z zη σ η σ⊥

 

Where 1
1 dN

nn
d

z zN =
 =  
  

 

Step 4 Then the document can be described as 

 { }1 2 ,,
1 2S , , , , ,

N d hd h

H H H H H H
d Np w p w p w∝ 

 

{ }1 2 ,,
1 2+ , , , , ,

N d ld l

L L L L L L
Np w p w p w

 

Where ( )| ,n n n dp p w z L=
 

           , ,d d h d lN N N= +
 

           
H

nw L H F lib∈  

           
L

nw L H F lib∉

Step 1 
Construct the LDA high-frequency feature library. 
L H F lib  

Step 2 Obtain the LDA feature vector of the document: 

 
{ },1 1 2 2S , , , , ,

d d h

H H H
d N Np w p w p w∝ 

 

{ },1 1 2 2 1+ , , , , ,
d d d h

L L L
N N Np w p w p w − + . 

Step 3 Extract the high-frequency word vector ,d hM N×Π
from the 

library L H F lib . 

 
{ },1 1 2 2S , , , , ,

d d h

H H H
d N Np w p w p w∝  ,

 

where ( )| ,n n n dp p w z L=
 and 

H
nw L H F lib∈ . 

Step 4 Obtain the topic distribution feature vector of the document:

 M K×Λ
. 

Step 5 
Merge vectors ,d hM N×Π

and M K×Λ
to obtain LDA high-

frequency feature ( ),d hM N K× +Θ . 

Step 1 For each label Ld: 

 For each document Sd: 

 ·Train the LDA model Φk. 

 
·Obtain the top-M words Wd for topic K by posterior 
Probability. 

Step 2 Merge all top-M words for all documents. 

 ·Obtain the LHFlib.
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Figure 2.  LHF method for short-text classification considering feature 

extension. 

IV. EXPERIMENTAL DATA 

We rely mainly on two data sets. First, we use a short 
message corpus derived from a large short message 
collection of ABC Telecom. This collection includes 
more than 20 million messages within a month. Second, 
we use a news title corpus derived from the Sogou 
Laboratory. Both collections consist mostly of brief 
documents, although they have many differences, as 
described below. 

A. Short Message Data 

The experiment short message service (SMS) data are 
preprocessed from the original SMS data set containing 
more than 20 million short messages, including many 
fraudulent advertising spam messages. We filter out the 
spam messages and extract 21 SMS social networks 
characterized by a transceiver relationship. We use8232 
messages from 2551 individuals as our experiment data 
set. We annotate the sender roles and message topics. The 
message senders include students, employees, teachers, 
civil servants, and white-collar workers. Nine message 
topics are identified: work, family, feeling, learning, 
leisure, advertising, blessing, and entrusting. The 
message topics overlap, that is, a message may have 
another theme. The topic and role distribution of the short 
messages are shown in Table IV. 

TABLE IV.   
ROLE AND TOPIC DISTRIBUTION OF SHORT-MESSAGE CORPUS 

B. News Title Data 

The dataset used in this section is provided by Sogou 
Laboratory. We extract news titles as our experimental 
data. A total of 10,953 titles of six categories (culture, 
society, entertainment, history, military, and reading) are 
extracted. The length of each short text is 10 to 20 words. 
We extract the training and testing sets according to the 
ratio 9: 1. The distribution of the data set is as follows: 

TABLE V.   
CLASS DISTRIBUTION OF NEWS TITLE CORPUS 

 

C. Data Statistics 

Figure 3 and Table VI describe the document length 
distribution of both test data sets. As expected, the 
documents in the news title corpus are very short 
(median=6; 9 for SMS), with a compressed distribution 
of lengths. Most SMS documents are slightly longer than 
the news titles (median=6), and their lengths vary more 
significantly than those of the news titles. Most words 
appear less than 10 times in both data sets (ratio=84.2% 
in SMS; 93.1% in news title). The corpora analyzed in 
this study are similar in that the documents are much 
shorter than documents in standard IR collections. 
However, the collections also differ from each other. 

 
Figure 3.  Distribution of Document Length. 

TABLE VI.   
SUMMARY STATISTICS FOR EXPERIMENTAL CORPORA 

Topic 

Role 

Student Worker 
Teache

r 

Govern
ment 

Worker 

White-
Collar 

Worker
Work 5 151 298 371 3095 

Family 0 65 22 35 375 
Love 145 65 128 80 870 

Campus 8 0 10 0 29 
Leisure 1 0 8 4 121 

Advertising 0 0 3 6 10 
Blessing 133 19 5 31 455 
Social 

Interaction 
14 0 14 4 112 

Entertainment 288 0 20 0 308 

No Class Training Testing 
1 Culture 1439 160 
2 Society 929 104 
3 Entertainment 1665 186 
4 History 1592 178 
5 Military 927 104 
6 Reading 3299 367 

Corpus SMS News Title 
Index Docs 8232 10953 

Unique Terms 10282 16109 
Unique N&V 3739 8611 

Tokens 109868 63875 
Median Doc Len 9 6 
Mean Doc Len 13.4 5.8 

SD Doc Len 130.8 2.8 
Ratio 84.2% 93.1% 
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V. EXPERIMENTAL RESULTS 

A. Evaluation Metrics 

We use SVM as the classification model. We use the 
following measures to evaluate the performance of the 
classifiers: precision(P), recall(R), and F-measure(F1).We 
also calculate accuracy, macro-P, macro-R, and macro- 
F1 for macro-assessment: 

TABLE VII.   
SUMMARY STATISTICS FOR EXPERIMENTAL CORPORA 

 
where TP is true positive, FP is false positive, FN is false 
negative, TN is true negative, N is the total number of 
documents, and ci is the total number of documents 
labeled i. 

B. Experimental Results 

Table VIII shows the experimental results of the short 
message data. We use four roles(student, worker, teacher, 
and civil servants[gov]) as four categories. The two 
column headings in Table VIII correspond to LDA 
features alone and expanded features with LHFlib. The 
proposed LHF model outperforms classical LDA in 
classifying SMS.  

TABLE VIII.   
EVALUATION OF TWO METHODS FOR SHORT MESSAGE CLASSIFICATION 

(%) 

 

TABLE IX.   
EVALUATION OF TWO METHODS FOR SOGOU NEWS TITLE 

CLASSIFICATION(%) 

 
Table IX shows the experimental result of the Sogou 

news title data. The data sets include six categories: 
culture, society, entertainment, history, military, and 
reading. The two column headings in Table IX similarly 

correspond to LDA features alone and to expanded 
features with LHFlib. The LHF method outperforms 
classical LDA without feature expansion. 

The results show that LHF expansion can obtain less 
noisy and more topic-focused features. To evaluate the 
performance of feature selection, we choose the CHI as 
the base algorithm for the Sogou news title data sets. 
Figure 4 shows the results. 

 

 
Figure 4.  Evaluation of Two Methods for Short-Text Feature Selection. 

LHF exhibits better performance in five different 
dimensions:781, 1361, 2019, 2671, and 3314, 
corresponding to 10%, 20%, 30%, 40%, and 50% TFIDF 
features. 

This paper also compares the LHF model with other 
text classification methods, such as sLDA and maximum 
entropy modeling (MaxEnt). The LHF model 
outperforms the other methods in terms of macro-
F1.Table X shows the evaluation results of different 
methods for classifying three short-text corpora. Corpus 
SMS* has only four roles as in Table VIII and includes 
1933 short messages. Corpus Sogou* is extracted from 
the news titles in Table 5andincludes 3327 news titles. 
Corpus Yahoo! is obtained from [14] and includes 2400 
documents. In the table, M1 refers to LDA; 
M2,TFIDF+SVM; M3,sLDA[3]; M4,MaxEnt; M5, the 
short-text classification method in [17]; and M6, the LHF 

proposed by this paper. 

TABLE X.   
EVALUATION OF DIFFERENT METHODS FOR CLASSIFICATION OF THREE 

SHORT-TEXT CORPORA (MACRO-F) 

 

 
Figure 5.  Perplexity indicates the optimal number of latent topics. 

Precision TP/(TP+FP) 
Recall TP/(TP+FN) 

F1-Measure 2P×R/(P+R) 
Accuracy (TP+TN)/(TP+FP+TN+FN) 

Marco-R ( )1
/

k

i ii
R c N

=
Marco-P ( )1

/
k

i ii
P c N

=
Marco-F1 ( )1

/
k

i ii
F c N

=

Category 
LDA Only LHF Expansion 

P R F1 P R F1 
Student 77.78 35.00 48.28 78.95 75.00 56.41
Worker 22.22 25.00 23.53 88.89 100.0 61.54
Teacher 45.45 43.48 44.44 86.67 56.52 59.09

Gov 52.50 72.41 60.87 75.68 96.55 70.97
Macro 53.65 49.82 49.11 81.00 80.18 79.19

Category 
LDA Only LHF Expansion 

P R F1 P R F1 
Culture 36.36 20.00 25.81 62.04 53.13 57.24
Society 36.00 8.65 13.95 86.30 60.58 71.19

Entertain
ment 

37.67 29.57 33.13 66.67 60.22 63.28

History 51.43 40.45 45.28 75.97 65.73 70.48
Military 53.33 15.38 23.88 75.58 62.50 68.42
Reading 44.63 81.47 57.67 69.85 91.56 79.25
Macro 43.35 44.00 39.56 71.26 70.81 70.14

Corpus M1 M2 M3 M4 M5 M6 
SMS 0.491 0.490 0.475 0.480 0.746 0.792

Sogou 0.452 0.367 0.380 0.347 0.708 0.703
Yahoo! 0.333 0.425 NaN 0.397 0.409 0.445
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Figure 6.  Optimal Length of Library for Three Data Sets. 

The optimal number of topics and the length of Lib 
significantly affect classification performance. This paper 
used perplexity as the evaluation criterion for the optimal 
number of topics. The optimal number of topics for the 
SMS, Sogou, and Yahoo! data sets is 80,80, and 160, 
respectively. Figure 3 shows the perplexity curve of the 
SMS data set. K = 80 is the optimal number of topics. 

Sparseness may induce the optimal length of the LHF 
library. The optimal library length for SMS, Sogou, and 
Yahoo! is 15%, 10%, and 6% of the total number of 
unique terms (Figure 4). 

VI. CONCLUSIONS 

This study aims to resolve the sparse features and noise 
problem and thus proposes a short-text classification 
framework using LDA extended high-frequency features. 
The experimental result confirmed the effectiveness and 
feasibility of the algorithm. We draw the following 
conclusions: (1) The high-frequency words of short texts 
facilitate the recognition of categories; extracting these 
words as category features can reduce noise. (2) 
Introducing high-frequency words through LDA can 
improve classification performance. When categories 
have extensive topics, we may have to incorporate other 
feature extraction methods to improve classification 
performance. 
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Abstract—Based on dark channel priority, the paper 

proposes an improved defogging algorithm of single image 

which can defog the foggy images rapidly. The algorithm in 

the paper applies the method combining adaptive median 

filter and bilateral filter to figure out clear dark channel on 

the edge. And the algorithm is based on the physical model 

of foggy images to estimate transmission. Compared with 

the traditional algorithm, the estimated transmission is 

detailed and clear, and has no need to be optimized, which 

not only overcomes the disadvantages of traditional 

algorithm using plenty of time to optimize transmission, but 

also reduces the complexity of the algorithm. The 

experimental results indicate that the algorithm realizes 

rapid and high-quality defogging on single image. 

 

Index Terms—Image Restoration, Defogging, Dark Channel 

Priority, Adaptive Median Filter, Bilateral Filter 

 

I. INTRODUCTION 

Fog is a kind of common natural phenomena. In the 

misty weather, turbid media of atmosphere such as 

molecular and suspended particles can create pollution of 

feedback images and makes fidelity and contrast of the 

color for images reduce to a great extent. The images as a 

whole is vague, the details content can't be recognized 

and the color is biased toward gray and white, which lead 

to great reduction of dependability for outdoor vision 

system such as outdoor target recognition, automatic 

monitor and satellite remote sensing monitoring. 

Therefore, it has important significance in fog-degraded 

images clearness. 

But fog-degraded images clearness is a challenging 

task, especially rapid defogging on single image. Because 

depth information dependent by fog in atmosphere is 

unknown and acquisition for the depth of single two-

dimension image is an unconstrained problem. If multiple 

images are used to defog, different types of imaging 

device are needed to shoot multiple images in the same 

location [2, 3], which not only has low economic cost, 

but also is difficult in application for dynamic scene. Or 

multiple images of the same scene in different weather 

conditions are collected [4, 5], which is infeasible for 

outdoor vision system with high real-time demand. 

Therefore, it is necessary to make rapid defog on single 

image, which can improve the reliability of all kinds of 

outdoor vision system in foggy weather. 

In recent years, defogging technology for single image 

has achieved significant progress which is mainly from 

the following two aspects, one is enhancement algorithm 

based on image processing, and the other is recovery 

algorithm based on physical model. As for the former, the 

typical algorithm is Retinex algorithm which is a kind of 

model describing color invariant and has a good effect of 

reinforcing on color image with long-scale contrast 

formed because of ununiform lighting. Although the 

image enhanced by Retinex algorithm is on the basis of 

applying msrcr algorithm with color restoration [6], it is 

easy for the algorithm to cause color inconsistency or 

details lost. Because the algorithm needs the user to set 

multiple gaussian filter scale parameters and the size of 

parameters and low-frequency color domain of image 

after enhancement have close relationship with high-

frequency details. Recovery algorithm is the the 

defogging algorithm for single image based on dark 

channel priority [1] and has better effect. The algorithm 

can make local repair on the image color in zones 

according to mist concentration and has good defogging 

result, and the recovered image color approximates 

reality and has high definition. 

In this paper, an improved haze removal algorithm 

from a single image is proposed, based on dark channel 

prior. It can remove haze very fast from the haze image. 

The dark channel, which is very fine, is calculated with a 

kind of adaptive median filter and the bilateral filter. The 

transmission can be estimated, based on the method, from 

the physical model of imaging in haze. And it is also fine 

432 JOURNAL OF MULTIMEDIA, VOL. 8, NO. 4, AUGUST 2013

© 2013 ACADEMY PUBLISHER
doi:10.4304/jmm.8.4.432-438

app:ds:fog
app:ds:atmosphere
app:ds:contrast
app:ds:dependability
app:ds:depth
app:ds:information
app:ds:two
app:ds:dimension
app:ds:multiple
app:ds:image
app:ds:imaging
app:ds:device
app:ds:multiple
app:ds:image
app:ds:multiple
app:ds:image
app:ds:infeasible
app:ds:significant
app:ds:progress
app:ds:physical
app:ds:model
app:ds:long-scale
app:ds:contrast
app:ds:gaussian
app:ds:filter
app:ds:scale
app:ds:parameter
app:ds:parameter
app:ds:algorithm
app:ds:algorithm


compared with the transmission estimated by the original 

algorithm, so that it could be without optimization, and a 

lot of time is saved, which is spent on refining the 

transmission by the original algorithm. The complexity of 

the algorithm is reduced significantly. The experimental 

results show that the haze image is dehazed very fast with 

a good quality by the algorithm. 

II. PROPOSED SCHEME 

A. Defogging Algorithm based on Dark Channel Priority 

Dark channel priority is the regularity obtained from 

the statistics on massive outdoor image without fog. As 

for most local area except for the sky , there are at least 

one color channel whose pixel brightness 

valueapproaches zero in three color channels of GRB. 

There are three major reasons, the shadow of 

architectures, people and vehicles, the projection of 

natural scenes such as trees and rocks, bright-colored 

objects such as red or yellow flower and leaf, green plant 

and blue water, and the pixel brightness value of some 

channels is very low in 3 channels of RGB which also 

has dark-color surface or objects such as the ground 

surface and stones. Above all, the scene without fog is 

full of color, dead colour or shadow, and has dark 

channels for image. However, brightness valueof dark 

pixels for images disturbed by fog can be polluted by 

white light to become higher, that is, the higher the 

brightness value in ark channels except for the sky, the 

higher the density of fog in the position. So the dark 

pixels which are polluted by the fog can be used to 

estimate concentration of fog and transmission 

information of light. 

With the algorithm in literature [1] which is called H, 

dark channels can be described : 

 cdark c {r,g,b} y Ω(x)
(x) (J min ( min J (y)))

 
  (1) 

(1) represents a RGB image without fog, Jc represents 

a channel in RGB channel of J and Jc is a gray image 

without fog. Ω(x) is a piece of square area with x as 

center and the length of a side takes odd. c
y Ω(x)

(min J (y))


is 

3 rough gray images with checkerboard effect by taking 

Ω(x) as filter to make nonlinear minimum filtering on Jc 

of three channels. Each pixel of Jdark is the minimum 

which is taken from three pixels of the corresponding 

position for 3 gray images. So according to dark channel 

priority, the intensity of Jdark is always very low and 

approaches zero as for the area which is not the sky. 

I is used to show an atomizing RGB image, dark 

channels of I obtained according to Formula 1 is Idark to 

which has rough gray image with checkerboard effect 

(see Figure 1b), serious halo trace appears at the edge of 

image after defogging(see Figure 1c). The reason is that 

transmission picture t is also rough (see Figure 1d). 

Because HE algorithm uses nonlinear minimum filtering 

in formula 1 in the process of calculating t, which results 

in checkerboard effect of t, HE algorithm applies image 

repair method to optimize the rough transmission 

diagram t. Although clear image can return after applying 

optimized transmission diagram t, the calculation of 

transmission diagram t is the biggest bottleneck for the 

algorithm. Side length value of Matting Laplacian giant 

matrix to be generated in the optimizing process is the 

area value of defogging images, and each element of 

Matting Laplacian matrix can be obtained by multiple 

cycle operation. By testing the image of 800×600 pixel, 

the whole calculation process takes about 103s, in which 

optimizing transmission diagram accounts for 94s. The 

above results are acquired from common PC which has 

the operating system with Windows XP, CPU with AMD 

quad core 3.0GHz and memory with 4G RAM. And 

using 2G RAM can result in memory overflowing, which 

makes optimization unable to be completed. The 

algorithm of optimizing transmission diagram is too 

complicated, which is the biggest obstacle to limit 

practicability of HE algorithm. However, the paper 

improves the algorithm which is improved in the paper 

reduces complexity of calculation significantly in the 

condition of not influencing the defogging effect, which 

can shorten runtime of the algorithm. 

       
(a) Original defogging image (b) Dark channel Idark (c) Original 

defogging image 

       
(d) Original projection diagram t (e) Dark channel Inewd (f) Airglow A 

       
(g) Projection diagram t (h) New algorithm defogging diagram (i) 

Complete defogging diagram 

Figure 1.  (a-i) 

B. Improvement on the Method of Calculating Dark 

Channels 

Firstly, physical model is established for is atomizing 

image according to the physical property of light 

transmitting in fog. The following is the description of 

optical model of atomizing image [12]; the model is 

commonly used for researching the defogging technology 

[1, 7, 8]. 
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 I(x)=J(x)t+A(1-t)  (2) 

I is RGB image collected in the foggy weather by 

outdoor visual system and is known. J is RGB image of 

scenes in the weather without fog, that is, the nearer the 

atomizing image with J after recovering, the better. t is 

used to describe the part which has not been scattered in 

the process of light transmitting visual system for light, 

that is, the description of the degree of image information 

in each area is called transmission diagram. A is 

atmospheric optical components, the brightness of the sky 

in the weather without fog. Brightness value of each 

channel for A should be calculated respectively for 

precision. Obviously, t=1, I(x)=J(x) in the weather 

without fog, and I is used to estimate t and A to acquire J 

in the foggy weather. 

According to HE algorithm, estimating t and A needs 

to know Idark, but Idark obtained by HE algorithm is 

rough, which lead to the roughness of t and spending 

much time optimizing t, so that the time of calculating 

defogging is prolonged, and the practicability of the 

algorithm is limited. The paper proposes a kind of 

improvement algorithm to calculate dark channels, and 

the new dark channel is called Inewd and is refined. So t 

obtained with the improved algorithm is also refined 

without need to optimize, which shortens the time of the 

whole process of defogging. 

Dark channels of atomization image are estimation for 

the density of fog. HE algorithm applies the minimum 

value filtering, which leads to the estimation roughening. 

But adaptive median filtering in the paper is different 

from the minimum value filtering, the former 

approximates to smoothing filtering, and this kind of 

filtering can retain boundary part in which brightness 

value of image can change rapidly. The destination is as 

follows: 
kind of 

LA: If Zmin<Zmed< Zmax,it turns to LB 
or mask size would be increased 

If the size is not more than Smax, LA will be repeated. 
or Zmed will be output 

LB: If Zmin<Zxy< Zmax, Zxy will be output 

or Zmed will be output 

Mask size is odd and starts from 3. Smax is the biggest 

mask size. Zxy is the brightness value of coordinate(x,y). 

Zmin, Zmed and Zmax is respectively the minimum, 

mid-value and the maximum with (x,y) as center. Next, 

dark channel Inewd will be calculated, concrete 

procedures are as follows: 

Firstly, the minimum M of each pixel of I in RGB 

channel is calculated, and M is a gray image: 

  
c {r,g,b}

M(x)= min (I (x))c


  (3) 

Next, M uses adaptive median filtering ( Smax 

adaptation takes 1% of the size of atomization image), 

which can make the value of pixels of dark channels 

more reasonable at the local range, for example, a 

brighter local min emerging in the area of uniform 

brightness can lead to minimal local high light value 

appearing in M. But using filtering for M can remove 

hight light value to some extent, and has better edge 

compared with traditional median filtering. 

 M1=adpmedfilt2(M)   (4) 

M1 can be as local average of M, and details high-

frequency part of M is blurred inevitably. The fuzzy of 

details generated by median filtering is more slight than 

the fuzzy of details generated by the minimum value 

filtering [9]. However, the slight fuzzy also needs to be 

processed, or detail section for atomization image will be 

fuzzier after defogging. Bilateral filtering just can dispose 

the details fuzzy generated with median filtering, which 

makes the image after defogging is more natural. 

Bilateral filtering is defined as : 

 p σ σ p q q
d rq Sp

1
BF[I] G ( p-q )G (|I -I |)I

W
=



  (5) 

The above is formula 5. Ip and Iq are the brightness 

value of pixels, p and q. Wp is as follows: 

 p σ σ p q
d rq S

W G ( p-q )G (|I -I |)


   (6) 

Formula 6 is normalization coefficient. 
d

Gσ and 
r

Gσ  

is respectively gaussian kernel with 
dσ  and 

rσ  as 

standard deviation on static airspace D and dynamic 

range R. represents euclidean distance. So bilateral 

filtering not only considers spatial relationship of pixels, 

but also takes similarity relation of brightness value for 

pixels into consideration. It can smooth images and make 

images clear [10]. The operation on M1 is as follows: 

 M2=BF(M1,S, 
d
σ , rσ ) (7) 

In order to achieve the effect of clearness, S is two 

times size of adaptive median filter mask, 
d
σ  takes 10 

and rσ  takes0.1. BF uses rapid bilateral filtering -in the 

literatures [14, 15] for improving the operation speed. It 

firstly calculates one of the biggest dynamic value on the 

basis of M1 and S, and filters respectively based on size 

of rσ , which makes complexity be O(n) 

Finally, Inewd should satisfy the constraint condition, 

0≤Inewd≤M: 

 Inewd=max(min(M2,M),0) (8) 

Dark channel Inewd obtained with the improved 

algorithm is mist concentration diagram (See Figure 1e). 

Compared with Idark, the estimating results of the 

improved algorithm is more meticulous and looks clearer. 

The pixel whose brightness value is zero in Inewd means 

the zone without the need to defog. Formula 4, 7 and 8 

are merged into function newd for convenient explanation 

in the next chapter. 

C. Estimation of Projection Diagram T and Airglow A 

Each pixel of I and J in formula 2 is taken the 

minimum value in channel RGB 

 c c c
c {r,g,b} c {r,g,b}

min (x)= t min J (x)+A (1-tI )
 

  (9) 

The operation on formula 4, 7 and 8 on both sides of 

formula 9 can obtain: 
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c c c
c {r,g,b} c {r,g,b}

newd( min I (x))=newd( min J (x))t+A (1-t)
 

  (10) 

c
c {r,g,b}

newd( min J (x))


=Jnewd, according to dark channel 

priority Jnewd=0, c
c {r,g,b}

newd( min J (x))


=0, and formular 

11 is obtained: 

 
c

c

c {r,g,b}

I (x)
t=1-newd( min )

A
  (11) 

According to the analysis above, dark channel priority 

doesn't apply to the sky, but the color of the sky in 

atomization images is very close to airglow cA , so 

c (x)I = cA , t=0 in the sky. And because the light in the 

sky is from infinity and transmissivity t is close to zero, 

formula 11 applies to the sky area and non-sky area, and 

there is no need to process the sky area individually. 

Estimating projection diagram t must estimate airglow 

A firstly on the basis of formula 11. In the literature [7], 

pixel value with high-light brightness in image I is 

regarded as airglow. And most defogging method for 

single image uses the method to estimate A. However, 

the brightest pixel in real image may be not in the sky but 

in a whited object. And s new method of estimating A 

must be adopted. As mentioned, dark channels of 

atomization images can obtain rough value of mist 

density (See Figure 1e). So reliability of estimating 

airglow can be improved by dark channels. Firstly, the 

pixel of 0.1% with the biggest brightness value in dark 

channels can be taken. And the corresponding positions 

of these pixels in I can be found, then the pixels 

responding to the positions can be found in three 

channels of I respectively. Finally, the biggest value of 

those pixels is taken from 3 channels of I to be as the 

brightness value of all pixels for the channels responding 

to A. And A can be estimated (See Figure 1f), and we 

should notice that A is not the brightest point in image I. 

The method estimating airglow A based on dark channels 

is more reliable than the method in literature [7]. 

Transmission diagram can be estimated through 

formula 11. But in reality, the air contains some impurity 

inevitably in the condition without fog. Therefore, the fog 

still exists for remote objects. It is the existence of fog 

that people feels the existence of depth, which is called 

areal perspective [11]. If the fog is removed completely, 

images look not true and the depth disappear (See Figure 

1i). Therefore, a constant ω (0<ω≤ 1) can be set in 

formula 11 and the fog covered on the remote objects is 

reserved, and the modification makes defogging diagram 

more perfect. The value of ω is set according to concrete 

conditions. In the paper, ω selects a constant value, 0.85. 

c (x)I / cA =N, 
c

c

c {r,g,b}

(x)
newd( min )

A

I


 is using the 

improved algorithm to acquire dark channel of N and is 

set as newdN , transmission diagram t (See Figure 1g) is 

  newdt=1-0.85N  (12) 

D. Acquisition of Images after Defogging 

According to A and t estimated in 2.2 and the formula 

2, we can obtain: 

 
I(x)-A

J(x)= +A
t

 (13) 

Transmissivity can't be zero, so t is set as a lower limit 

t0. The paper takes t0=0.1, and the final defogging image 

j (See Figure 1h) is: 

 
I(x)-A

J(x)= +A
max(t,0.1)

  (14) 

III. SIMULATION ANALYSIS 

In order to verify the practicability and effectiveness of 

the improved algorithm, Matlab 2012a is used to make 

simulation experiment on common pc which has the 

operating system with Windows XP, CPU with AMD 

quad core 3.0GHz and memory with 4G RAM. The 

images of cities, outskirts and remote sensing which are 

polluted by fog are defogged. HE algorithm based on 

msrcr of retinex is applied. Visual effect, operation speed 

and objective image resolution are compared. The 

simulation results are shown in Figure 2, Figure 3 and 

Figure 4. 

       
(a) Original atomization image (b) Defogging effect of msrcr algorithm 

       
(c) Defogging effect of HE algorithm (d) Defogging effect of the 

improved algorithm 

Figure 2.  (a-b) Comparison of simulation effect for city 
images 

       
(a) Original atomization image (b) Defogging effect of msrcr algorithm 

       
(c) Defogging effect of HE algorithm (d) Defogging effect of the 

improved algorithm 

Figure 3.  (a-b) Comparison of simulation effect for 
outskirts image 
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Three algorithms realizes the defogging to some extent. 

As mentioned, the color for defogging images with msrcr 

algorithm are somewhat distorted, for example, the color 

in the sky of Figure 2b bias dark and the transition is not 

natural, and the color of leaf in Figure 3b and the color of 

ground surface in Figure 4b. He algorithm and the 

improved algorithm all achieve better effect of defogging. 

For example, the color of the sky in Figure 2d is natural 

and the level is clear, the defogging effect of the woods in 

Figure 3d is good, and the texture of ground surface in 

Figure 4d is more clear. Most of all, the new transmission 

diagram t is very clear. There is no halo formation left 

after defogging on the leaf in Figure 3a (See Figure 3d), 

and the detail texture of leaf in left side of Figure 3d is 

more clear because of the application of bilateral filtering. 

       
(a) Original atomization image (b) Defogging effect of msrcr algorithm 

       
(c) Defogging effect of HE algorithm (d) Defogging effect of the 

improved algorithm 

Figure 4.  (a-b) Comparison of effect for remote sensing 
images 

Next, various algorithms are compared objectively. 

And histogram, mean value, standard deviation and 

entropy of R channel from image 4(a) to (d) are 

calculated, and the results are shown in Figure 5 and 

Table 1. 

TABLE I.  MEAN VALUE AND STANDARD DEVIATION OF R 

CHANNEL FROM IMAGE 4(A) TO (D) 

 Mean value Standard deviation 

Figure 4(a) 183.5311 32.9575 

Figure 4(b) 118.5674 65.2248 

Figure 4(c) 116.6221 42.7048 

Figure 4(d) 109.1401 45.7910 

From Figure 5, we can see that the pixel stretch of 

histogram for the algorithm in the paper is greater and has 

evident spike, which indicates that the image is clear and 

there is high contrast. And we can see from Table 1 that 

the mean value of algorithm in the paper is the minimum, 

which shows that the interference of fog is the minimal. 

But it has an appropriate standard deviation, which 

indicates that the image includes the most information 

and is the clearest. 

Then statistical evaluation method of image quality 

which is proposed in literature [22] was applied. And the 

statistical results show that when gray average is between 

100 and 200, and the standard deviation is between 35 

and 80, the quality of the images is better, as shown in 

Figure 6. And concrete steps of statistics are: the image is 

decomposed into different subblocks (50×50), and the 

standard deviation   of each subblock is figured out and 

is for averaging, and multiplying the average standard 

deviation   and gray average of image can get 

evaluation result. The greater the multiplying result is, the 

better the quality of image is. The statistical results of 

image are shown in Table 2. 
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(d) 

Figure 5.  (a-d)Histogram of R channel from figure4(a) to 
(d) 

_

I

255

200

 

100

0

35 80σ
_

Poor Contrast

Poor Contrast

Poor Light
Poor Light

Best Visual

 

Figure 6.  Distribution of visual effects 

TABLE II.  STATISTICS OF I × ( SUB-BLOCK SIZE 50×50) 

 Original Msrcr He This paper 

Fig2(a-d) 622. 661 2 2.9e+03 3.8e+03 3.9e+03 
Fig3(a-d) 764.5943 2.4e+03 2.9e+03 3.3e+04 

Fig4(a-d) 876.1571 2.5e+03 3.3e+03 3.5e+03 

We can see from Table 2 that quality evaluation result 

of the images which were processed by the algorithm in 

the paper was better than that of the traditional algorithm. 

I ×  value of the original image is less, and the 

corresponding brightness and contrast are worse. Quality 

evaluation data which were processed by the algorithm in 

the paper are improved generally compared with 

traditional algorithm, which indicates that the processing 

result of the algorithm in the paper were better than that 

of traditional algorithm. 

Lastly, the operation time of the algorithm and 

objective image resolution area analyzed and the images 

are evaluated by using entropy function and Tenengrad 

function [13]. The results are shown in Table 3, Figure2, 

Figure 3 and Figure 4 are form top to bottom. 

TABLE III.  SIMULATION DATA 

 Original msrcr HE Paper 

entropy 7.5256 7.4830 7.6742 7.6844 
Bre 4.3e+03 8.8e+03 9.6e+03 1.1e+04 

Ten 1.2e+05 2.5e+05 2.7e+05 2.9e+05 
Time  8.3156 134.3984 12.9643 

entropy 6.9834 7.0565 7.1657 7.1455 

Bre 2.2e+03 3.5e+03 2.7e+03 2.8e+03 
Ten 5.6e+04 8.1e+04 6.9e+04 7.0e+04 

Time  9.2847 129.3746 10.9874 
entropy 6.9439 7.9056 7.3155 7.3103 

Bre 2.2e+03 8.9e+03 6.1e+03 6.8e+03 

Ten 5.7e+04 2.2e+05 1.5e+05 1.6e+05 
Time  8.5769 117.9324 9.7193 

From simulation images and Table 3, we can see that 

the defogging effect of HE algorithm and the algorithm 

of the paper is consistent basically, but the algorithm of 

the latter is 10% of HE algorithm, which indicates that 

the improved algorithm has certain practicability and 

effectiveness. Although the results of msrcr in Table 1 are 

good, the algorithm is not the restoration algorithm based 

on physical model, and the algorithm evaluated functions 

without color fidelity as the premise, which causes virtual 

height of the results. 

IV. CONCLUSIONS 

The paper proposed a defogging algorithm for single 

image based on dark channel priority which can make 

rapid defogging on foggy images. For the disadvantage of 

HE algorithm, that is, much time is used to optimize 

transmission diagram, the paper applies a method 

combining adaptive median filtering and bilateral 

filtering to calculate dark channels, The dark channels are 

refined, and transmission diagram t estimated by the 

method is also refined without need to optimize, which 

reduces the complexity of algorithm significantly and 

overcomes the bottleneck of low speed for HE algorithm. 

The algorithm realizes rapid and high-quality defogging 

on single images in the condition of not influencing 

defogging effect. The improved algorithm has flexibility, 

practicability and effectiveness, and makes the reliability 

of outdoor visual system in foggy weather improve 

dramatically, so it has widely practical value. 
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Abstract—IP multimedia subsystems bring huge security 

threats to the IMS-based next-generation networks although 

they bring IMS-based network integration and business 

ability enhancement. Therefore, the research on the 

vulnerability of IP multimedia subsystems attracts 

widespread attention recently. In this article, the security 

threats of next-generation core networks are discussed first. 

And then we analyze the vulnerability characteristics of IP 

multimedia subsystems. In order to evaluate the 

vulnerability of IP multimedia subsystems effectively, this 

paper further applies the complex network theory to 

construct the network model of IP multimedia subsystem 

and propose the vulnerability assessment indicator by 

adopting entropy model. Finally, some simulation 

experiments and result analysis are provided to our 

evaluation model. Both theoretical analysis and numerical 

simulations indicate that the proposed vulnerability 

measurement is a simple and effective new method to 

evaluate the overall vulnerability of this kind of IP 

multimedia subsystems. In addition, the proposed method 

provides a new idea and scientific basis for the vulnerability 

assessment of IP multimedia subsystems. 

 

Index Terms—IP Multimedia Subsystem, Network Safety, 

Vulnerability Assessment, Complex Network Theory, 

Entropy Model 

 

I. INTRODUCTION 

Many real-life networks such as the Internet, power 

grids and other self-organizing networks exhibit complex 

features [1, 2, 3]. These networks are important 

components of our daily lives. Their safeties can 

seriously impact the economic development and social 

stability. Therefore, the related researches on the network 

safety have attracted increasing attention in recent 

decades [4, 5, 6]. For computer networks, their security is 

more and more important. Therefore, it is urgent to 

develop a suite of measurable and quantitative metrics to 

evaluate their vulnerability and further propose schemes 

to protect them. Especially, IP multimedia subsystem is 

an important concept proposed by the most authoritative 

industry organizations 3GPP in the field of 3G mobile 

communications in March 2002 [7, 8]. As the core of the 

next generation networks, its function entity is numerous, 

and the vulnerability distribution is complicated [9, 10, 

11]. Only when the vulnerability of IP multimedia 

subsystems can be evaluated effectively, we can find out 

the key factors which lead to the security performance 

threats of IP multimedia subsystems and control the 

source of security threats within IP multimedia 

subsystems effectively [12, 13]. Furthermore, we can 

obtain the objective evaluation according to various 

vulnerability impacts on IP multimedia subsystems. And 

then the resilience of IP multimedia subsystems will be 

improved and enhanced. 

Recently, 3GPP and 3GPP2 Organizations have 

proposed the security standards on IP multimedia 

subsystems. However, the study on the safety of IP 

multimedia subsystems is still in its infancy, which is 

insufficient to meet the security needs. At the same time, 

it is difficult to follow the network safety standard 

because the actual configuration of IP multimedia 

subsystems needs to consider the actual conditions and 

the specific network needs. Furthermore, in the operation 

and maintenance process of IP multimedia subsystems, 

there exist other factors, such as the human negligence 

and mistakes and so on. All these will lead to security 

threats of IP multimedia subsystems. In order to find out 

the weaknesses of IP multimedia subsystems, the source 

of safety threats and the possibility of leaked information, 

the vulnerability assessment of IP multimedia subsystems 

are very important and demanding to solve. In this way, 

the protection program of IP multimedia subsystems can 

be obtained. On this basis, we can further select and 

determine the safety control measures to avoid transfer or 

reduce the losses.  

 The early IP multimedia subsystems are the first step 

in the migration path. They tolerate the different known 

limitations of security which could be challenging to 

settle in real-life operations. However, the early IP 

multimedia subsystem is omit consciously but not 

without emphasizing the importance of considering the 

sharply decreased security [7]. Furthermore, the 

vulnerability of IP multimedia subsystem 

implementations and high level service provider security 

demands were examined. And then an implementation 

method to provide the desired degree of safety for IP 

multimedia subsystem deployments was defined [14]. 

Considering that communications service provider must 

determine how to handle the influences of security flaws, 

a new method was emphasized in reference [15], with 

examples to determine the influence of safety-related 

malfunctions and the key design elements which are 

related with modeling service reliability. However, the 

safety research results on IP multimedia subsystem are 

relatively lacking in spite of the core position of IP 
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multimedia subsystem in next-generation networks. So 

far, the vulnerability evaluation technology of domestic 

and international mainstream mainly consist of network 

survivability analysis techniques [16], attack tree 

technology [17], graph-based network vulnerability 

analysis techniques [18, 19]. The above technologies in 

solving the problem of vulnerability have some defects 

and shortcomings. Actually, the vulnerability assessment 

of IP multimedia subsystem should be a complex 

nonlinear problem since the vulnerability of IP 

multimedia subsystems is uncertain. 

Considering that IP multimedia subsystems are in the 

core position in the next generation networks and the 

existing problems, in this article, the security threats of 

next-generation core networks are discussed and the 

vulnerability characteristics of IP multimedia subsystems 

are analyzed first. And then we use complex network 

theory to build a network model of IP multimedia 

subsystem. According to the characteristics of IP 

multimedia subsystem networks, a new solution for the 

vulnerability evaluation of IP multimedia subsystem 

networks is put forward on the basis of the entropy model. 

Finally, we provide some simulation experiments and 

result analysis to proof the effectiveness of our evaluation 

model. Both theoretical analysis and numerical 

simulations indicate that the proposed vulnerability 

measurement is a simple and effective new method to 

evaluate the overall vulnerability of this kind of IP 

multimedia subsystems. In addition, the proposed method 

presents a new solution method for the vulnerability 

measurement of IP multimedia subsystem networks and 

provides basis for the establishment of security policy of 

IP multimedia subsystems.  

II. VULNERABILITY OF IP MULTIMEDIA SUBSYSTEM 

AND IP MULTIMEDIA SUBSYSTEM NETWORK 

A. Vulnerability of IP Multimedia Subsystem 

The vulnerability research of computer networks can 

be divided into several problem areas which include 

vulnerability definition, vulnerability identification, and 

vulnerability analysis and vulnerability assessment. In 

general, the main purpose of the vulnerability assessment 

is the right vulnerability scoring or rating, the qualitative 

and quantitative analysis of the system vulnerability. The 

system can be a service, a computer on the network or the 

computer network. In the field of network security, the 

vulnerability assessment and the intrusion detection of 

systems, firewalls, virus detection are four elements in 

network security.  

The research for vulnerability assessment of IP 

multimedia subsystems is still in its infancy, there are no 

systematic research results up to now. Additionally, it is 

difficult to obtain the factors of vulnerability assessment. 

Therefore, according to the current situation of 

vulnerability assessment of IP multimedia subsystems, 

the analysis method of vulnerability dimension structure 

is introduced in this paper first.  

The proposed evaluation method considers the security 

reasons of IP multimedia subsystems mainly from 

malicious users or attackers perspective. Defense 

measures before the attack on the IP multimedia 

subsystem networks are investigated. This method has a 

more practical significance to service providers as well as 

the majority of users because it focuses on the difficulty 

and the impact that an attacker exploits the vulnerability 

of IP multimedia subsystem networks. An important 

consideration is provided to material utilization cost and 

time utilization cost which are not directly associated 

with the vulnerability of IP multimedia subsystem 

networks, but actually are closely related to the factors of 

their vulnerability utilization. On the basis of 

consideration, we analyze the vulnerability characteristics 

of IP multimedia subsystems and further present the 

assessment method. The proposed vulnerability 

assessment of IP multimedia subsystems is considered 

starting with the possibility of vulnerability utilization 

first. Secondly, the consequence of vulnerability 

utilization is an important factor which is considered by 

attackers. Synthetically considering above two aspects, 

we obtain the following evaluation factors of 

vulnerability. The detailed representation is as follows. 

 

Figure 1.  Index system of vulnerability assessment model. 

IP multimedia subsystems are vulnerable to attacks and 

malfunctions. The most important reason is that there are 

many weaknesses in themselves. Once an attacker 

exploits these vulnerabilities, they are easy to succeed. 

The vulnerabilities of IP multimedia subsystems include 

the system vulnerability which exists initially and the 

potential vulnerability which is brought by the later 

increased safety measures. In other word, the 

vulnerability of IP multimedia subsystems refers to the 

number of loopholes in the system and the resulting 

damage degree to the potential threats. It is an important 

indicator to measure safety performance of an IP 

multimedia subsystem. In general, if the vulnerability 

degree of an IP multimedia subsystem is small, it is more 

secure. Here, the vulnerability of IP multimedia 

subsystems is divided into four categories: logic errors, 

system flaws, social engineering and strategy negligence. 

Each category in the above four categories can be 

subdivided into several subcategories. In order to be 

convenient to calculate them, here the factor set of 

vulnerability assessment and its corresponding subset of 

factors are designed. According to the actual situation, 

the weight is given according to various factors, as shown 

in Table 1.  
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TABLE I.  OUR PROPOSED VULNERABILITY EVALUATION FACTORS OF 

IP MULTIMEDIA SUBSYSTEM 

Level 
indicators  

Weights Secondary 
indicators 

The corresponding 
level of the weight 

of the higher level 

Logic errors 0.25 
System bug; 
Hardware bug 

0.65; 
0.35 

System 
flaws 

0.25 

Firewall filtering 

rules; 
Security control 

measures 

0.35; 
0.65 

 Social 

engineering  
0.30 

Administrator 
service quality; 

personnel 

security 
awareness of IP 

multimedia 
subsystem 

0.40; 

0.60 

Strategy 

negligence 
0.20 

Security policy 

defects; 

Implementation 

effectiveness of 
security policy  

0.50; 

0.50 

 

B. IP Multimedia Subsystem Network based on Complex 

Network Theory 

With the rapid development of IP multimedia 

subsystem, network consistency rule becomes a very 

active topic in network dynamics. Since small world 

networks and scale-free networks are proposed, complex 

networks have become the popular research topic in 

various disciplines. Some basic concepts and 

characteristic quantities such as the shortest path, degree 

distribution, clustering coefficient, betweenness and so on 

are put forward gradually to describe the topology 

characteristics and dynamic properties of complex 

networks. It is found that there are two basic 

characteristics which are large average clustering 

coefficient and shortest path. Similar with social relation 

feature in social network, the actual networks also include 

a community structure. That is, the inner connection 

between nodes of each community is very close. These 

characteristics have paved the way for the study of IP 

multimedia subsystems. 

Based on the characteristic analysis of the vulnerability 

of IP multimedia subsystems, the architecture-based 

vulnerability approach is adopted to investigate IP 

multimedia subsystem networks by combining complex 

network theory. The architecture of is given by its 

probabilistic control flow graph. In this article, a graph 

G  is defined by a non-empty set of nodes H  and a 

nonempty set of edges L : ( , )G H L , where 

1 2{ , , , }NH v v v  is the set of nodes and 

1 2{ , , , }ML e e e   is the set of edges. The total number of 

nodes in the set H  is N, and the total number of edges in 

the set L  is M .  

In an IP multimedia subsystem, information exchange 

behavior always occurs at the point. The main function of 

the subsystems is to connect two relatively independent 

components together. We will also regard any pair of 

points allow access as a link, as is shown in Figure 2. 

 

Figure 2.  Information exchange link graph within IP multimedia 

subsystem network 

 

Figure 3.  Virtual representation of IP multimedia subsystem network 

In the following, we make ensure the components of IP 

multimedia subsystem network. Then the exchange 

relations of information and energy among components 

are investigated the between components. When there is 

the exchange of matter or energy between the two 

component nodes existing within the IP multimedia 

subsystem, an edge between them is determined. The 

Nodes represent the components of the application. The 

edges represent the flow of control among the 

components. Networks can be directed or undirected. 

Undirected networks are composed by edges connect a 

pair of nodes in a transitive fashion. Nevertheless, 

directed networks are composed only by directed edges 

connecting a pair of nodes through a given direction. In 

general, directed edges are showed by an arrow 

representing the direction of the connection between a 

pair of nodes. Here, we will extract IP multimedia 

subsystem into a directed network. In order to obtain the 

corresponding adjacency matrices of IP multimedia 

subsystem, we collect data and investigate the relations 

among component nodes and then obtain the adjacency 

matrix. Figure 3 represents the probabilistic control flow 

graph of an IP multimedia subsystem network by using 

UCINET 6.0, which consists of 16 nodes. 

III. PROPOSED SCHEME 

For IP multimedia subsystem network, the two main 

indicator of the information flow is the timeliness and 

accuracy of the information transmission, as well as 
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information security, namely the network vulnerability. 

Considering these three aspects, we use the entropy to 

construct the vulnerability assessment model of IP 

multimedia subsystem network. 

Based on the above analysis of the vulnerability of IP 

multimedia subsystem networks, the uncertainty of 

microscopic state of IP multimedia subsystem networks is 

described by the entropy in the following. It is related 

with the number of the possible microscopic states under 

macroscopic states and also with the occurrence 

probability of the different microscopic states. The 

entropy reflects the reality connection between the nodes 

within the network. The maximum entropy 
mE  

represents the maximum value of the network entropy, 

which represents the most chaotic state of the IP 

multimedia subsystem network. The ratio of the present 

network entropy and the maximum network entropy 

reflects the unorganized extent of the IP multimedia 

subsystem network. Therefore, we define the ordered 

degree of an IP multimedia subsystem network as follows. 

 1
m

E
R

E
   (1) 

The value of R characterizes the degree of 

organization of the network. It is larger, which means that 

the ordered degree of network is higher and their 

organization is more efficient. 

In the following, we define the ordered degree of a 

network based on the accuracy and network survivability 

during information transmission of IP multimedia 

subsystem network respectively in this article. And then 

we synthetically consider the two aspects. In this way, 

network evaluation model is proposed on the basis of the 

consideration for the accuracy of the response and the 

network anti-destroying ability.  

Network quality reflects the accuracy of the 

information flow between the nodes in the network. The 

quality entropy characterizes the size of the uncertainties 

of information quality. The total quality entropy is 

defined as follows. 

 1 1

1

( )
N

k

E E k


  (2) 

 1 1

1

( ) log ( )
N

k

p k p k


   (3) 

where 
1( )p k  is node k  to achieve the quality of the 

micro-state probability? The expression of 
1( )p k  is as 

follows. 

 
1

1

( ) k

N

k

k

d
p k

d





 (4) 

where kd  is the number of nodes which is directly linked 

to node k . It is also the above-mentioned node degree in 

IP multimedia subsystem network.  

The maximum quality entropy of IP multimedia 

subsystem network is defined as follows. 

 
1

1

log
N

m k

k

E d


   (5) 

Thus, the quality ordered degree is as following. 

 1

1

1

1
m

E
R

E
   (6) 

Cluster coefficient C  represents the cluster level 

among nodes in the network. It describes the aggregation 

state of nodes within network. For the cluster coefficient 

of any node k , the following definition is adopted: 

 
2

( 1)

k

k

k k

E
C

d d



 (7) 

where 
kE  is the number of actual existing edges among 

neighboring nodes of node k . 
( 1)

2

k kd d 
 is the maximum 

connection number among all neighboring nodes of node 

k . 

Thus, the average cluster coefficient of the entire IP 

multimedia subsystem network is as follows. 

 
1

1 N

k

k

C C
N 

   (8) 

Obviously, 0 1C  . 

Anti-destroying ability reflects the stability size of the 

network structure under different attack strategy. Anti-

destroying entropy describes the uncertainty size of the 

network structure anti-destroying ability. Anti-destroying 

entropy of node k  characterizes the uncertainty size of 

the anti-destroying ability of node k , which is defined as 

following. 

 2 2 2( ) ( ) log ( ), 1,2,...,E k p k p k k N    (7) 

where
2 ( )p k  is the microstates anti-destroying 

probability of node k  and the following expression of 

2 ( )p k  is adopted: 

 
2

1

( ) k

N

k

k

C
p k

C





  (8) 

According to Eq. (7) and Eq. (8), we define that the 

anti-destroying entropy of IP multimedia subsystem 

network is as following. 

 

2 2

1

2 2

( )

( ) log ( )

N

k

k

E E k

p k p k





 




 (9) 

The maximum anti-destroying entropy of IP 

multimedia subsystem network is defined as follows. 
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 2

1

log
N

m k

k

E C


   (10) 

Thus, the quality ordered degree is as following. 

 2

2

2

1
m

E
R

E
   (11) 

The vulnerability measurement is denoted by R . In 

order to consider the two main factors of the accuracy of 

the information transmission and information security 

synthetically, the following vulnerability measurement of 

IP multimedia subsystem network is adopted based on Eq. 

(6) and Eq. (11).  

 
1 2R R R    (12) 

where   and   are the weight coefficients respectively. 

In 
mE is the same case, if R is larger, the ordered 

degree of IP multimedia subsystem network is higher. In 

other words, IP multimedia subsystem network is more 

efficient. Therefore, the value of R  could characterize 

the vulnerability of IP multimedia subsystem network 

well. 

To make a meaningful comparison, we introduce 

another definition to discuss the vulnerability of the IP 

multimedia subsystem networks. We investigate their 

global connectivity. A parameter G is proposed to 

measure the global connectivity, which is defined as 

follows. 

 1
N

G
N


   (13) 

where N is the number of the nodes which can maintain 

the normal operations before cascading breakdowns, and 

N  is the number of the nodes of the whole network 

which can maintain the normal operations at present. 

We define that the load of node k  is as following. 

 

( )

( )
( 1)

ij

i j H ij

k B

k

L C k
N N



 
 




 (14) 

where ij  is the number of all the shortest paths between 

node i  and node j , ( )ij k  is the number of the shortest 

paths through node k between node i and node j . The 

capacity of a node represents the maximum load that the 

node can tolerate. In IP multimedia subsystem networks, 

the capacity of a node is limited by the corresponding 

cost. Here, we assume that the capacity kC  of node k  to 

be proportional to its initial load, i.e.,  

 

0

0

(1 ) (0)

( )

(1 )
( 1)

k k

ij

i j H ij

C L

k

N N








 

 

 


  (15) 

where the parameter   is the tolerance parameter which 

reflects the resistance to the attacks and malfunctions, 

According to the actual situation, (0)kL  is calculated by 

Eq.(14) and the capacity 
kC  of node k  is calculated by 

Eq.(15) in our simulations. 

IV. NUMERICAL RESULTS  

In the simulations, we choose 0.5   and 0.5  . 

We use Matlab2010 as a programming language. In order 

to implement our model, the Floyd Warshall algorithm is 

utilized in this letter. This algorithm follows a dynamic 

programming method to calculate the shortest paths 

between all vertices of an IP multimedia subsystem 

network. Based on the proposed vulnerability assessment 

method of IP multimedia subsystem network, the IP 

multimedia subsystem network model including 16 nodes 

will be applied to illustrate the vulnerability of the IP 

multimedia subsystem networks which is subjected to 

malicious attacks. The betweenness for a node is the 

number of shortest paths passing through the node. We 

adopt the highest betweenness node-based attack to 

explore the vulnerability phenomenon of the IP 

multimedia subsystem network. If there are some nodes 

have equivalent betweenness, we choose the node with 

the highest degree as the attacked node. 
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Figure 4.  The relation between the proposed measurement R  and the 

runtime t  by removing the node with highest betweenness under our 

model in the case of 0.0  . 
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Figure 5.  The relation between the damage size G  and the runtime t  

by removing the node with highest betweenness under our model in the 

case of 0.0  . 
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Figure 6.  The relation between the proposed measurement R  and the 

runtime t  by removing the node with highest betweenness under our 

model in the case of 0.1  . 
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Figure 7.  The relation between the damage size G  and the runtime t  

by removing the node with highest betweenness under our model in the 

case of 0.1  . 
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Figure 8.  The relation between the proposed measurement R  and the 

runtime t  by removing the node with highest betweenness under our 

model in the case of 0.3  . 

In Figs. 4-9, the dynamical behaviors of our proposed 

vulnerability measurement based on entropy and the 

damage size during failure propagation are reported for 

an IP multimedia subsystem network of 16 nodes at the 

cases of different values of the parameter . To make a 

meaningful comparison, From Figs. 4, 6 and 8, we can 

see that the value of R  for a larger cascade increases 

much more sharply than that for a smaller one even at the 

very early stage of malfunction propagation when the 

node with the largest betweenness is attacked. Therefore, 

the proposed vulnerability measurement of IP multimedia 

subsystem network can help us to identify the larger 

damage at the very early stage of malfunction 

propagation. It is of great significance in the prevention 

of major accidents in IP multimedia subsystems. It is 

because that the major accidents are not distinct from the 

smaller malfunctions on the entire scales at the early 

period of accident propagation. In addition, as shown in 

Figs. 4, 6 and 8, we also find that the value of R  

increases to a peak value and then decreases to a 

stationary value during the process of malfunction 

propagation. In other words, it increases to a maximal 

value and then maintains almost unchanged. This result 

shows that our method can make us find the malfunctions 

and dissolve locally in time. Thus, the malfunctions from 

propagating throughout the IP multimedia subsystem 

network are prevented effectively. 
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Figure 9.  The relation between the damage size G  and the runtime t  

by removing the node with highest betweenness under our model in the 

case of 0.3  . 

Figs. 5, 7 and 9 depict the dynamical evolving 

behaviors of damage size during the malfunction 

propagation in the IP multimedia subsystem network of 

16 nodes, at the cases of different values of the parameter 

 . In many IP multimedia subsystem networks, the 

parameter   is severely limited by the system cost. 

Therefore, our simulations adopt different values of 

parameter  to investigate the IP multimedia subsystem 

network. We examine the impact of different node 

capacity of α on the IP multimedia subsystem networks, 

as is shown in Figs. 4-9. The comparison results of the 

dynamics of the value of R  and damage scale R during 

malfunction propagation are shown in Figs. 4-10. We can 

see that the value of parameter   has significant 

influence on the malfunction propagation in IP 

multimedia subsystem network. Since the value of 

parameter   is limited by the cost of an IP multimedia 

subsystem, we should construct the load distribution of 

the IP multimedia subsystem networks as homogenous as 

possible to decrease the vulnerability against the major 

incidents. By simulations, we see that our results are in 

agreement with easily the real-life IP multimedia 
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subsystem. For example, in an IP multimedia subsystem, 

the more equal the exchange information capacity is, the 

more stable the IP multimedia subsystem becomes. 

Consequently, our proposed vulnerability evaluation 

based on entropy can be used as an indicator to measure 

and control the vulnerability of IP multimedia subsystem 

networks. 

V. CONCLUSION 

IP multimedia subsystem networks provide a powerful 

IP session-based core for advanced services in next-

generation networks. They must be suitable to meet 

customer needs and service provider. IP multimedia 

subsystems are designed to be a generic service enabler 

platform which includes the availability requirements of 

the present telecommunication operators’ networks. In 

order for facilitate the operations of this complex and 

costly architecture, we will a plenty of attractive services 

obtaining high user acceptance. The vulnerability of the 

IP multimedia subsystem user equipment is also a serious 

safety threat. At present, the vulnerability study of IP 

multimedia subsystems in its infancy, no more influence 

results are put forward by authoritative experts or 

institutions. Therefore, it is not easy for us to quantify 

each evaluation attributes of the vulnerability for IP 

multimedia subsystem networks. There is too little safety 

and too many restrictions imposed upon the users and 

customers that make operating adequate security of IP 

multimedia subsystems such a grand challenge. 

The entropy is initially introduced as a thermodynamic 

concept. It is a measure for the system disorder. The 

entropy is widely used due to its unique content and 

penetration. Recently, as a physical description of 

complex system structure, the entropy is more and more 

attention and becomes an important research tool for 

complex systems in the theory of complex systems [20, 

21]. The macro significance of entropy is a measurement 

for the uniformity of the system energy distribution. The 

change direction of the complex system state can be 

expressed by the entropy. The energy distribution is more 

uniform, the greater the entropy is. Based on this, in order 

to avoid subjective weighting method of uncertainty 

caused by the vague and controversial and determine the 

scientific and reasonable vulnerability evaluation method, 

we introduce the concept of entropy to explore the 

vulnerability of IP multimedia subsystem networks. 

In this paper, on the basis of the emergence complex 

network theory in recent years, we analyze complex 

features of IP multimedia subsystem networks and 

explore the factors of the vulnerability utilization for IP 

multimedia subsystem networks. Based on the 

vulnerability analysis, we introduce the complex network 

to build a network model according the features of IP 

multimedia subsystems. The concept of the network 

entropy is proposed to quantify the vulnerability of IP 

multimedia subsystem networks. Finally, we provide 

some simulation experiments and result analysis to 

confirm the effectiveness and the practicality of our 

evaluation model. Both numerical simulation results 

show that the proposed vulnerability measurement is a 

simple and effective new method to evaluate the overall 

vulnerability of IP multimedia subsystems. The proposed 

method provides a new solution method for the 

vulnerability measurement of IP multimedia subsystem 

networks and also provides basis for the establishment of 

security policy of IP multimedia subsystems.  
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Abstract—Most of the real world image is in the area of all 

possible pictures level instance of low dimensional 

characteristics. Know this low dimension to understand 

many image set is a key first step, has been applied to the 

reduced-order measures in different jurisdictions, including 

facial recognition, machine learning, image retrieval and 

handwritten character recognition. Traditional evaluation 

of statistical relationship distance global dimension 

reduction arithmetic. This assignment optimization 

assessment measures the relationship between the proposed 

a global data--GODR. The relationship between the 

measurement in the implementation of the data set and they 

are the intersection point. As the point of view, global 

dimension reduces the built-in implementations. Compared 

to worldwide arithmetic, should the divisor, and have more 

useful result. Facial expression implemented the change the 

efficiency of the arithmetic is verified by the experiments.  

 

Index Terms—Image, Dimensionality Reduction, Face 

Recognition, Image Retrieval 

 

I. INTRODUCTION 

Behaviors in the video assume some forms: people 

walking, cycling and jogging, bird, fishing, swimming, 

kangaroos jumping, water fountain spray, heartbeat, 

contrast agent by the tissue, MRI marker lines slowly 

disappear. The actions constitute the semantic component 

of the videos. Achieve or withdrawal represent these 

behaviors is the important step to understanding the 

semantics of videos. This also applies to boar den image 

data sets, the order is not instantaneous. Specific and 

particular object image may range according to posture, 

lighting, all kinds of noise, and misunderstandings in 

pictures obtain processes. Understand or extract indicates 

this is the most important thing to effectively indicating 

image data. 

What action are the appropriated presentations of the 

video or image collection changes? Model in this article 

of natural happening, Vase Thompson thinks carefully 

study the deformation is crucial: 

“Among the very big part of our important task is to 

compare the form and in their precise definition, 

deformation complex plans may be a easy to understand 

the phenomenon, although this figure itself is impossible 

to leave and undefined analysis." 

There are many possible targets in a series of contrast 

images, i.e. the cluster - a partitioned data set similar set 

of discontinuous elements and deterioration - discloses a 

continued mode data set may have originated. As for the 

image, it could be regarded a high-dimensional data point 

(each pixel position corresponds to some data set 

components), and regression skills are often not effective, 

we have explained the "curse of dimensionality" [1]). But, 

many different images and video can just be because a 

tiny number of aspects of freedom or setting close to 

some of these sub-sitting or coherent low-dimensional 

manifolds in high-dimensional space.  

The principal objectives of manifold researching aims 

to restore the lower dimensioned manifold framework 

observed for the higher dimensioned data, and gain the 

objective of dimension reduce process. This is the most 

significant machine learning methods, with far-reaching 

applications and research in an area of computer 

utilizations [2-5]. A manifold studying algorithm is on the 

base of angle measurement and weight, so the map for the 

higher dimensioned data per hyper sheered and 

maintaining internal communities through local 

conformal mappings. For a local tangent space alignment 

(LTSA) arithmetic [3], and PCA can be used as the local 

tangent space [5, 10], so the small coordinates of the 

projection to a lower dimensioned space the global 

affined transformation to obtain local coordinates entire 

low-dimensional space coordinates. But, using data sets 

LTSA should be smooth, different. These are the ideal 

suggestions, higher request data. Really, the tangent 

space alignments are sometimes suitable geometric form 

data. Higher dimensioned data are always complained, 

the devotion of the tangent space can be enhanced when 

the datasets away from the tangent space. To avoid this 

problem, in [4] ISOMAP geodesic distance arithmetic to 

use, it requires a lot of computation in dealing with large 

samples.  

This article pays attentions to dimension reduced 

process arithmetic aiming to know differences in 

behavior or image statistics sets. The main contribution of 

this paper is as follows: 

We present article worldwide perfect dimension 

reduced process arithmetic. This update arithmetic to 

measure the relationship between the sample and the 
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orthogonal projection data set, achieving global 

embedding dimension reduction based on the most 

optimal angle. 

GODR is a worldwide threads measures, and there is a 

good degree of public and PCA. It applies the angle 

between the sample is measured; it is not the main 

component of sensitive data. 

GODR carry eigen decomposition in concentrated 

sample, to avoid overflowing the characteristics 

calculated using principal component analysis is very 

high dimensional models.  

Facial description acknowledges experiments 

confirmed, GODR have better recognition consequences 

than the PCA. 

II. DIMENSION REDUCTION METHODS 

In the beginning, we offer a range of natural picture 

sets, there is a manifold framework. These models will 

highlight some of the measures, natural images are often 

different, and provides a graphic insight some usage 

dimension reduction picture. For everyone, we express 

topological manifold dimensions and generate an image. 

    Another proper case of point, the change is expressed 

in Fig. 1. In this data set is a bird in the sky image), there 

have 2 aspects of freedoms: to incite rigid information as 

a bird wings, and a rigid deformation of birds past by 

cameras. The second aspect of freedom appear in the 

right column of this figure, pun bird flying in the same 

part of the cycle, but that the opposite from different 

directions. 

This image topological manifold is specific. This is a 

photograph that is the most natural parameters of the 

cycle parameters codification which part of the image 

capture flight period, or a thread parameter encoded far 

away for the camera. 

 

Figure 1.  Samples of a picture manifold produced through deformation 
due to the flap. 

Produced the number and nature image sets lower 

dimensional, however the non-linear structure as one 

shown below, this is very natural to regard arithmetic’s to 

automatically discover the framework. In the past decade, 

a surprising amount of the arithmetic has been found, 

recently concluded that most of the highlighted 

widespread focusing on the region. In the part, we will 

provide most of other outstanding this arithmetic and 

demonstrate what options are important for this 

arithmetic is efficient pictures data. 

Dimension reduction, and not threads dimension 

reduce process, is a corresponding principal component 

analysis, which seeks to get a lower dimensioned data 

sets parameterized nonlinear manifold lying in the higher 

dimensioned area. Generally, the data could be regarded 

as a point out of a roll. The coordinates of these points 

can be three (or more), there is a potential for two-

dimensional representation. Dimensionality reduction 

goal is to automate to inductive the models. 

When an initiate statistics is located in an area, and 

dimension reduction aims to discover coordinates for 

each part in a tiny dimensioned field d.  

A given input setting, which is the set of them, for 

more dimensions D, a parametric study generates a 

mapping f: retain some of the attribute structure X. 

Not thread dimensionality reduce process of this issues 

for decades the most widespread interest. Nevertheless, 

for this investigation, we will begin to discuss the new 

focus on the topic when triggered by two arithmetic’s (iso 

metric feature mapping (Isomap) and Locally Linear 

Embedding (liquid - liquid extraction method) are also 

given. Almost the identification time, the most famous 

Desktop computer store or processed power required 

from the analysis of big pictures and vided opens a fertile 

field of application of these methods. Liquid - liquid 

extraction are two ways Isomap, reflect the different 

measures to define more specifically the above, we these 

arithmetics are discussed first, and then give an overlook 

of the option. 

A. Isomap: 

Is a dimension reduction arithmetic Isomap retained 

the geometric characteristics of the input statistics. In fact, 

the objective is to regain an Isomap isometric, 

  :f x y  (1) 

for ,
D d

x R y R  , and d D  where, from all pairs of 

these samples ,
i j

X X X , 

 
 2

| | | |
i j shortest path i j

X X Y Y    (2) 

I.e., Isomap regains an embedded can be 

approximately same to the distance between the smallest 

road distances (defined in the figure neighbors in an 

initiate space). Here, we express the most significant 

steps of the arithmetic. 

The last step you need to embed MDS Isomap use. 

MDS can be the symbol of a matrix eigenvalue issue is 

transformed into absolute co ordinate’s pair wise distance 

in some (usually low) dimensional space. 

There is original Isomap arithmetic and liquid - liquid 

extraction of data sets, such as the work of "cake" in 

Figure 2. but, the data with higher curve,  intersection and 

approaching self relation and convex sampling (in 

manifold space) lead two Isomap and liquid - liquid 

extraction failed. Table I show most of the recent changes, 

help to solve related backwards. 

ST-Isomap is utilized to data in a time components, i.e., 

work of videos, or by modifying the structure of the local 

community and the distant matrix to narrow the distance 
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between two adjacent space and time points. We are the 

landmark deal to leave Isomap right speed accuracy using 

only the set of the sample built-in steps. There has given 

the certain constraints in a sample of data points. 

TABLE I.  DIMENSION REDUCTED ARITHMETICS 

arithmetic Class Samples 

Isomap variants 

ST-Isomap 

Continuous Isomap 

Landmark Isomap [11] 

Conformed Isomap [11] 

Charting 
Manifold picturing [12] 

Nonlinear CCA and PCA [13] 

Graph Spectral Methods 

Laplacian Eigenmaps [14,15] 

K-Eigenmaps [16] 

 H-Eigenmaps [17] 

Locality Maintaining Projections [18] 

Supervised Methods 
Native Fisher Built-in[19] 

Supervised LLE[20] 

Other things 

Diffused pictures[21] 

Manifold Tangent Studying[22] 

Proximity pictures[23] 

Semidefinite Built-in[24] 

Stochastic Neighboring Embedding [25] 

Native Smoothing[26] 

Another arithmetic, semi-definite Embedding (SDE), 

and Isomap goal is to offer an isometric built-in. actually, 

the final step, using the same embedded. MDS main 

difference can be within the establishment of not 

difference matrix among all the pair of input samples. 

SDE is the application of semi-definite learning the 

kernel matrix. This method does succeed for non-convex, 

can be correctly expressed as Isomap with the parameter 

"P-shaped." 

Self-organizing map, also called Kohonen attribute 

map, available at many of the arithmetic’s in Tab. I 

indicated as the visualized method from higher 

dimensioned statistics, using a self-organizing map 

dimension reduction is later found the. Some go along the 

popular workspace of artificial intelligence net training 

using competitive learning to find a lower dimensioned 

built-in of input statistics. 

Mapping method represents a higher dimensioned 

framework as a group in the grinding "Charts" or 

"pictures." Chart size can be fixed or can be extended to a 

number of assumptions are violated, i.e., native planarity. 

Liquid - liquid extraction compared, Isomap, many of the 

measures cannot offer a worldwide consistent set of input 

data parameterization, but the local area parameterization. 

All the arithmetic expressed is essentially unsupervised; 

nevertheless, there is a relevant degree of full overviewed 

dimension reduce arithmetic becomes fluid - liquid 

extraction. The arithmetic often generally assumes that 

per sample is expressed as a native retention integration 

neighboring, however include additional constraints 

measures with the bias final solution. The following 

section expresses methods for their professional these 

usual arithmetic is a valid image. 

III. GLOBAL OPTIMIZED DIMENSIONALITY REDUCTION 

(GODR) 

Described in the previous section, arithmetics have 

been developed for the general problem of dimensionality 

reduction. These can be directly applied to the image data 

set, the picture is considered as samples in a higher 

dimensioned picture area, per coordinate representative a 

pixel intensity value. 

Since a group of image defines a set of projection in 

this very higher dimensioned area, dimension reduction 

can be applied directly to the point set; early literature 

provides results that a simple set of images. Three key 

challenges limit the effectiveness of direct application of 

dimensionality reduction arithmetic for image data in this 

way. First, the natural image is often a curved manifold in 

this space. Second, many dimensionality reduction 

arithmetic’s do not give natural tool for projects and 

project a new image to the reinsurance manifold. That is, 

once the nonlinear dimensionality reduction is applied to 

a group of pictures, no natural tool to find the coordinates 

of embedding a new image, there is no natural tool with 

arguments on the manifold and generates a sample image. 

Third, the natural image data sets often arise from 

manifolds with cyclic parameter, which is a challenge 

many dimensionality reduction arithmetic. 

Isomer estimation arithmetic is based on the distance 

between the images. Change this distance metric is a 

natural way to modify the behavior of this dimensionality 

reduction arithmetic. The most common distance metric 

is the Euclidean distance is reduced dimension. If the 

image is considered as samples in a higher dimensioned 

area, each dimension corresponding to the identity of a 

point, then the Euclidean distance corresponding to the 

calculated square root of sum of squares of differences in 

pixel intensity. However, the image usually changes 

because of movement and deformation of the objective 

on view. In these cases, other methods may be more 

faithfully from a different one pair of image capture. 

The second major limitation is that most of the 

dimensionality reduction method defines a map for an 

initiate data set, where d is the low-dimensional 

embedding space. It is, the result is a map 

 :
d

f x R  (3) 

or not, as may be most convenient, 

 :
dD

f R R  (4) 

This indicates that embedded dataset X is calculated, 

because the values are not explicitly defined. In addition, 

we are also problematic inverse map. As a projection, if Y 

can be not set at point definition, then either not well 

confined. 

Although some general method proposed to calculate 

these "sample" forecast, which is that both in theory and 

practice, a huge challenge for nonlinear dimension 

reduced process skills. Generally speaking, these methods 

evaluate a new point embedded within the community by 

finding the master data set and interpolated embedded 

connection. Conversely, if we have a new embedded 

image coordinates, the coordinates for those generated by 

linear interpolation image is embedded in the vicinity. 

In some problem areas, we are with additional 

information on the type of difference images. The case 

where the image is changed, because the Buddha 
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deformation arithmetic agreement made clear 

deformation in each manifold coordinates using free-form 

deformation. Recently arithmetic, seeking to change the 

shape of the brain characteristics as they age, explicit 

consideration of infinite-dimensional manifolds 

diffeomorphic to realize the potential is converted to a 

regression model describes a degree of freedom while 

ignoring others. 

Global dimension reduction of traditional algorithm 

measurement distance relationship. This paper proposes a 

measuring method of global optimization, data GODR. 

The relationship is between the measurement data of 

concentration of samples and their orthogonal projection. 

As the Angle of optimization, achieving global dimension 

reduction, embedded. Comparing with the global 

methods, the method is more efficient effects. Face 

expression recognition efficiency of the algorithm is 

verified by the experiments.  

In order to decrease errors that regular data brought 

aims to enable the distance minimum between the 

subspaces: ( )space Q  and ˆ( )space Q . 

Notes: the far way between 2 areas ( )space Q  and 

ˆ( )space Q  can be 2

1
ˆ( , ) 1dist Q Q   , where 

cos l l  , 
l  can be a single semi-orthogonal value 

factor ˆTQ Q , 
1 d   . We are supposed maximize 

1
cos  to decrease errors of the sub-spaces. 

For the theorem, there is 
l  relent in 

i , ( 1, ,i d ) 

or 1 2k kx x  . Furthermore, maximize 
1cos  is to enable 

2cos ,...,cos d   minimum, or 
1cos  maximum. As 

1 1

21 d    , 
1cos  is the principal content to decide 

1cos . Thereby, cos  is maximized and select d  as the 

tiny. The processes make 1

i  has not any relation in 

2k r kx x  , excludes the effect that 
2k r kx x   brought 

to  ( 1,2,r  ), or gets 
1cos  at the largest degree 

approximately. This method can be expressed:  

Utilizing X̂ : 0
ˆ ˆ

eX XD , where 

 0 1 2 2
ˆ ˆ1 , ,1 nD diag x x ,we get ˆ ˆ ˆ ˆT T

e eX X XDX , 

2

0D D . We should between centralized model and the 

orthogonal abjection, the maximum angle cosine sum of 

wealth; it can achieve the following optimization issue. 

Optimization function is as follows:  

 
2

1

cos
n

AOGE i

i

E 


  (5) 

As 2 ˆ ˆcos T

i ei eix QQ x    

where ˆ
ei

x
ˆ

ˆ
i

ix

x
  satisfies ˆ ˆ 1

ei ei
x x  , there is 

 

   
1 1

ˆ ˆˆ ˆ

ˆ ˆ ˆ ˆ

n n
T T T

AOGE ei ei ie e i

i i

T T T T

ie e e ie

E x QQ x e X QQ X e

Tr X QQ X Tr Q X X Q

 

  

 

 
 (6) 

Let D d
Q R


  is a serious of formed base of lower 

dimensional space and ˆ ˆ ˆ ˆT T

e eM X X XDX  , then we 

have: 

 max TTr Q MQ  

 . . Ts t Q Q I    (7) 

Q  denotes first d  relevant eigenvectors largest M  

eigenvalues. The last, TY Q X . 

A. GODR Algorithm Description 

Step one. Criminalizing points 

1 2[ , , , ]
D n

nX x x x


 R , so centralizing 

 1ˆ T

n
X X I ee  ;  

Step two. Uniting covariance matrix: 

ˆ ˆ ˆ( )i i ix x norm x , 1,2, ,i n ; 

Step three. Assessing M  or bringing in eigen values, 

getting eigen values 
1 D    or relevant 

eigenvector U ;  

Step four. Finding Q  that can be the 1st d  amount. 

Computing T

Y Q X . 

IV. EXPERIMENTS AND ANALYSIS 

TABLE II.  EFFECTIVE RATE OF PCA AND GODR 

exptimes  
Increasing one 

ddata  exptimes  
Increasing one 

data  

 rGODR PCAr   rGODR PCAr  

350 95% 87.67% 350 98.77% 99.77% 

450 92.00% 85.00% 450 98.85% 99.97% 

550 93.00% 87.60% 550 98.50% 99.85% 

650 93.00% 85.33% 650 97.60% 99.77% 

To obtain regular datasets, we train the datasets having 

the quantities function or plus a regular datasets. We 

derive these basses and the lower dimensioned data. 

Utilizing PCA subspace dimension reduction and can be 

got from GODR. After reducing dimension utilizing PCA or 

GODR is got through  ˆ,PCA PCA PCAdist Q Q  or 

 ˆ,AOGE AOGE AOGEdist Q Q . With the method of subspace 

distance dimension reduction is effectiveness. With this 

offer, we are given the same criterion. PCA and GODR 

efficiency comparison effects can be found in tab II.  

Use face expressed data, respectively choose the 1200 

pictures, there has gone experimental results: GODR 

PCA. Experimental results show that GODR can be most 

effective, look Fig. 2). Face expression identification to 

verify the sample (Fig. 3). For the experiments, noised 

sample in PCA has enormous influence, however there is 

almost no effect GODR. 

To discuss this, just dimension reduction method to 

find the original image is set low dimensional embedding. 

In general, the relevant data of semantic content is 

directly from these parameters. It formed many image 

dimension reduction image clustering or the earliest  
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(a)                                                                                       (b) 

Figure 2.  Face expression identification, dimension from 650-3 ((a) dimension reduction through GODR (b) dimension reduction through PCA ) 

Digit 0

Digit 1

Digit 2

Digit 3

Digit 4

Digit 5

Digit 6

Digit 7

Digit 8

Digit 9

 
(a) GODR                                                                                                                              (b) PCA 

Figure 3.  Performed comparison: (a) GODR and (b) PCA. 

application of visualization, and understands its 

parameters. In this section, we summarize the work 

methods and nonlinear dimension reduction as a first step, 

in order to facilitate the commonly used computer vision 

tasks, i.e. pose estimation, image/video segmentation, 

object tracking [27-30]. 

Fig. 3 compares the PCA method with GODR. GODR 

cluster on the vision, the query results of algorithm 

reveals the different types of Numbers, more compact, 

less than PCA for PCA exhibits a wider range [31,32] of 

dispersion and two dimensional embedded in regards to 

space objects. In addition, by each other in our results on 

the cluster analysis, the distribution of widely accepted 

belief of different structure, again to verify these figures. 

Cluster number between 0 and 1, for example, a far cry 

from, from other Numbers. The confirmed number of 0 

and 1 discriminatory best precision is a widely accepted 

belief. In addition, due to the organization chart 9 and 7, 

6 and 8 involves a common feature, the daughter's 

problem is a visualization in 2D space, can be concluded, 

from the embedded greeting. 

V. CONCLUSIONS 

In this article, we present a novel global optimized 

dimensionality reduction (GODR) algorithm. This new 

algorithm to measure the relationship between the sample 

and the orthogonal projection data set, achieving global 

embedding dimension reduction based on the most 

optimal angle. GODR is a global linear methods, and 

there is a good degree of public and PCA. It uses the 

angle between the sample is measured; it is not the main 

component of sensitive data. GODR carry eigen 

decomposition in concentrated sample, to avoid 

overflowing the characteristics calculated using principal 

component analysis is very high dimensional samples. 

Facial expression recognition experiments confirmed, 

GODR have better recognition results than the PCA. 
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Abstract—To solve the problem of the high cost in the GPRS 

communication and the limit transmission distance of WiFi, 

a transmission scheme for distant agriculture image 

acquisition was designed based on digital transmission radio 

in this paper. However, the majority of current digital 

transmission radio was designed for a small amount of data 

transmission. It could get a greater transmission distance 

with the help of the digital transmission radio, but the signal 

interference increased heavily when the digital transmission 

radio was used for image transmission. A fault-tolerant 

transmission protocol for agriculture image (FTTP-AI) 

based on digital transmission radio was designed in this 

paper. Packet verification was used to reduce the data 

errors caused by the signal interference of the digital 

transmission radio. At the same time, overtime 

retransmission and the lost packet retransmission were used 

to overcome the problem of packet loss. Experiments 

showed that the FTTP-AI could send the agriculture image 

to a remote computer center successfully in the field. With 

the help of the FTTP-AI, the rate of accuracy of data 

transmission was up to 99.2%, the success rate of image 

transmission was up to 95.8%, the costless distant 

transmission can achieve several kilometers. This scheme 

could satisfy the requirement of the low-cost for distant 

agriculture images transmission reliably.  

 

Index Terms—Image Transmission, Fault-Tolerant 

Transmission Protocol, Packet Verification, Retransmission, 

Digital Transmission Radio 

 

I. INTRODUCTION 

The acquisition technique of the fast agricultural 

information is one of the key techniques in the field of the 

precise agriculture. The images teletransmission 

technique, as one kind of the information acquisition 

techniques, can be used in the agricultural field to 

perform tele-observation on the growing situation, plant 

diseases and insect pests of the crops [1]. In this way, the 

precise information collection of the site, as well as the 

real time monitoring of the field can be achieved to create 

the conditions for the modernization of the agricultural 

management. Nowadays, Wi-Fi, Blue Teeth, Zig-Bee and 

RFID[2, 3] are the main techniques in the short distance 

data wireless transmission, on the other hand, GPRS and 

3G net are the main techniques in the long distance 

transmission [4, 5]. Xiong et al. [6] and Liu et al. [7] have 

already realized the above techniques respectively. 

In the acquisition techniques of the distant agricultural 

images information, common Wi-Fi technique is unable 

to finish the long distance transmission [8]; however, 

GPRS [9, 10] and 3G [11] transmission depend on mobile 

business operator thus high expense cost is inevitable. It 

has become a bottleneck that the collection of images 

data several kilometers away frequently through the 

sensor net of the distant agricultural images. To solve the 

high cost of the GPRS as well as the limit transmission 

distance problem, the wireless digital transmission radio 

is used. 

The DTR (digital transmission radio) [12] is a 

professional data transmission radio station of high-

performance based on DSP and wireless radio techniques. 

The DTR is able to transmit various kinds of data such as 

digital voice, dynamic images, tele-control and tele-

metering data etc. The DTR offers transparent RS232 

interface and is able to achieve 19.2Kbps transmission 

rate as well as 2-10 kilometers transmission distance. In 

our earlier work [13], we used the DTR JZ875 to perform 

the transmission of the water data and achieved satisfied 

result of 6.5 kilometers transmission distance. Based on 

the above research and experiments, we studied the use of 

the DTR for the image transmission in this paper. 

The commercial DTR JZ875 was used as the 

transceiver. In the transmission performance test of 

JZ875, bit error rate was found to be relative low and 

could be adopted to transmit images. However, JZ875 

was interfered seriously due to the rapid increase of the 

amount of the images data in the process of transmission. 

This case brought problems such as the reception of the 

error data and the lost of the data packet. 

In order to apply the DTR on the images transmission 

without above mentioned problems, a low-cost wireless 

sensor network for distant agriculture image acquisition 

was built in this paper. FTTP-AI (fault-tolerant 

transmission protocol for agricultural image) was 

specially designed to improve the rate of accuracy and 

success during the images transmission. In the rest of this 

paper, we would introduce our work in detail with the 

following structure. In part II, the system architecture for 

images transmission based on the DTR would be 

specified. In part III, we propose the protocol rule, the 

format of the packet and transmission procedure of 

FTTP-AI based on DTR. In part IV, the detail design of 

FTTP-AI such as Packet encapsulation and confirmation 

mechanism would be defined. In part V, the experimental 

results were given with the comparison of the data 

transmission effect with and without FTTP-AI and then 
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the statistic data would be presented to analysis these 

results. At the end of this paper, we conclude the 

achievements of our work as well as the standing 

problems in part VI. 

II. THE SYSTEM ARCHITECTURE FOR IMAGES 

TRANSMISSION BASED ON THE DTR 

Fig. 1 shows the system architecture for the 

agricultural images sensor network in this paper. Within 

the transmission distance of Wi-Fi, the images data 

collected by the images collection nodes was sent to the 

base station via Wi-Fi. Then within the transmission 

distance of the DTR, the images data collected by the 

base station was sent to the remote computer center via 

the DTR. In the next step, the remote computer center 

would send the images data to the system sever via 3G 

net or internet. After all, the user terminal could get the 

agricultural images from the system sever via the internet 

and perform further study on the images data. 

In the actual deployment of the experiment, the base 

station in the Fig. 1 located at the experimental plots of 

Chen-cun, Tian-he district in Guangzhou, and the remote 

computer center located at the informatics college 

building of SCAU (South China Agricultural University). 

The linear distance between them is about 2.1 kilometers, 

which is out of the transmission distance of Wi-Fi. In 

order to cut down the cost, the commercial DTR JZ875 

was used to transmit the images data in a long distance in 

this paper. 

 

Figure 1.  System architecture 

III. FTTP-AI BASED ON THE DTR 

To solve the above mentioned problems in data 

transmission of the DTR, FTTP-AI based on the DTR 

was designed as follows. 

A. The Design of the Fault-Tolerant Rule  

One of the problems in the DTR transmission is the 

signal interference. Robust frame synchronization [14-17] 

was used to test the data in this paper, including bytes-

count law and head-tail-mark law. 

The other problem is the lost of the data packets in the 

DTR transmission. The continuum re-transmission 

mechanism [18] was used to check if there were lost data 

packets after all data was sent, and re-transmit the lost 

data packets. 

B. The Design of the Packet 

The unify format of the packet as tableI was adopted in 

this paper and there were eleven different type codes as 

tableII.  

TABLE I.  THE FORMAT OF THE PACKET 

Preamble Type code Packet data Postamble 

TABLE II.  TYPE SIZES FOR CAMERA-READY PAPERS 

ID Code Size Usage 

1 0x01 12 SYN 

2 0x02 11 SYN confirmation 

3 0x03 512 Image data 

4 0x04 10 Send completed 

5 0x05 11 Send completed confirmation 

6 0x06 10+count Re-transmission list 

7 0x07 11 Re-transmission list confirmation 

8 0x08 512 Re-transmission of image data 

9 0x09 10 Re-transmission completed 

10 0x10 11 Re-transmission completed confirmation 

11 0x11 13 Transmission confirmation 

C. The Procedure of the Protocol 

The procedure of the protocol was as Fig. 2. The 

sending terminal S and the receiving terminal R 

completed the images transmission base on the protocol. 

(1)

(2)

SEND RECEIVE

SYN
SYN 

confirmation

Image data

Send completed
Send completed 

confirmation

Retransmission 

list
Retransmission 

list confirmation

Retransmission 

of image data

Retransmission 

completed
Retransmission 

completed 

confirmation
Transmission 

confirmation

(3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

(11)

 

Figure 2.  The flowchart of the protocol 

Step 1: The sending terminal S sends the 

synchronization data packets. 

Step 2: The receiving terminal R returns the 

confirmation packets. 

Step 3: The sending terminal S sends the images data 

packets. 

Step 4: The sending terminal S sends the finished-mark 

packets. 

Step 5: The receiving terminal R sends the completed 

confirmation packet to confirm if the sending is finished 

and check whether the images data received is integrity. 

If it is, then turn to Step 11; otherwise, go on Step 6. 

Step 6: The receiving terminal R sends the packet 

including the list of the lost packets. 
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Step 7: The sending terminal S returns the packet to 

confirm the lost packets. 

Step 8: The sending terminal S re-sends the lost 

packets. 

Step 9: The sending terminal S re-sends the finished-

mark packets. 

Step 10: The receiving terminal R re-sends the 

completed confirmation packet to confirm if the sending 

is finished and check whether the images data received is 

integrity again. If it is, then go on Step 11; otherwise, turn 

to Step 6. 

Step 11: The receiving terminal R sends transmission 

confirmation packet to confirm that the transmission is 

finished. 

IV. THE DETAIL DESIGN OF THE FTTP-AI 

A. Packet Encapsulation  

In order to solve the problem of the data interference in 

the DTR transmission, the SYN code and bit-count were 

imported to allow for error control. The packet data was 

designed to include the preamble, initial length of the 

packet Lpacket, initial data and the postamble. Four bytes 

EBH 90H EBH 90H were selected as the preamble, and 

three bytes EBH 90H EBH were selected as postamble. 

Lpacket was included in the head of the packet to perform 

error control judgment. 

When the receiving terminal received the data, the 

preamble and postamble would be decided whether it was 

right, if not, the data would be judged as the interference 

data and not to be processed in the next step; otherwise 

the packet would be unpacked, then the preamble and 

postamble would be extracted. Finally we would have 

Lpacket from the head of the packet and judge if it was 

equal to Lreceived. If it was, the data would be accepted. 

B. Confirmation Mechanism 

Due to the possibilities of the lost packet in the 

transmission, the response mechanism was used to make 

sure that the packets could be sent to the receiving 

terminal successfully. 

The total time of the packet transmitting from the 

sending terminal S to the receiving terminal R [19] is as: 

 ttotal send spread receive processt t t t     (1) 

where tsend is the send-delay, tspread is the transmit-delay, 

treceive is the receive-delay, tprocess is the process-delay. 

Among the four delay time, tspread is decided by the 

velocity and the distance of the spread. The spread 

velocity of the radio waves in the air is 3*108m/s, and the 

spread distance of the DTR is 2-10 kilometers. So tspread 

would be microsecond time and could be ignored here. 

Also, treceive is always ignored in the serial wireless 

communication [20] and so as the tprocess because the 

frequency of the ARM processor has already reached 

more than 100MHZ and the size of the packet as tableⅠ 

is small enough. After all, it turns out to be as: 

 t /total sendt l r    (2) 

where l is the length of the packet, r is the baud rate for 

serial ports. According to tableⅠ, the max length of the 

packet is 512 bytes and the lowest spread velocity of the 

DTR JZ875 is 19200bit/s. So the maximum of ttotal would 

be 512*8/19200=0.213s. Considering the round-send-

delay and others kinds of delay, the overtime ttimeout 

would be 1s in this paper. 

The retransmission time out mechanism was designed 

as follows. When a packet which needed to be confirmed 

was sent out, a timer would be invoked. If the 

confirmation packet was received within ttimeout, the timer 

would stop and went on with next moves. If not, the 

packet would be judged as lost and retransmitted.  

The integrity check mechanism for images data was 

designed as follows. When the packet with the type code 

0x01 was received, the number of the image packets 

Npacket would be read out. Nreceived would be compared 

with Npacket after the packet with the type code 0x05 or 

0x10 was received. If they were equal then the packet 

with type code 0x11 would be returned and the image 

data would be saved, otherwise a list containing the lost 

packets would be returned instead. 

V. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Experimenalt Results without FTTP-AI 

The data is easy to be interfered when transmitted 

using the DTR JZ875, which leads to error codes and lost 

packets. To detecting how the data was interfered, 

experiments have been conducted as follows: the test data 

with fixed size was sent after a fixed time interval, which 

would be analyzed after received.  

 
a. The test result of the “100KB.txt” 

 
b. The test result of the “150KB.txt” 

Figure 3.  Data analysis without any protocol 
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As Fig. 1, the cameras with 1.3 million pixels were 

adopted as the images collection nodes. The size of the 

photos collected was between 100KB and 150KB. So the 

100KB and 150KB were set to be the threshold to check 

the size of the files. The test files “100KB.txt” and 

“150KB.txt” contained all ‘1’ text and all ‘0’ text 

respectively. The sending terminal took turns to send 

“100KB.txt” and “150KB.txt” with one hour interval. 

The total time of the test was 120 hours. The result of the 

test was as Fig. 3. 

It can be seen in the Fig. 3 that the data was interfered 

seriously during the transmission without any protocols, 

and the interfered data even changed without rule. 

Compared with Fig. 3a, obviously Fig. 3b shows more 

serious interference. It follows that the larger the amount 

of data is, the more serious the interference would be. 

The amount of the interfered data was equal to that of the 

error data in most of the test periods. But in a few cases 

the amount of the error data was larger than the interfered, 

which was caused by the crosstalk-induced effects on the 

normal receiving data. 

B. Experimental Results with FTTP-AI  

In the following experiments, the FTTP-AI was 

applied in the transmission with the DTR JZ875. 

 
(a) The statistics of the re-transmission 

 
(b) The statistics of the error code 

Figure 4.  Data analysis with FTTP-AI  

In the text files transmission experiment, the test files 

were the same as above mentioned in the experiments 

without FTTP-AI. “100KB.txt” and “150KB.txt” 

contained all ‘1’ text and all ‘0’ text respectively. The 

sending terminal took turns to send “100KB.txt” and 

“150KB.txt” with one hour interval. The total time of the 

test was 120 hours. FTTP-AI was applied to the 

transmission between the sending terminal and the 

receiving terminal. 

The experimental result shows that the amount of the 

sending data is equal to that of the receiving data, which 

means the interference data is zero. Fig. 4 shows the 

number of the re-transmission of the sending terminal as 

well as the error rate of the receiving terminal.  

It can be seen from the Fig. 4a that the rate of re-

transmission tends to be larger on the large files more 

than the small files. In most cases the data could be 

transferred integrally through re-transmission just one 

time even when it was interfered in the DTR transmission, 

and only in a few cases several times of re-transmission 

were needed. 

It can be seen from the Fig. 4b that there are few cases 

where error codes occur. Error codes happened to occur 

in 7 of 120 files. The total error codes were 12 bytes. So 

the rate of success to transmit text files is (120-

7)/120*100%=94.2%, which means the total rate of the 

error codes is 12/ (100*60+150*60)*100%=0.08%. It is 

effective to improve the text files transmission rate of 

success using the FTTP-AI. 

In the image files transmission experiment, the real-

time images collected from the farmland were transmitted 

to the remote computer center. The linear transmission 

distance was 2.1 kilometers and the sending interval was 

one hour. The total time of the test was 120 hours. FTTP-

AI was applied to the transmission between the sending 

terminal and the receiving terminal. 

The experimental result shows that 120 image files 

with size between 94KB and 124KB were sent, and the 

receiving terminal received all the image files. Fig. 5 

shows the number of re-transmission in the image files 

transmission experiment. Most of the image files could be 

transferred integrally after 1 to 3 times re-transmission. 

Few periodic images should be re-transmitted more than 

3 times. 

 

Figure 5.  Retransmission times of image transmission 

In the transmission test of the image files, there were 5 

images which error code occurred. Compared with the 

effect of the image received successfully (on the left), Fig. 

6 shows the example of image received with error code 

(on the right). So the rate of success to transmit image 

files was (120-5)/120*100%=95.8%. It is effective to 

improve the image files transmission rate of success 

using the FTTP-AI. 
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Figure 6.  Contrast for image transmission 

VI. CONCLUSION 

To solve the problem of the high cost of the GPRS and 

the limit transmission distance of the Wi-Fi, the DTR was 

imported to the transmission of the agricultural images 

and the FTTP-AI protocol was designed based on the 

DTR in this paper. The study offered a solution to cover 

the low-cost requirement, at the same time insured the 

distant transmission of the agricultural images. With 

FTTP-AI, the rate of accuracy of data transmission was 

up to 99.2%, the success rate of image transmission was 

up to 95.8%, the costless distant transmission could 

achieve several kilometers. This scheme could satisfy the 

requirement of the low-cost for distant agriculture images 

transmission reliably. 

Even though the application of the FTTP-AI on the 

DTR JZ875 can realize the low-cost for distant 

agriculture images transmission, which is perfect for 

agriculture because of the relative low data amount 

requirement. However, for transmission with much 

further distance, the rate of error codes will increase 

rapidly due to the signal attenuation of the DTR. 

Meanwhile, the FTTP-AI protocol is not fast enough for 

the situation where the images data need to be transmitted 

frequently for the data amount limit of the DTR itself. To 

perform transmission with further distance, a proposal 

integrated with high efficiency correcting error 

mechanism and 3G would be the key points in the future 

study. 
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