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Abstract 

 
This paper presents a method which can estimate frequency, phase and power of received signal 
corrupted with additive white Gaussian noise (AWGN) in large frequency offset environment. 
Proposed method consists of two loops, each loop is similar to a phase–locked loop (PLL) 
structure. The proposed structure solves the problems of conventional PLL such as limited 
estimation range, long settling time, overshoot, high frequency ripples and instability. Traditional 
inability of PLL to synchronize signals with large frequency offset is also removed in this method. 
Furthermore, proposed architecture along with providing stability, ensures fast tracking of any 
changes in input frequency. Proposed method is also implemented using field programmable 
gate array (FPGA), it consumes 201 mW and works at 197 MHz. 

 
Keywords: Digital Phase-Locked Loop (DPLL), Field Programmable Gate Array (FPGA). 

 
 
1. INTRODUCTION 

In communication, the received signal has to be synchronized first before being demodulated. 
Synchronization includes carrier recovery and timing recovery. Carrier recovery is the estimation 
and compensation of carrier frequency and phase. Carrier frequency offset occurs in 
communication systems due to different reasons such as frequency mismatch between oscillators 
in transmitter and receiver, Doppler shift as a result of motion between transmitter and receiver 
and the channel noise. The estimation of frequency and phase in the presence of noise is a 
critical issue in signal processing applications [1: 3]. PLL is used in synchronization of frequency 
and phase of received signal. A PLL is a feedback control circuit; it operates by trying to lock the 
phase and frequency of input signal through the use of its negative feedback. Conventional PLL 
consists of three fundamental blocks namely a phase detector (usually multiplier), loop filter which 
is a low pass filter (LPF) and a voltage controlled oscillator (VCO) as shown in Fig. 1 [4, 5]. 
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FIGURE 1: Phase Locked Loop. 

Phase detector compares the phase of output signal to the phase of input signal. If there is a 
phase difference between the two signals, it generates an output voltage, which is proportional to 
the phase error of two signals. This output voltage passes through the loop filter and then as an 
input to the VCO. Due to this self-correcting technique, the output signal will be in phase with the 
input signal. When both signals are synchronized the PLL is said to be in lock condition. The 
bandwidth of a PLL depends on the characteristics of the phase detector, LPF and VCO [6:8]. 
The performance of PLL in estimating and tracking frequency has some limitations such as: 
 

1) Higher order of LPF is needed to remove high frequency ripples inside the loop. 
Unfortunately this leads to unstable PLL [9: 11]. 
 

2) All PLLs will have ringing or settling time [12, 13].   
 

3) The tracking range of PLL is very narrow and must be near the center frequency of VCO. 
As the order of LPF increases tracking range of PLL decreases [14, 15]. 

 
We propose a design which can not only estimate frequency and phase of the input signal but 
can also provide estimate of power of the received signal in the presence of background noise. 
Proposed structure consists of two loops, the first loop has the ability to estimate frequencies up 
to half the sampling frequency. The second loop is a low power digital phase-locked loop (DPLL). 
Using the frequency estimator’s information, the second loop estimates phase of the received 
signal. The estimator is modeled with VHDL and implemented using FPGA. Proposed structure’s 
hardware implementation consumes 201 mW and works at a frequency of 197 MHz. 

 
2. PROPOSED ESTIMATOR 
The main idea of proposed structure is to first estimate the large frequency offset using frequency 
estimator which has the ability to estimate frequencies with large range from zero to half sampling 
frequency with high accuracy. The second step is to use the output of frequency estimator to 
control a phase estimator which is a low noise PLL. Proposed architecture is shown in Fig. 2 and 
in Fig. 3 in which the frequency estimator block receives quadrature signal; the output of this 
block is the estimated power and the estimated frequency. Estimated frequency is then used in 
phase estimator block as the center frequency of VCO. In this manner PLL, will compensate only 
the difference in phase between the input signal and generated signal of VCO not in both phase 
and frequency. In the next subsections, we will provide a detailed explanation of the operation of 
each block in the proposed architecture. 

 

 

FIGURE 2: Proposed architecture. 
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FIGURE 3: Operation of proposed architecture. 
 
 

A. Frequency Estimator 
Block diagram of the suggested frequency estimator is given in Fig. 4. It is like a PLL structure 
except that the phase detector is changed to frequency detector, LPF is changed to an 
accumulator and VCO is changed to quadrature numerically controlled oscillator (NCO) [16]. The 
quadrature input signal enters the frequency detector component which consists of multipliers, 
adders, subtractors, differentiator and squaring circuit. Fig. 4 explains discrete time 
implementation of the proposed estimator structure.  We would also provide here the 
mathematical details of frequency and power estimation and stability of proposed architecture. 
Suppose the input quadrature signal and the quadrature signal generated by the oscillator are   
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FIGURE 4: Discrete time model of proposed estimator. 
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1) Frequency and power estimation  
We assume the input quadrature signal and the quadrature signal generated by the oscillator are   
 

= ω θ+I s s i s ix (nT ) 2p (nT ) cos(  nT ).                                                                                               (1) 

   

= ω θ+Q s s i s ix (nT ) 2p (nT ) sin(  nT ).                                                                                              (2) 

 

= θ+ωI s o s oy (nT ) cos(  nT ).                                                                                                             (3) 

 

= +ω θQ s o s oy (nT ) sin( nT ).                                                                                                              (4) 

 

Where sp(nT ) is the power of input signal. ω i , ωo , θi and θo are the input and output radian 

frequencies and phases respectively, sT is the sampling time. Two input signals are multiplied 

with the two signals generated by oscillator. This results in two quadrature signals I Q(r (n),  r (n))  

given as: 
 

I s I s I s Q s Q s s sr (nT ) x (nT )y (nT ) x (nT )y (nT ) 2p(nT ) c nTos( ),= + = +∆ω ∆θ                                          (5) 

 

Q s I s Q s Q sIs s sr (nT ) x (nT )y (nT ) x (nT )y (nT ) 2p(nT ) s nTin( ).= − − ω +∆ ∆θ=                                        (6) 

 

Where ∆ω = ω ω−i o , ∆θ = θ θ−i o. The quadrature signals I Q(r (n),  r (n))  pass through a 

differentiator circuit.  
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The output of the differentiator is  
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    s2p(nT ) .= ∆ω                                                 
 

The signals I Q(r (n),  r (n))  also at the same time passes through squaring circuit. The output of 

squaring circuit can be considered as power of input signal. 
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The output of divider is  
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The accumulator starts to accumulate frequency difference until the generated frequency of 
oscillator is the same as the input frequency. The accumulator equation is 

 

S s S d (nT ) c(nT ) c(( )n T .1)µ = − −                                                                                                         (12) 

Where “µ ” is a variable which determines the speed of locking and stability of the system. NCO 

output is adjusted according to the output of accumulator. Feedback loop of the estimator 
continues until there is no difference between the input frequency and NCO generated frequency. 
NCO equation is 

 

−

=

= +ω ω ∑o s c

n

k
s

1

0

(nT ) c(kT ).                                                                                                              (13) 

 

Where 
c

ω is the center frequency. When the generated frequency from NCO is equal to the input 

frequency, the accumulator saturates. Thus at  =ω ωi s 0 S(nT ) (nT )  

s i s i sc(nT ) T f2 T=ω π=                                                                                                                   (14) 
 

2) Stability  
Linear model (z-model) of the system is shown in Fig. 5. Following equations are obtained from 
Fig. 5 
 

 

FIGURE 5: Z-model of proposed estimator. 
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Therefore, transfer function of the proposed estimator 
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The variable µ  controls stability of the system and its range must be <≤ µ0 1. For small values 

of µ the system is more stable but takes long settle time, for greater values of µ settling time 

decreases.  
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B.  Phase Estimator  
The phase estimator used in this paper is a low noise digital phase-locked loop (DPLL) [17].  
Conventional DPLL cannot completely remove the high frequency ripples present in the signal. 
These ripples come from the phase detector (multiplier) which multiplies the input signal with the 
signal generated by NCO. The result of multiplication is a signal with two terms; high frequency 
term and low frequency term. In conventional PLL, it assumed that the LPF will remove the high 
frequency term completely, but first order LPF is not able to remove all ripples. One solution to 
this problem is to use higher order LPF but this leads to instability of PLL. The other solution 
could be lowering the cut-off frequency of LPF, but also this will lower the bandwidth of PLL.  Our 
proposed structure of DPLL aims to use a first order LPF to provide stability for the system 
besides the ability to remove the ripples.  Fig. 6 shows the proposed design of DPLL. 
 
 

 

FIGURE 6: Block diagram of proposed PLL. 

 

= ω θ − ω θ × ω θ+ + +d s d i i s i o i S o i S
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Where =i sA 2p(nT ) , oA , ωi
ˆ , θ̂  are amplitude, radian frequency and  phase of NCO generated 

signal respectively, dk is the gain of multiplier. The first stage of propose architecture estimates the 

frequency so at ω ω=i i
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From (20) a new term is subtracted from the high frequency term before passing to LPF. 
Therefore, in this case  LPF just have to remove the residual of subtraction instead of removing the 
entire high frequency term in conventional PLL. As such, a first order LPF is able to remove the 
residual and stability of DPLL is enhanced.  After LPF the resulting signal will be 
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This signal is used to control the phase of generated signal from NCO, the DPLL continues to vary 

the phase until locking occurs and θ θ=i
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3. SIMULATION RESULTS 
We have also carried out computer simulations to compare working of our proposed method with 
conventional DPLL having both 1st and 2nd order LPF. We have investigated the frequency and 
phase estimation and tracking performances in both with and without AWGN.  
 
A. Frequency Estimation  
First of all we provide frequency estimation comparison between proposed and conventional 
DPLL. An input signal with frequency of 10 kHz is applied. In these simulations we used a 
conventional DPLL with both 1st order LPF and 2nd order LPF. Each LPF has cut-off frequency of 

1 kHz. The parameters of DPLL are: NCO gain=1024 rad/ v. s, 
i

f =10.5 kHz, 
nco

f =10 kHz, 
s

f =100 

kHz, while the parameters of proposed estimator are 
nco

f =100 Hz, 
s

f =100 kHz. 

 
Results of simulations are shown in Fig. 7. Performance of a conventional DPLL with a first order 
LPF is shown in Fig. 7(a). It is evident that the LPF cannot eliminate the double frequency 
component completely and overshoot occurs. The settling time, which is time taken by the PLL to 
reach the frequency estimate is a very important measure of PLL performance. In this case settling 
time is around 1 ms. In case of DPLL, to remove the higher frequency ripple, a higher order LPF is 
employed. We have also performed simulations of PLL using 2nd order LPF and results are shown 
in Fig. 7(b). It can be seen that the high frequency ripple has been suppressed better than a first 
order LPF. However, the overshoot and ringing still exist and settling time has increased. 
Furthermore, estimation range is reduced and stability becomes critical in this case.  In Fig. 7(c) 
the proposed method estimates the input frequency in 0.5 ms with no ripples (although no loop 
filter is used in the system), the estimation range is wide from 0 up to half the sampling frequency. 
The system is also more stable than conventional PLL. 
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B. Frequency and Phase Estimation  
The aim of this simulation is to determine the locking time for both frequency and phase. The 

estimator receives input sinusoidal signal = +
Q

x (n) sin(10000n pi/ 4) , the center frequency of the 

NCO is =ncof 100 Hz . The proposed estimator estimates the input frequency as shown in Fig. 8 

while phase estimation is shown in Fig. 9. It’s noticed that the frequency estimator locked the 
frequency after a very short time (3µs ), phase estimator locked the phase after (0.1ms ) as 

shown in Fig. 8. 
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FIGURE 8: Estimated Frequency. 
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C. Frequency and Phase Estimation with AWGN 
When the input signal is corrupted with AWGN, two moving average filters (MAF) with length of 10 
stages are used for I and Q phase input signals. The MAF is a low pass finite impulse response 
(FIR) filter commonly used for smoothing an array of sampled data/signal. The following 
simulations are performed to investigate the effect of AWGN on both conventional DPLL with 1st 
order LPF and 2nd order LPF and proposed estimator. MAF with the same lengths are added to 
both architectures. An input signal is applied to three architectures with three different frequencies 

50.5, 51.5, 52.5 kHz, all input signals have input phase π / 8  and AWGN with SNR= 10 dB at 

sampling frequency of 10 MHz. Fig. 10 shows estimations of the three frequencies with 
conventional DPLL with 1st  order LPF, 2nd order LPF and proposed estimator respectively. DPLL 
with 1st order DPLL estimates the first frequency with high noise level and noise variance is 
3269.7. While DPLL with DPLL with 2nd order LPF estimates the second frequency with a 
reduction in noise level causes the variance to be 1618. Proposed estimator estimates the third 
frequency with a higher reduction in noise level causes the variance to further reduce to 999. It can 
be seen that, the proposed architecture produces the smallest values for each estimated 
frequency although loop filter is not used. 
 
Fig. 11 shows the estimates of the input phase for the three architectures. DPLL with 1st order 
LPF, estimates the input phase with variance 128.5932. DPLL with 2nd order DPLL estimates the 
phase with variance 118.7396. The proposed estimator estimates the input phase with variance 
99.2743. As the proposed estimator estimates the input frequency with further reduction in 
variance, it also estimates the input phase with reduction in variance compared to conventional 
DPLL. 
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FIGURE 11: Phase Estimation Comparison.  

 
D. Frequency, Power and Phase tracking  
We also checked performance of the proposed method in tracking frequency changes and 
estimating amplitude/power variations. Frequency of the input sinusoidal signal is varied randomly 

within the range 10 kHz: 60 kHz and phases within the range π π/ 8 : / 2  rad. The input signal 

power is also randomly varied within the range 0.06125:0.21125 watt.  
 
The simulations are performed with SNR 10 dB and sampling frequency of 1 MHz. Fig. 12 shows 
the tracking of the input frequency, while Fig. 13 gives estimation of power. It can be seen that the 
estimator tracks changes in input frequency and amplitude very fast.  Fig. 14 shows phase 
estimation, it is seen from the figure that the locking time for each phase is greater than the 
frequency locking time because phase estimation begins after frequency estimation is finished  this 
also explains the gaps between phases.  
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FIGURE 12: Frequency tracking.  
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FIGURE 13: Power estimation. 
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FIGURE 14: Phase tracking. 

 

4. FPGA IMPLEMENTATION 
The estimator is modeled using XILINX system generator tool. VHDL code is used to describe the 
proposed estimator [18:21]. All signals of the estimator model are fixed point signals with 16 bits. 
The estimator was implemented using XCSD1800A-4FG676C Spartan-3A DSP board. The 
hardware model simulation results agree with the simulations in locking time and stability. FPGA 
resources utilization for proposed architecture, which indicates how many hardware components 
are used by the model, is provided in Table 1. It can be seen that the proposed method requires 
fewer hardware resources. Implementation results indicate that the proposed design provides fast 
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operation and low power consumption. Furthermore, it can be observed that the method has a 
simple design and avoids complexities. 
 

TABLE 1: FPGA resource utilization 
 

Component Used Available Utilization 
Number of slice flip flops 180 33280 1% 

Number of 4 input LUTs 1100 33280 3% 

Number of occupied slices 594 16640 3% 

Number of DSP48As 13 84 7% 

Number of bonded IOBs 97 519 18% 

Maximum frequency 201 MHz  

Power consumption 197 mW 
 

 

5. CONCLUSION 
Conventional DPLL used for carrier synchronization is unable to synchronize signals with large 
frequency shift. DPLL has other drawbacks such as overshot, ringing, limited tracking range and 
instability. This paper presented a new structure which can solve these problems. The proposed 
architecture divided the synchronization task to two steps. The first step is the estimation of the 
large frequency offset through a frequency estimator. The second step is to use the estimated 
frequency to estimate the phase through a low noise DPLL, which has the ability to estimate phase 
accurately by removing the internal noise of DPLL. Computer simulations performed showed 
significant improvements over conventional DPLL. The paper also discussed hardware 
implementation of the system designed and modeled using VHDL and implemented using FPGA 
circuit. Implementation results indicate that the estimator has a simple design, faster operation and 
low power consumption. 
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