
Neural Computation 9, 971-983 (1997)Physiological Gain Leads to High ISI Variability ina Simple Model of a Cortical Regular Spiking CellTodd W. Troyer� and Kenneth D. MilleryKeck Center for Integrative Neuroscience�;ySloan Center for Theoretical NeurobiologyyDepartments of Physiology�;y and OtolaryngologyyUniversity of California, San FranciscoSan Francisco, CA 94143todd@phy.ucsf.edu, ken@phy.ucsf.eduAbstractTo understand the interspike interval (ISI) variability displayed by visualcortical neurons (Softky and Koch, 1993), it is critical to examine the dynamicsof their neuronal integration as well as the variability in their synaptic inputcurrent. Most previous models have focused on the latter factor. We matcha simple integrate-and-�re model to the experimentally measured integrativeproperties of cortical regular spiking cells (McCormick et al., 1985). Aftersetting RC parameters, the post-spike voltage reset is set to match experi-mental measurements of neuronal gain (obtained from in vitro plots of �ringfrequency vs. injected current). Examination of the resulting model leads to anintuitive picture of neuronal integration that uni�es the seemingly contradic-tory \1=pN" and \random walk" pictures that have previously been proposed.When ISI's are dominated by post-spike recovery, 1=pN arguments hold andspiking is regular; after the \memory" of the last spike becomes negligible,spike threshold crossing is caused by input variance around a steady state, andspiking is Poisson. In integrate-and-�re neurons matched to cortical cell phys-iology, steady state behavior is predominant and ISI's are highly variable atall physiological �ring rates and for a wide range of inhibitory and excitatoryinputs.



1 IntroductionSoftky and Koch (1993) have shown that the spike trains of cortical cells in visualareas V1 and MT display a high degree of variability, as measured by their interspikeinterval (ISI) distributions at �xed mean �ring rates. Does this result necessitaterevision of the classical notion of information transmission in cortical neurons? By\classical notion", we mean the view that neurons integrate many synaptic inputsuntil reaching some voltage threshold, and at that point produce a spike. Spikes arethen followed by a refractory period, during which the cell is less likely to produceanother spike. If inputs are uncorrelated, the mean spike rate of such a model neurondepends on the average frequency of presynaptic events, and thus can embody thestandard notion of \rate coding."Softky and Koch (1993) argued that high ISI variability is inconsistent with aneuron acting as an EPSP integrator. The integration of many uncorrelated excitatorysynaptic potentials should result in a time to threshold (or ISI) that is very regular,since the neuron averages over many random events. One measure of spike variabilityis the coe�cient of variation (CV) of the ISI distribution, de�ned as the standarddeviation divided by the mean. For an EPSP integrator, this should be approximately1=pN , where N is the number of events necessary to reach threshold. In contrast,cortical cells have CVs in the range .5 { 1, more closely resembling a random (i.e.Poisson) process for which CV = 1. As an alternative to simple integration, Softkyand Koch (1993) proposed that active dendritic conductances may act to amplify sub-millisecond coincidences in synaptic input, leading to large random pulses of synapticcurrent. Thus, they suggested that high ISI variability may be more consistent withthe notion (Abeles, 1982) of neurons acting as \coincidence detectors" rather than\rate encoders."Shadlen and Newsome (1994), following Gerstein and Mandelbrot (1964), arguedthat if uncorrelated synaptic inputs to a cell consist of balanced excitation and inhi-bition, then the membrane voltage follows a \random walk", leading to ISIs that arequite variable. This balanced inhibition model is consistent with the classical notionof synaptic integration and rate coding, but requires that excitation and inhibitionbe tightly balanced in order to achieve ISI variability consistent with the data.These arguments can be more clearly understood by considering spike productionas a two-step process. First, synaptic inputs are integrated by an extensive andcomplex dendritic tree resulting in a total synaptic current I(t). Second, the cell1



produces spikes in response to this synaptic current. Thus, we expect that spikevariability should depend on two factors: the sensitivity of the spike mechanism tochanges in the synaptic current, and the variability in this input current.Previous discussions of ISI variability have largely focused on the second term,that is, under what conditions can su�cient input variability be achieved? Thus,Softky and Koch (1993) argued that input current variability was too low to accountfor output spiking variability, while Shadlen and Newsome (1994) argued that a bal-ance of excitation and inhibition could yield high input variability. Other modelsdemonstrated that network dynamics can lead to correlations among synaptic inputssu�cient to yield high variability (Usher et al., 1994; Hansel and Sompolinsky, 1996)(N.B., a�erent inputs also have signi�cant correlations (Alonso et al., 1996)). How-ever, these investigations generally did not address the sensitivity of cortical neurons.Neuronal sensitivity has been addressed by Bell et al. (1995), who considered some ofthe same factors as the present work in the context of a Hodgkin-Huxley model.1 Ourwork di�ers in considering simple integrate-and-�re dynamics, in focusing on the rolesof gain and refractoriness, and, most importantly, in matching model parameters toexperimental data from cortical neurons.For the purposes of this article, we de�ne neuronal gain as the slope of a plotof �ring frequency f = 1=ISI vs. the (constant) level of injected current I. Whilethere is no direct relationship between this measure and neuronal sensitivity underphysiological conditions | neuronal gain is measured in the absence of input vari-ability | we will argue that the two should be well correlated. Here we demonstratethat matching a simple integrate-and-�re model to experimentally measured valuesof neuronal gain can largely solve the \conundrum" of high ISI variability in visualcortical cells with many random synaptic inputs. A careful examination of this modelleads to a relatively simple, intuitive picture of cortical neuronal integration that uni-�es the seemingly contradictory \1=pN" and \random walk" pictures that have beenpreviously proposed.A preliminary report of this study has appeared as an abstract (Troyer and Miller,1995).1Bell et al. (1995) and Wilbur and Rinzel (1983) also investigated bistability in neuronal dynamicsas a mechanism that could contribute to ISI variability.
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2 The High-Gain ModelIn an integrate-and-�re model, the slower, integrative properties of neurons are mod-eled as passive changes in subthreshold membrane voltage. The fast spiking conduc-tances are lumped into a stereotyped event that is \pasted onto" the voltage tracewhen the cell reaches threshold. After spiking, there is an absolute refractory periodduring which the cell cannot spike, followed by a relative refractory period duringwhich the cell's ability to spike is reduced. We will use refractoriness to refer to thecombined e�ect of all processes occurring after a spike that make a cell less likely torespond to a given pattern of input current with a subsequent spike. Refractorinesscan be de�ned quantitatively as a function r of the time t after a given spike as fol-lows. Suppose a just-threshold DC current is applied at or before the spike time, t=0.The refractoriness, r(t), is the magnitude of a brief current pulse that, superimposedupon this ongoing DC current at time t, is just su�cient to elicit a spike.2 Note thatthis de�nition includes all factors that contribute to the cell's refractoriness, includingsodium channel inactivation and the e�ects of other active conductances, as well asspike after-hyperpolarization.3 In the simplest models, refractory e�ects are modeledby waiting for a �xed, absolute refractory period after spike onset, and then resettingthe voltage to a value signi�cantly below threshold. Thus, a single parameter, thedepth of the after-spike voltage reset, serves to model all of the elements contributingto the cell's relative refractoriness.4 More realistic models of the complex events fol-lowing a cortical spike may deepen our understanding of cortical integration, but atpresent such models are experimentally poorly constrained, and can lose the claritymotivating the use of simple models.2Assume a spike occurs at t = 0, and that after an absolute refractory period trefract the voltageis reset to Vreset. Let � be the membrane time constant, gleak the leak conductance, and �t theduration of the brief current pulse. Beginning from Vreset at time t = trefract, let It0 be the DC currentthat leads to a spike at time t0 (so I1 is the just-threshold DC current). Let Vt0(t) be the time courseof the voltage given It0 . Then r(t) � ��tgleak (Vt(t)� V1(t)) = (It � I1)(1� e�(t�trefract)=� ) ��t .3After-hyperpolarization { the voltage state of the cell { is often regarded as a�ecting integrationrather than refractoriness, with \refractoriness" reserved for processes that alter the cell's spikeresponses at a given voltage, e.g. spike threshold elevation. When considering a cell's reducedresponsiveness to input currents, however, it is most useful to combine all factors contributing tothe reduction.4Alternatively, one may consider a two (or three) parameter model of refractoriness in which,instead of (or in addition to) post-spike voltage reset, there is a post-spike elevation of theshold thatdecays at some rate (reviewed in Tuckwell, 1988, Table 3.1).3



We use a simple, conductance-based integrate-and-�re model:C @V@t = gleak(Vrest � V ) + I (1)Parameters were matched to slice recordings of regular spiking cells5 (values fromMcCormick et al., 1985, noted in parentheses): Vrest = �74 (73:6�1:5)mV ; 1=gleak =40 (39:9 � 21:2) M
;C = �gleak where � = 20 (20:2 � 14:6) msec: The absoluterefractory period was taken to be the spike width, tspike = 1:75 (1:74 � :41) msec.Spike threshold Vthresh was set 20 mV above Vrest: Vthresh = �54 mV . This leavesthe after-spike reset voltage, Vreset, as the only free parameter. This parameter iscommonly set equal to Vrest, but this choice lacks physiological justi�cation.We set Vreset to match the model's f-I curve to that observed physiologically, asreported in McCormick et al. (1985) (see Fig. 1A). That is, we set Vreset to match thephysiologically observed neuronal gain.6 This yields Vreset = �60 mV , 6 mV belowthreshold. Using the f-I curve to set Vreset points to the strong connection betweenrefractoriness and neuronal gain. Once � and gleak are determined from biophysicalmeasurements, neuronal gain is determined by the cell's refractory behavior. A cellthat is more refractory requires more input current to spike at any given frequency,resulting in an inverse relationship between refractoriness and neuronal gain.7 Sim-ilarly, greater refractoriness implies weaker sensitivity to physiological inputs. Thisexplains why we connect high gain measured with constant currents to high sensi-tivity under physiological conditions: for a given membrane time constant and inputresistance, weaker refractoriness implies both higher gain and higher physiologicalsensitivity.Synaptic input took the form of Poisson distributed delta function conductancechanges, Isyn(t) = Pk gsyn�(t� tk)(Vsyn� V ), where tk denotes the arrival time of thekth presynaptic spike. gsyn represents the total conductance, integrated over the timecourse of the synaptic event, and thus has units nS msec. gsyn was taken from anexponential distribution with mean �gsyn; values greater than 4�gsyn were then reset to5The term \regular spiking" denotes the class of cortical cells that respond to constant currentinjection in vitro with single spike �ring and spike-rate adaptation (McCormick et al., 1985). Theseconstitute most cortical excitatory cells. The term does not imply regularity of �ring in vivo.6Matching the slope of the model f-I curve at 100 Hz to the average gain reported by McCormicket al. (1985) for cortical regular �ring cells gives Vreset = �59:75 mV .7Using the de�nitions of footnote 2, r(t) = (It � I1)(1 � e�(t�trefract)=� ) ��t . Writing gain G(f)as a function of �ring frequency f (G(f) is the slope of the f{I curve at f), this yields r(t) =�1� e�(t�trefract)=�� ��t R f=1=tf=0 df=G(f). Thus, high gain corresponds to low refractoriness.4
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Figure 1:A. f-I plots for our \high gain" model (solid) and experiment (dashed). For comparison, thedotted line represents the more common \low gain" model, in which Vreset is set to Vrest.Experimental data shown are piecewise linear �ts to data for �rst interspike interval fromthree cells (McCormick et al. 1985, �g 1). B. ISI histogram from 10 sec of model data:�ex = 7015 Hz; �in = 3263 Hz (R = :75); average �ring rate = 98:4 Hz; CV = :6. Insetshows ISIs > 20 msec. C. Voltage trace of �rst 200 msec of simulation in B.
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this maximum value.8 For excitatory synapses, Vex = 0mV , and �gex = 3:4 nS msec.This yields EPSPs at rest of mean :49 mV and maximum 2 mV . For inhibitorysynapses, Vin = �70mV , and �gin = 22:8 nS msec. This yields IPSPs that are twiceas large as EPSPs at threshold.The amount of inhibition was expressed as the ratio R of the mean inhibitorycurrent to the mean excitatory current at threshold:R = �in�ginjVin � Vthreshj�ex�gexjVex � Vthreshj (2)Here � expresses the mean rate of Poisson input. Note that R = 1 implies that,when voltage is clamped at Vthresh, the total synaptic current has mean zero; R < 1corresponds to a surplus of excitatory synaptic current at threshold, while R > 1corresponds to a surplus of synaptic inhibition. The leak current adds hyperpolarizingcurrent. Estimates for �ex and �in rely on counting arguments only weakly constrainedby experimental data (Shadlen and Newsome, 1994). Thus, to examine how modelbehavior depends on �ex and �in, we �x R and then covary �ex and �in to yield varyingoutput �ring rates for that R. We have considered values of R ranging from 0 to 1.25;we will take R = :75 to be a reasonable guess for the ratio of inhibition to excitationin cortex.Balanced inhibition models (Gerstein and Mandelbrot, 1964; Shadlen and New-some, 1994) commonly assume equally likely positive and negative voltage steps,yielding a random walk in voltage. In a conductance-based model, this translatesinto a balance of inhibition and excitation su�cient to give a subthreshold mean cur-rent (so that there is not a steady drift up to near Vthresh). We will roughly equate\balanced inhibition" with R � 1 (although smaller values are conceivable, since evenfor R = 1 the leak current maintains the mean voltage somewhat below threshold9).3 Simulation ResultsThe results of a typical simulation (R = :75) are shown in �gure 1. Postsynapticaverage �ring rate was 98 Hz for 10 sec of simulated data. We measured variability8Thus the mean of the �nal distribution for gsyn is (1� e�4)�gsyn.9The exact distance below threshold depends on the relative magnitudes of the leak and meansynaptic conductances. In the limit of high input rates, the leak is negligible and R = 1 correspondsto a mean synaptic current just su�cient to elicit depolarization to threshold.6



by taking the coe�cient of variation (CV) of the ISI histogram, and found CV = :6,which falls in the physiological range of .5 to 1 reported in Softky and Koch (1993).What expectations do we have for CV in these simple models? We expect CV to bebounded above by the CV of a Poisson process with dead time equal to the minimumrecovery period. With mean ISI � and dead time tdead, CVmax = (� � tdead)=�. Forthe simulation in Fig. 1, tdead = tspike gives CVmax = :83, while taking tdead equal tothe shortest interval observed (2:75msec) yields CVmax = :73.10 A rough lower boundcan be obtained from the case of pure EPSP integration. In our high gain model, ittakes 16 average sized EPSPs to reach threshold from reset (recall that EPSPs arereduced by 3/4 near threshold). Again accounting for dead time of tdead = tspike, a1=pN argument yields CV = :83=p16 = :2. With variable sized PSPs, this estimateshould be adjusted upward by a factor of roughly p2 yielding CV � :28 (Softkyand Koch, 1993; Stein, 1967). The reason why 1=pN arguments fail to accuratelyestimate CV will be discussed shortly.We measured the dependence of CV on postsynaptic �ring rate by varying inputrates while keeping the inhibition to excitation ratio �xed at R = :75 (Fig. 2A).Physiologically reasonable levels of CV are obtained across �ring rates. Also, CVdecreases at higher �ring rates, as observed experimentally (Softky and Koch, 1993,Fig. 3). To test the notion that a balance of excitation and inhibition is required toachieve high variability (Shadlen and Newsome, 1994; Bell et al., 1995), we varied theinhibition ratio R, and observed ISI variability at input rates that yield postsynaptic�ring rates between 95 and 105 Hz (Fig. 2B). To compare more closely with previousmodels that have used low gain, we also ran simulations with Vreset = Vrest. Balancedinhibition models are those with large R (e.g. R = 1:25),11 while the low gain modelwith excitation only (R = 0, marked \O") is similar to the simple EPSP integratordiscussed in Softky and Koch (1993). The model with physiological (high) gain givesphysiological CV over a broad range of R. In contrast, \balanced" inhibition (R > 1)is necessary to achieve CV > :5 in the low gain model.10For a Poisson process with dead time, the shortest interval, the dead time, and the peak of theISI distribution are the same.11Shadlen and Newsome (1994) used Vreset = Vrest and hence considered a low gain balancedinhibition model.
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Figure 2:A. CV vs. output �ring rate, for �xed inhibition ratio R = 0:75. Data shown are mean� standard deviation for 10 simulations (using di�erent Poisson trains of inputs) of 10 secduration. �ex ranged from 3396 Hz to 20; 509 Hz, while �in correspondingly varied from1274 Hz to 7691 Hz. Thin line shows CV for Poisson process with dead time equal tothe shortest ISI observed. With increasing �ring rate, the refractory period is a greaterfraction of a typical ISI. Thus CV decreases with increasing rate. This e�ect is also seenin the biological data (Softky and Koch, 1993, Fig. 3). B. CV vs. inhibition ratio R forhigh gain (solid; Vreset = �60 mV ) and low gain (dashed; Vreset = Vrest) models. R = 1:25corresponds to example balanced inhibition models. Low gain with R = 0 corresponds toEPSP integrator model (marked `O'). At a given level of R, values of �ex and �in were foundfor which the 95% con�dence interval for the mean spike rate was within the range from95 to 105 Hz (10 simulations of 10 sec each). Data shown are from 10 subsequent trials atthese input rates. �ex ranged from 4448 Hz to 19; 584 Hz for high gain and from 7500 Hzto 23; 261 Hz for low gain; �in varied from 0 Hz to 12; 240 Hz (high gain) and from 0 Hzto 14; 538 Hz (low gain). Dotted line shows CV = :5.
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these regimes.As shown in Fig. 3B, integration in the EPSP integrator model is primarily in therefractory regime, and hence spiking is regular. In the low gain balanced inhibitionmodel, large, transient changes in the balance of excitation and inhibition are largeenough to dominate the cell's refractoriness rather quickly and the cell spends most ofits time in the intermediate and steady state regimes. Note that this recovery is aidedby a reduction of the membrane time constant due to the large synaptic conductance.The small reset of the high gain model causes the cell to spend most of the time inthe intermediate or steady state regimes for virtually any input combinations thatyield biologically reasonable �ring rates.Note that any mechanism that acts to reduce the importance of the transient,refractory regime contributes to variable spiking. In our model, Vreset is the dominantparameter determining the signi�cance of the refractory regime. However, reducingthe membrane time constant � shortens transients and can emphasize steady statebehavior. Increasing the variability of the synaptic current results in a more rapidtransition to the intermediate regime and hence will also increase spike variability.Thus \balanced inhibition", which reduces � and increases input variability, and\high gain" mechanisms are independent e�ects that both can contribute to variablespiking. It has been suggested (Bell et al., 1995) that spike variability depends onthe cell \hovering" near threshold, so that the integration of only a few inputs cancause a spike. While this is similar to our explanation of steady state behavior, thereis a signi�cant di�erence. In the steady state regime, threshold crossings result fromrandom uctuations in the input current, so spiking is always Poisson, regardless ofsteady state voltage level. Thus, the nearness to threshold in the steady state regimea�ects spike rate, but does not directly a�ect spike variability.5 DiscussionWe have shown that matching simple integrate-and-�re neurons to experimental dataresults in ISI distributions with physiological CV. In additional studies, to be pre-sented elsewhere, we have found that high CV is also produced by more realis-tic integrate-and-�re models incorporating the �nite time course of synaptic con-ductances, realistic combinations of fast and slow excitatory synapses (AMPA andNMDA), and spike rate adaptation. Lengthening the synaptic time course can result10



in input correlations longer than the shortest ISIs and lead to burst-like behavior thatcan actually increase CV; a realistic mixture of fast and slow synapses avoids suchburstiness while achieving high CV.12Does an understanding of the intermediate and steady-state regimes have impli-cations for neural coding? In these regimes, both the mean synaptic current andthe variance in this current contribute to neuronal spiking. A neuron operating inthese regimes is certainly capable of rate coding: coding mean input rates with amean output rate. When inputs are Poisson, the mean input rate of excitatory andinhibitory events determines both the mean and variance of the total synaptic cur-rent and consequently the mean output rate. However, such a neuron is also capable,in principle, of responding to input uctuations with high temporal resolution. Thepossible contributions of these di�erent forms of coding will depend on signal-to-noiseconsiderations | how reliably can a given statistical attribute of the input be trans-mitted and be distinguished from random input uctuations | that will depend onthe details of the statistics of the neuronal input. Thus, the fact of high CV alonedoes not serve to distinguish between \rate coding" and \coincidence detection" or\spike timing" models of neural encoding.One di�culty with high gain models is that they display low dynamic range, i.e.relatively small uctuations in input current can lead to saturated outputs. In otherstudies (Troyer and Miller, 1995 and in preparation), we have found that spike rateadaptation helps to solve this problem by providing negative feedback that reducesgain on longer time scales, while preserving sensitivity to small input uctuationson the time scale of typical interspike intervals. This �ts well with the empiricalobservations that all excitatory cortical neurons show spike rate adaptation, whilemost inhibitory cortical neurons do not adapt but can sustain high rates of �ringwithout saturating (McCormick et al., 1985).Our high gain model results in ISI variability that falls in the lower half of therange .5 to 1 reported in Softky and Koch (1993). If one includes the refractoryperiod, even a Poisson model can not account for the upper reaches of this data.The most likely explanation is that cortical ISI variability results from a combinationof mechanisms (including high gain) that have generally been explored in isolation.However, ISI variability alone is inadequate to distinguish the relative contributions12The burst-like behavior gives an unrealistically low CV2, a measure of variability that comparesonly adjacent interspike intervals (Holt et al., 1996). The mix of fast and slow synapses gives arealistically high CV2. 11



of these mechanisms to cortical integration. Stronger constraints may be found fromexperiments designed to probe the biophysical basis of integration and spiking incortical cells, and from further statistical studies. The latter might examine, in vivo,the statistics of synaptically driven voltage and current uctuations as well as spiketrain statistics beyond CV, and in vitro, the dependence of �ring rate and CV onboth mean and variance of white noise input current. One recent technique that mayshed light on the contribution of cortical inhibition is the ability to pharmacologicallyblock inhibitory input to a single cell (Nelson et al., 1994).To understand cortical ISI variability, classical notions of neuronal integrationmust be modi�ed, not by abandoning the integrate-and-�re neuron, but by deep-ening our understanding of the dynamics of such model neurons. In particular, thecommon intuition of dynamics dominated by recovery, with 1=pN integration behav-ior, must be supplemented by an understanding of a regime in which spike behavior isPoisson. Such a regime has been well studied in voltage-based integrate-and-�re mod-els using a variety of statistical approaches (Gerstein and Mandelbrot, 1964; Stein,1967; Smith, 1992; Tuckwell, 1988, chap. 9); in certain limits the regime can bedescribed as an unbiased random walk of voltage with decay. The importance of sucha random, steady-state regime for cortical processing has been discussed by severalprevious authors (Abeles, 1991; Shadlen and Newsome, 1994; Bell et al., 1995). Ourcontributions are to make speci�c links between refractoriness and neuronal gain,and to demonstrate that an integrate-and-�re model �tted to known cortical phys-iology will operate in the intermediate and steady-state regimes for physiologicallyreasonable �ring rates and a wide range of ratios of inhibition to excitation. In theseregimes, variable spike statistics dominate and hence the model produces physiologi-cal CV. Thus, in contrast to the intuition presented in Softky and Koch (1993), oneshould expect a high degree of ISI variability from cortical neurons. Of course, a fullbiophysical understanding of cortical integration may yet require abandonment of thissimple view of cortical processing; but the fact of cortical ISI variability alone doesnot.We thank Paul Bush, Mark Kvale, Anton Krukowski, Neal Hessler, and Svilen Tzonev forhelpful comments on the manuscript. Supported by an NSF Mathematical Sciences Postdoc-toral Research Fellowship (TWT) and by a Whitaker Foundation Biomedical EngineeringResearch Grant, the Searles Scholars' Program and the Lucille P. Markey Charitable Trust12
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