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Abstract 
 
In case contaminants are found in enclosed environments such as aircraft cabins or buildings, 
it is useful to find the contaminant sources. One method to locate contaminant sources is by 
inverse computational fluid dynamics (CFD) modeling. Since the inverse CFD modeling is 
ill-posed, this paper has proposed to solve a quasi-reversibility (QR) equation for contaminant 
transport. The equation improves the numerical stability by replacing the second-order 
diffusion term with a fourth-order stabilization term in the governing equation of contaminant 
transport. In addition, a numerical scheme for solving the QR equation in unstructured meshes 
has been developed. This paper demonstrates how to use the inverse CFD model with the QR 
equation and numerical scheme to identify gaseous contaminant sources in a two-dimensional 
aircraft cabin and in a three-dimensional office. The inverse CFD model could identify the 
contaminant source locations but not very accurate contaminant source strength due to the 
dispersive property of the QR equation. The results also show that this method works better 
for convection dominant flows than the flows that convection is not so important. 
 
Keywords: Inverse modeling; Quasi-reversibility equation; CFD; Numerical stability; Enclosed 
environment. 
 
Practical Implications 
 
The paper presents a methodology that can be used to find contaminant source locations and 
strengths in enclosed environments with the data of airflow and contaminants measured by 
sensors. The method can be a very useful tool to find where, what, and how contamination has 
happened. The results can be used to develop appropriate measures to protect occupants in the 
enclosed environments from infectious diseases or terrorist releases of chemical/biological 
warfare agents as well as to decontaminate the environments. 
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A  Area vector xΔ  Grid size in one-dimensional airflow 

ds  Distance between two neighboring cell 
centers τΔ  Negative time step 

ids  Projection of ds  along direction i Γ  Diffusion coefficient of gaseous 
contaminant scalar 

se  Unit vector connecting two 
neighboring cell centers ε  Stabilization constant 

te  Unit vector along the tangent face 
direction 

φ  Gaseous contaminant scalar 

J Mass flow rate ρ  Air density 
iu  Velocity component in direction i τ  Time 

u Velocity in one-dimensional airflow   

ix  Coordinate in direction i  
Subscripts 

  i Coordinate direction index 
Greek symbols f Face index in an unstructured grid 

VΔ  Control volume   
 
 
Introduction 
 

In case contaminants are found in enclosed environments such as aircraft cabins or 
buildings, it is useful to find the contaminant sources so that appropriate actions can be taken. 
For example, if we could identify the index person who spread the Sever Acute Respiratory 
Syndrome (SARS) virus in the flight from Hong Kong to Beijing in 2003 (Olsen et al., 2003), 
emergent measures could be taken to protect other passengers from the infection. It would be 
also supercritical for us to know the source location in a building in case of 
chemical/biological warfare agent release from a terrorist attack. Sensors can measure the 
distributions of airflow and contaminant concentrations in an enclosed environment. By using 
the distributions of contaminant concentrations as initial conditions and other boundary 
conditions, one can solve reversely contaminant transport so it is possible to find the source 
location and strength.  

Computational Fluid Dynamics (CFD) has been a useful tool for the computations of 
airflow and contaminant transport in enclosed environments. To solve the distributions of 
contaminant concentrations needs boundary conditions, initial conditions, thermo-physical 
properties and geometric characteristics of the enclosed environments. In this cause-effect 
relationship of contaminant transport, the cause is boundary conditions, initial conditions, 
thermo-physical properties and geometric characteristics of the enclosed environment and the 
effect is contaminant concentration distributions. Traditionally, CFD is used to explore the 
cause-effect relationship that is called direct modeling. Inverse modeling is to find the causal 
characteristics such as the contaminant source location and strength from the finite effectual 
information like the distributions of airflow and contaminant concentrations.  

According to different causal characteristics, the inverse modeling can be categorized 
into boundary, retrospective, coefficient, and geometric problems (Alifanov, 1994). Boundary 
problems are to find the boundary conditions that form a certain contaminant concentration 
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field; retrospective problems (time reversed problems) are to find the initial conditions; 
coefficient problems are to find some coefficients in the governing equation, for example the 
diffusion coefficient of contaminant transport; and geometric problems are to reconstruct the 
geometric characteristics of a domain. The cases of identifying the contaminant source 
location and strength mentioned previously are the retrospective problems. The identification 
of a contaminant source includes the determination of the contaminant source location and 
strength. 

Direct CFD modeling (forward-time simulation) is well-posed, since it satisfies solution 
existence, uniqueness, and stability (Tikhonov and Arsenin, 1977). Unlike direct modeling, 
inverse CFD modeling cannot be reproduced in experiments so the relationship of cause-
effect cannot be physically reversed. For inverse modeling of contaminant transport in 
enclosed environments, the solution physically exists since everything happens with a reason. 
However, the solution may not be unique because different causes may lead to the same effect. 
A common method to make the solution unique is by making assumptions of some unknown 
casual characteristics (Atmadja and Bagtzoglou, 2001). Alifanov (1994) pointed out that 
inverse modeling has stability problems. Since inverse CFD modeling cannot satisfy solution 
stability, it is ill-posed.  

Although very little inverse modeling has been conducted for enclosed environments, 
many studies have handled ill-posed inverse modeling in heat transfer (Alifanov, 1994), 
groundwater transport (Sun, 1994), and atmospheric constituent transport (Enting, 2002). 
Inverse modeling can be categorized into analytical, optimization, probabilistic, and direct 
approach.  

The analytical approach requires analytical solution of the distributions of airflow and 
contaminant concentrations. The causal characteristics are then inversely solved. The 
analytical approach has been successfully applied to multi-dimensional heat conduction 
problems (Alifanov, 1994). In groundwater transport, the analytical approach has been used to 
solve contaminant transport in one-dimensional flow (Alapati and Kabala, 2000) or in two-
dimensional uniform flow (Ala and Domenico, 1992). The analytical approach has also been 
used to solve an inverse atmospheric transport problem in three-dimensional uniform flow 
(Kathirgamanathan et al., 2002). The analytical approach can be accurate and efficient. 
However, the analytical approach is only for simple problems so that the applications of the 
analytical approach are very limited.  

The optimization approach uses direct modeling to obtain the effectual data such as 
distributions of contaminant concentrations based on all possible causal characteristics. Then 
the approach optimizes a solution that is best-fitted with the corresponding measured data. 
This approach has been widely applied in identifying groundwater pollution source as linear 
optimization method (Gorelick et al., 1983), maximum likelihood method (Wagner, 1992), 
and nonlinear optimization method (Mahar and Datta, 2000). Because plausible combinations 
of possible causal characteristics are huge, this approach involves a large amount of direct 
modeling. 

The probabilistic approach also does direct modeling. The approach uses probability to 
express a possible causal aspect. Similar to the optimization approach, all possible causal 
characteristics should be known before doing the direct modeling. In groundwater transport, 
Bagtzoglou et al. (1992) and Wilson and Liu (1994) calculated the possibility of a 
contaminant source in groundwater by reversing only the convective contaminant transport. 
Snodgrass and Kitanidis (1997) used Bayesian theory to interpret the possibility of each 
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contaminant source. In enclosed environment, Sohn et al. (2002) also used Bayesian 
probability model to identify the contaminant source in a five-room building. They used a 
multi-zonal model to calculate the airflow and contaminant transport. Arvelo et al. (2002) 
used a modified multi-zone model to study the optimal placement of chemical/biological 
warfare agent sensors in a building with nine offices and a hallway. The optimal sensor 
locations should be in the spaces where most possible sources of chemical/biological warfare 
agent could be located so the sensors can detect the agent in the least amount of time. 
Different from the previous researchers, they used the genetic algorithm to interpret the 
computed data to locate the sources. Since the multi-zone model can only provide some 
macroscopic information about the contaminant transport, it is necessary to run CFD 
simulations if more accurate and detailed information is needed. In addition, both the 
probability and optimization approaches need a huge amount of direct modeling.  

The direct approach solves inverse problems by reversing directly the governing 
equations that describe cause-effect relations. Since the reversed governing equations are 
unstable, the regularization technique (Tikhonov and Arsenin, 1977) or the stabilization 
technique (Lattes and Lions, 1969) has been used to improve the solution stability. The 
regularization technique improves the solution stability by imposing a bound on the solution. 
The solution is obtained by minimizing the objective function with a regularized term. The 
stabilization technique introduces some stabilization terms into the reversed governing 
equations or solves some auxiliary equations to improve the solution stability. In atmospheric 
contaminant transport modeling without using the regularization or stabilization technique, 
Kato et al. (2001; 2002; 2004) assessed local pollution from upwind regions by backward 
trajectory analysis of the flows. The method reversed only the contaminant transport by 
convection. This method is very easy to be implemented and can be used to roughly evaluate 
contaminant sources. However, neglecting the diffusion can be a problem when the 
convection is weak. The direct approach needs far less information about contaminant sources 
than the optimization and probabilistic approaches and can solve far more complicated 
problems than the analytical approach. Thus, the direct approach will be used in the present 
study.  

The quasi-reversibility (QR) method belongs to the direct approach using stabilization 
technique. The method avoids solving the irreversible governing equation and instead solves a 
similar equation with a stable solution scheme. The QR method was first presented to solve 
ill-posed partial differential equations for heat conduction problems (Lattes and Lions, 1969). 
It was also used to solve the inverse heat conduction in a quasi-boundary-value-problem 
variant of the original formulation (Clark and Oppenheimer, 1994). Later this method was 
applied to solve contaminant transport in groundwater. Skaggs and Kabala (1995) used the 
QR method to identify groundwater contaminant sources. They concluded that the method 
used less computational effort than the regularization technique. Bagtzoglou and Atmadja 
(2003) also studied the QR method to determine contaminant sources. Their results show that 
the method performs well even if the initial data was with uncertainty.  

The principle of contaminant transport in groundwater is similar to that in enclosed 
environments. The above literature review suggests that inverse modeling with the QR 
method is very promising for identifying contaminant sources in enclosed environments. This 
study has thus used the QR method to identify contaminant source location and strength in a 
two-dimensional aircraft cabin and in a three-dimensional office.  
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Theory of Inverse Modeling 
 

This section presents the fundamentals of a new QR equation and numerical scheme for 
identifying contaminant source and strength in enclosed environments based on distributions 
of airflow and initial contaminant concentrations.  

   
The quasi-reversibility equation 

 
Contaminants transported in enclosed environments can be in gas, liquid, and solid phase. 

This paper concerns only gaseous contaminant transport for simplicity. The governing 
transport equation for a gaseous contaminant without a source within a period of [0, T] is, 
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The left hand side of the above equation is the contaminant concentration change rate, and the 
right hand side of the equation is the convection and diffusion terms, respectively. If the 
contaminant transport equation is solved inversely, the solution is numerically unstable.  

Let us analyze the contaminant transport in one-dimensional airflow shown as in Figure 
1. There are five nodes WW, W, P, E and EE in the domain. For simplicity, the diffusion 
coefficient is assumed to be constant. By using the first-order upwind scheme and implicit 
format, Equation 1 can be discretized into, 
 

 
Fig. 1 The control volumes used to illustrate contaminant transport in a one-dimensional airflow  
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To calculate contaminant transport at the previous time in inverse modeling, the time step, 
τΔ , in Equation 2 should be negative. The negative time step makes the coefficient of )(τφP  

greater than one so the calculation errors would be amplified as time elapsed in negative 
direction. Thus, Equation 2 is unstable in inverse modeling. In addition, the contaminant 
concentration at cell P shown as the left hand side of Equation 2 is unbounded by those in its 
neighboring cells W and E since the coefficients for  )( ττφ Δ+W  and )( ττφ Δ+E  are negative. 
In order to make the governing equation solvable with numerical stability, this study proposes 
a QR equation that is slightly different from the previous ones (Skaggs and Kabala, 1995; 
Bagtzoglou and Atmadja, 2003), 
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In Equation 3, the diffusion term in the transport equation has been changed into a fourth-
order stabilization term with a stabilization coefficient, ε . For the one-dimensional case as 
shown in Figure 1, the fourth-order term can be discretized into the following by using Taylor 
series, 
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The fourth-order derivative at node P can be calculated with the values at the five neighboring 
nodes and this discretization has second-order accuracy. Substituting Equation 4 and 
discretizing the other two terms, the discretized format of Equation 3 becomes, 
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The coefficient of )(τφP  in Equation 5 can be smaller than one if ε  is larger than 6/3xueΔ . 
Then the calculation error will be lessened with time elapsed in negative direction in inverse 
modeling. Thus, the numerical scheme becomes stable and the equation becomes dispersive. 
The coefficients of )( ττφ Δ+W  and )( ττφ Δ+E  can also become positive so )( ττφ Δ+P  is 
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bounded. Compared with Equation 2, Equation 5 has two additional terms, )( ττφ Δ+WW  and 
)( ττφ Δ+EE . The coefficients of these two terms will be negative if the denominators are 

positive. The negative coefficients make the contaminant concentrations at nodes WW and EE 
unbounded with that at node P. Thus, the concentration at node P may generate wiggles 
during a computation and the numerical stability may deteriorate. Nevertheless, Equation 5 
may still be stable for identifying contaminant source in enclosed environments but the 
solution of contaminant source strength is not accurate. This is because Equation 5 is not 
exactly the same as the governing equation for contaminant transport. However, the total 
contaminant amount in the domain can be easily calculated by integrating the contaminant 
distributions from the initial fields and the boundary conditions. 
 
Numerical methods 
  

Equation 5 is only for the contaminant transport in one-dimensional airflow with uniform 
grid distribution. To apply the QR method in a more complicate enclosed environment, it is 
necessary to develop a suitable numerical scheme. Normally, a numerical scheme for 
unstructured meshes should work for structured meshes since structured meshes are special 
cases of unstructured meshes. This section presents a new numerical scheme for unstructured 
meshes that are more generic. The numerical scheme for solving Equation 1 in unstructured 
meshes was well developed in direct modeling (Mathur and Murthy, 1997). Our focus is on 
solving the QR equation. 

Let us start from discretizing the stabilization term in the QR equation by using a generic 
two-dimensional domain that is presented by two triangular unstructured cells as shown in 
Figure 2. Cell c0 and c1 share a common face f. The contaminant concentration values are 
stored in the cell centers. 0φ  is the concentration for Cell c0, and 1φ  is the concentration for 
Cell c1. Mathur and Murthy (1997) determined the dot product of the concentration gradient 
and the face area vector to be, 

 
 

 
Fig. 2 Two adjacent cells c0 and c1 (Fluent Inc, 2005) in a two-dimensional flow domain 
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The first term in the right hand side of Equation 6 is for the direction connecting cell centroids 
between the two cells. The second term of the right hand side of the equation is for the tangent 
face direction aligned with nodes a and b. Using Gauss’s divergence theorem, the Laplacian 
of φ  at cell c0 is, 
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In the above equation, the sum of the right hand side is for all the faces of cell c0. The second-
order derivative of concentration for cell c0 can be approximated as, 
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Note in Equation 8 that the part of the second-order derivative coming from the tangent face 
direction has been omitted for simplicity. This approximation is acceptable for grids close to 
the structured grids, but may generate large errors for the unstructured grids with sharp angles. 
For the one-dimensional case as shown in Figure 1, Equation 8 becomes, 
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Equation 9 has second order accuracy. Equation 4 can be obtained by taking again the second-
order derivative to Equation 9. The advantage of this discretization scheme shown in Equation 
8 is that it can be easily extended to three-dimensional domains. 

With the discretized expression of the stabilization term, it is necessary to discretize the 
other two terms in Equation 3. By integrating Equation 3 over the cell volume and time and 
by using backward-time implicit concentration to represent the right hand side of Equation 3, 
the contaminant concentration at the previous time step can be discretized as, 
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Note the time step, τΔ , in the above equation is negative in inverse modeling. The second 
term of the right hand side of Equation 10 is the convection term. The face concentration, fφ , 
is calculated by the linear reconstruction method (Mathur and Murthy, 1997) as, 
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where rφ∇  in Equation 11 is the reconstructing gradient. The gradient can be calculated with 
Gauss divergence theorem as, 
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where α  is a factor to ensure that the reconstruction does not introduce local extrema. This 
study has used the method proposed by Venkatakrishnan (1993) to calculateα . 

In solving Equation 10, it is important to select an appropriate stabilization constant ε . 
Our experience shows that theε  is usually less than )12/(4 τΔ−ds  for contaminant transport 
in two-dimensional enclosed environments and less than )18/(4 τΔ−ds  for three-dimensional 
environments. However, to ensure the numerical stability, the ε  cannot be too small.  

Figure 3 shows the flow chart of the inverse modeling used in this study. Our study has 
embedded the QR equation and numerical scheme into a commercial CFD program, FLUENT 
(http://www.fluent.com/), as a user defined function according to the flow chart. The inverse 
modeling should always start with the known airflow and concentration distributions. The 
information should come from data measured by airflow and contaminant concentration 
sensors. For demonstration purpose, this paper used the distributions of airflow and 
contaminant concentration obtained from direct CFD modeling as initial data. The airflow 
was assumed to be steady for simplicity.  
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Fig. 3 Flow chart of the quasi-reversibility method 

 
 
Results and discussion 
 
The numerical methods proposed in the previous section have been used to identify 
contaminant sources in two cases. One is in a two-dimensional aircraft cabin, in which the 
unstructured meshes were used. The velocity in the cabin was very high and the contaminant 
transport was convection dominant. Another one is in a three-dimensional office, in which the 
structured meshes were used. The velocity in this office was low since it used a displacement 
ventilation system. The diffusion played a more important role for contaminant transport than 
that in the two-dimensional aircraft cabin. 
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Application to a two-dimensional aircraft cabin 
 
The QR method and numerical scheme was tested in a two-dimensional empty aircraft cabin 
as shown in Figure 4. The airflow in an aircraft cabin is close to two dimensional. Many 
contaminant sources in the cabin, such as ozone and pesticide, could also be closed to two 
dimensional. Three-dimensional contaminants, such as viruses from a coughing passenger, are 
very complicated so they should be considered in another paper. The aircraft cabin was 4.72 
m in width and 2.10 m in height. Conditioned air was supplied from the two slot inlets at the 
ceiling, and the air was extracted from the two outlets at the side walls near the floor level. 
There was no heat generation in this cabin so the airflow in the cabin can be considered as 
isothermal. A contaminant source was released at the cabin floor from t = 0 – 0.04 s. The 
geometry and flow domain of the aircraft cabin was created with unstructured meshes with 
Pave scheme. The grid size was around 0.05 m. 

 
Inlets

Outlet OutletContaminant source

  
Fig. 4 Geometry and grid distribution of a two-dimensional aircraft cabin 

 
 
 As discussed in the previous section, the inverse modeling needs initial distributions of 

airflow and contaminant concentration, boundary conditions, thermo-physical properties and 
geometric characteristics of the enclosed environment. The boundary conditions, thermo-
physical properties and geometric characteristics were known for the cabin. This study used 
FLUENT to obtain the distributions of airflow and contaminant concentration as initial data. 
The authors have realized that in practical inverse modeling the initial data can only be 
obtained by sensors. Since this paper is to demonstrate the performance of the QR method and 
numerical scheme, it is appropriate to use direct CFD modeling here to generate initial data.  

FLUENT solved a set of governing partial differential RANS (Reynolds-averaged 
Navier-Stokes) equations with boundary conditions, thermo-physical properties and geometric 
characteristics of the two-dimensional cabin. These governing equations include continuity, 
momentum, contaminant concentration, turbulent kinetic energy, and dissipation rate of 
turbulent kinetic energy. The renormalization group (RNG) k-ε model was used for the 
turbulent flow. These partial differential equations were discretized into algebraic equations 
by using the finite volume method with a second-order upwind scheme. Because the 
equations are highly nonlinear, iterations were needed to achieve a converged airflow solution. 
According to the guideline for using CFD to indoor environment modeling (Chen and Srebric, 
2002), the CFD results should be validated. The validation has been reported in our other 
paper (Zhang and Chen, 2005) with a good accuracy. By using the direct CFD modeling, 
Figure 5 shows the computed airflow pattern under steady state. The air from both ceiling 
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inlets curved toward the cabin walls on both sides of the cabin. The air jet then flowed along 
the floor and mixed in the middle of the cabin. Two vortexes were created in the cabin.   

With the steady-state airflow pattern, direct CFD modeling was used to calculate 
contaminant concentration distribution at t = 6 s where a contaminant source was released at 
the floor from t = 0 – 0.04 s. The distributions of steady-state airflow and transient 
contaminant concentration at t = 6 s were used as initial data for the inverse CFD modeling. 
The inverse CFD modeling calculated backwards contaminant transport from t = 6 s to -2 s as 
shown in Figure 6(a). The computation to negative time allows us to develop a criterion about 
when to stop the inverse computation. In practice, t = 0 is normally unknown. 
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Inlets

Outlet OutletContaminant source

 
Fig. 5 The steady state airflow pattern in the two-dimensional aircraft cabin 

 
 
Figure 6(b) shows the contaminant concentration distribution at t = 6 s computed by the 

direct CFD modeling (forward-time simulation). After 6 s from the release, the contaminant 
was mostly transported to the upper left part of the cabin. At this time no contaminant has yet 
been transported to the outlets. 

The inverse CFD modeling used a time step of -0.04 s. The reason to use such a small 
time step is to ensure that the distance of the contaminant transported in one time step is less 
than the grid distance. The stabilization constant used was ε=5.95×10-6 m4/s. Figure 7(a) 
shows the distribution of the contaminant concentration at t = 0.04 s obtained by the inverse 
CFD modeling. At this moment, most of the contaminant was in a narrow region on the left 
cabin floor. The ideal distribution should be in a small region around the contaminant source 
as shown in Figure 7(b). By using the maximum contaminant concentration over all locations 
at a given time (the peak contaminant concentration), one could identify the contaminant 
source. The peak contaminant concentration computed by the inverse CFD modeling in 
Figure 7(c) clearly shows the position of the contaminant source. Compared with the peak 
contaminant concentration obtained with the direct CFD modeling as shown in Figure 7(d), 
the source strength identified by the inverse CFD modeling is more dispersive. The reason is 
that the QR equation is not exactly the same as the governing transport equation for the 
contaminant concentration. 
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                                         (a)                                                                              (b) 
Fig. 6 Simulation schematics and the initial concentration field for backward simulation (a) Simulation 

schematics t = 0 to 6 s is for the direct CFD modeling and t = 6 s to -2 s is for the inverse CFD 
modeling, (b) the contaminant concentration distribution at t=6.0 s from the direct CFD modeling  
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(c)                                                                          (d) 

Fig.7 Comparison of the distributions of the contaminant concentration at t = 0.04 s (a) by the inverse 
CFD modeling, (b) by the direct CFD modeling, (c) peak concentration by the inverse CFD modeling, 
(d) peak concentration by the direct CFD modeling 
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In practice, it is often unknown when a contaminant is released. Inverse modeling could 
continue forever. Then it may not be possible to find the original source location and when it 
was introduced. This investigation has deliberately simulated the distribution of the 
contaminant concentration to t = - 2 s with the inverse CFD modeling as shown in Figure 8. If 
there was a sensor at the left outlet in the cabin, it would measure some contaminant at t = -2 s 
because the outlet is at the downstream position of the peak concentration plume. If the sensor 
did not measure anything, Figure 8 is an impossible scenario. Then one would know that the 
source was introduced between t = -2 s ~ 0 s. Thus, the time when and location where the 
source were introduced can be identified. In other words, identification of the release location 
and time must be done together with boundary conditions, such as contaminant concentration 
from the outlets.  

 

C: 2.00E-04 1.35E-03 2.50E-03 3.65E-03 4.80E-03

Inlets

Outlet OutletContaminant source

t=-2.0 s

 
Fig. 8 The computed contaminant distribution at t = -2 s with the inverse CFD modeling 

 
 

As shown in Figure 5, the airflow in the cabin was fully mixed at a very high air 
exchange rate. It took about 5 s to transfer the contaminant from the floor to the ceiling. A full 
circle of contaminant transport would take about 10 s. How could we know the contaminant 
was released 6 s ago or 16 s ago? According to the inverse modeling theory outlined in 
previous section, initial distributions of airflow and contaminant concentration are not the 
only condition for a successful inverse modeling. The inverse modeling needs boundary 
conditions, thermo-physical properties and geometric characteristics. For the aircraft cabin, 
the thermo-physical properties and geometric characteristics do not change over time in 
inverse modeling. Thus, boundary conditions are key factors in determining the release time. 

This study also used the contaminant concentration distribution at t= 16 s as shown in 
Figure 9(a) as the initial conditions for the inverse CFD modeling. The contaminant 
distribution was calculated by direct CFD modeling (forward-time simulation). The 
distribution is very similar to that at t = 6 s shown as in Figure 6(b). Within 16 s, the 
contaminant has been transported in the cabin for one and a half circles. A part of the 
contaminant was exhausted from the two outlets. Figure 9(b) shows the contaminant 
concentration at the two outlets within 16 s. The concentration from the left outlet was higher 
than that from the right outlet because more contaminant was transported to the left side of the 
cabin. Since some contaminant had been exhausted out of the cabin, in inverse simulations the 
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extracted contaminant should be added back to the cabin as boundary conditions. Thus the 
contaminant concentration from the two outlets over time becomes crucial boundary 
conditions for the inverse modeling. 

Figure 10(a) shows the distribution of contaminant concentration at t = 0.04 s, and Figure 
10(b) shows the peak concentration at t = 0.04 s that were obtained by the inverse modeling 
with the initial distribution at t = 16 s and the boundary condition shown in Figure 9. 
Compared with Figure 7(a) and 7(c), the longer time of the inverse modeling, the more 
dispersive the results. This is not a surprise because the QR equation is dispersive. 
Nevertheless, the inverse modeling can still identify the contaminant source location.  

 

C: 2.00E-04 8.00E-04 1.40E-03 2.00E-03

Inlets

Outlet OutletContaminant source

t=16.0 s

Time/s
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0.00E+00
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1.00E-03

1.50E-03

2.00E-03

2.50E-03

3.00E-03 Right outlet
Left outlet

 
     (a)      (b) 

Fig. 9 Crucial conditions needed for the 16 s inverse modeling of the contaminant transport in the 
aircraft cabin (a) Initial distribution of the contaminant concentration in the cabin at t = 16.0 s, (b) 

contaminant concentration over time from the two outlets 
 

 
 

C: 2.00E-04 8.00E-04 1.40E-03 2.00E-03

Inlets

Outlet OutletContaminant source

t=0.04 s

C: 1.40E-03 2.00E-03

Inlets

Outlet OutletContaminant source

t=0.04 s

 
(a)                                                                     (b) 

 Fig. 10 The results from the 16 s inverse modeling for the aircraft cabin (a) The distribution of 
contaminant concentration at t = 0.04 s, (b) the peak concentration at t = 0.04 s 
 

 
Application to a three-dimensional office  
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       This investigation has also conducted inverse CFD modeling of contaminant transport in 
a three-dimensional office as shown in Figure 11 to further test the performance of the QR 
method and numerical scheme. The office was selected because we have done experimental 
measurements of airflow and contaminant transport in such a room simulated by an 
environmental chamber before (Yuan et al., 1999). The data has been used for validating our 
direct CFD results (Zhang and Chen, 2005). All the subjects in the office were simulated by 
rectangular boxes in both experimental measurements and CFD simulations. Conditioned air 
was supplied from a vertical diffuser located on the rear wall at the floor level, and the air was 
exhausted from the ceiling in the center of the room. The contaminant source was located at 
the head level of an occupant as shown in the figure. The contaminant was released from t = 0 
- 0.04 s.  

 

 
 

Fig. 11 The sketch of a three-dimensional office 
 
 

The meshes for this office were created with Submap scheme. The size of the structured 
quad–CFD cells was about 0.1 m. Very similar to the previous case, this study used direct 
CFD modeling to obtain distributions of airflow and contaminant concentration at t = 32 s as 
initial data for inverse CFD modeling. The stabilization constant used was ε=2.5×10-5 m4/s. 
Figure 12 shows the contaminant distributions in two planes across the occupant who released 
the contaminant. Unlike the aircraft cabin, the office was with a low air exchange rate and the 
ventilation scheme did not promote mixing. Thus, within 32 s the contaminant did not travel 
very far away from the occupant. Since no contaminant was transported to the exhaust, the 
contaminant concentration from the outlet remained zero in this period. 
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C: 5.00E-04 5.37E-03 1.03E-02 1.51E-02 2.00E-02

t=32.0 s

C: 5.00E-04 5.37E-03 1.03E-02 1.51E-02 2.00E-02

t=32.0 s

 
(a) (b) 

Fig. 12 The distributions of the contaminant concentration in the office after it was released for 32 s (a) 
on the X plane, (b) on the Y plane 

 
Figure 13(a) and 13(b) illustrate the distributions of the contaminant concentration at t = 

0.04 s on X and Y planes obtained by the inverse CFD modeling with the QR method. The 
results can indicate the contaminant source was located at the head level of the occupant, but 
the results are very dispersive. In this office, the air exchange rate was small. The diffusion 
played a much more important role than that in the aircraft cabin. Since the QR method solves 
Equation 3 that is not the same as the transport equation for contaminant concentration. 
Equation 3 does not have a correct term to represent diffusion. Thus, the error accumulated in 
the inverse modeling by solving Equation 3 became very significant in this case. The error 
was well reflected in the dispersive results shown in Figure 13. 
 

C: 5.00E-04 5.37E-03 1.03E-02 1.51E-02 2.00E-02

t=0.04 s

C: 5.00E-04 5.37E-03 1.03E-02 1.51E-02 2.00E-02

t=0.04 s

 
                                         (a)                                                                              (b) 
Fig. 13 The distributions of the contaminant concentration at t = 0.04 s in the office obtained with the 
inverse CFD modeling (a) on the X plane, (b) on the Y plane 

 
 

Conclusions 
 
       This paper presented a new QR equation and numerical scheme to solve inversely 
contaminant transport in enclosed environments. By applying the new QR equation and 
numerical scheme to contaminant transport in a two-dimensional aircraft cabin and a three-
dimensional office, the following conclusions could be drawn: 
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(1) The inverse CFD modeling with the new QR equation and numerical scheme can 

identify contaminant source locations. The contaminant strength becomes dispersive 
because the QR equation is not the transport equation for contaminants. The longer the 
simulation time, the more dispersive the results. 

(2) In addition to initial distributions of airflow and contaminant concentrations, accurate 
boundary conditions over time at the outlets are crucial in determining contaminant 
source and strength for the case with contaminant exhausted out through the outlets. 

(3) The new scheme can stabilize the inverse CFD modeling with unstructured meshes for 
the flow domain. 

(4) The inverse CFD modeling with the QR equation works better for convection 
dominant flows. When the diffusion becomes important, the inversed CFD modeling 
can lead very dispersive contaminant concentration distributions. 
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